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1. Introduction

An Fq2-maximal curve X of genus g(X ) is a projective, geometrically irreducible, non-
singular algebraic curve defined over Fq2 such that the number |X (Fq2)| of its Fq2 -rational 
points attains the Hasse-Weil upper bound, namely

|X (Fq2)| = q2 + 1 + 2g(X )q.

Fq2-maximal curves and especially those with large genus have been intensively investi-
gated during the last decades also in connection with coding theory and cryptography 
based on Goppa’s method, see e.g. [13,26].

It is well known that the genus g(X ) of an Fq2-maximal curve X satisfies g(X ) ≤
q(q − 1)/2 =: g1, see [17], and that g(X ) = g1 if and only if X is Fq2 -isomorphic to the 
Hermitian curve

H : xq + x = yq+1,

see [22]. In [8] it is proven that either g(X ) ≤ �(q − 1)2/4� =: g2, or g(X ) = g1. For q
odd, g(X ) = g2 occurs if and only if X is Fq2-isomorphic to the non-singular model of 
the plane curve of equation

X2 : xq + x = y
q+1
2 ,

see [7, Theorem 3.1]. For q even, a similar (but weaker) result is obtained in [1]. Indeed 
the uniqueness of an Fq2-maximal curve of genus g(X ) = g2 is ensured under the extra 
condition that the curve has a particular Weierstrass point. If the extra condition is met, 
then it is proven in [1] that g(X ) = q(q − 2)/4 if and only if X is Fq2 -isomorphic to the 
non-singular model of the plane curve of equation

Y2 : x
q
2 + · · · + x2 + x = yq+1.

The value of the third largest genus of an Fq2-maximal curve X has been computed in 
[20], where it is proven that either g(X ) ≤ �(q2 − q + 4)/6� =: g3, or g(X ) = g2 or 
g(X ) = g1. In [20, Remark 3.4] it is shown that g(X ) ≤ g3 is the best bound possible, as 
there exist Fq2 -maximal curves of genus g3, namely

• X3 : x(q+1)/3 + x2(q+1)/3 + yq+1 = 0, if q ≡ 2 (mod 3);
• Y3 : yq − yx2(q−1)/3 + x(q−1)/3 = 0, if q ≡ 1 (mod 3); and
• Z3 : yq + y + (

∑t
i=1 x

q/pi)2 = 0, if q = 3t.

More precisely, X3, Y3 and Z3 are the non-singular models of the plane curves given 
by these equations. All the examples above arise as degree 3 Galois subcovers of the 
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Hermitian curve H. Understanding whether or not these curves are the only Fq2-maximal 
curves of genus g3 is a well-known open problem.

In the proofs of the uniqueness (up to isomorphism) of Fq2-maximal curves of genus 
g1 and g2 from [22] and [8] the so-called Weierstrass semigroups and Weierstrass points 
played a crucial role. These objects occur also naturally in the study of algebraic-
geometry (AG) codes [26], as the main ingredient to construct one-point AG codes.

Given a point P on an algebraic curve X , the Weierstrass semigroup H(P ) is defined 
as the set of natural numbers n for which there exists a function f on X having pole 
divisor (f)∞ = nP . According to the Weierstrass gap Theorem, see [23, Theorem 1.6.8], 
the set G(P ) := N \ H(P ) contains exactly g(X ) elements called gaps. The structure 
of H(P ) in general varies as P ∈ X varies. However, it is known that generically the 
semigroup H(P ) is the same, but that there can exist finitely many points of X , called 
Weierstrass points, with a different set of gaps.

The intrinsic theoretical interest on these objects arises from Stöhr-Voloch theory 
[24], where (together with the so-called order sequence) Weierstrass semigroups and 
points are used to obtain characterizing properties of the curve. Apart from the two 
characterizations for g1 and g2 mentioned above, important characterization results using 
Weierstrass points, semigroups and automorphism groups can be found in [7], [9] (for 
the Suzuki curve) and [25] (for the Ree curve).

In order to provide similar tools for maximal curves of third largest genus, it is natural 
to wonder whether Weierstrass semigroups and points can be completely determined for 
maximal curves of genus g3.

In this paper we compute the Weierstrass semigroup at every point of the curve X3

having third largest genus g3 for q ≡ 2 (mod 3), as well as its set of Weierstrass points 
and its full automorphism group.

In all known examples of maximal curves with large enough genus the set of Weier-
strass points coincides with that of rational points, see e.g. [3–5,11]. To understand this 
behaviour previous investigations found sufficient conditions for a maximal curve to sat-
isfy this property, see [10].

In this paper, we show on the contrary that the curve X3 has a quite large set of non-
rational Weierstrass points and many different type of Weierstrass semigroups, providing 
the first known example with these features. The full automorphism group of X3 is also 
computed, as an application of the results mentioned above.

The paper is organized as follows. Section 2 provides the necessary preliminary results 
on algebraic curves, Weierstrass semigroups and the curve X3. Section 3 presents two 
families of special functions in Fq2(X3) and their relations. These functions represent the 
main ingredient used to compute the Weierstrass semigroups H(P ) apart from a few 
special cases of P . Sections 4 and 5 are devoted to the proofs of the main theorems of 
the paper, namely the description of the Weierstrass semigroup at Fq2-rational and not 
Fq2-rational points of X3, respectively. In Section 6 the full automorphism group of X3

is computed as an application of the obtained results on Weierstass semigroups of X3.
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2. Preliminaries

In this section, we deal with the preliminary notions and results that will be needed 
throughout the paper. In the first subsection, we recall the definition of the curve X3 and 
we focus on some particular rational functions defined on it, computing their principal 
divisors. In the second subsection, we collect some preliminaries on regular differentials. 
In particular, we compute a canonical divisor and prove Corollary 2.24, that we will need 
in Sections 4 and 5.

2.1. The curve X3

Let q be a prime power such that q ≡ 2 (mod 3) and define m := q+1
3 . Let Fq2 be the 

finite field with q2 elements and denote by p the characteristic of Fq2 . As before, let X3
be the non-singular model of the plane curve with affine equation

yq+1 + x2m + xm = 0. (2.1)

The function field Fq2(X3) can be described as Fq2(x, y), with yq+1 +x2m +xm = 0, and 
it is easy to see that Fq2(X3)/Fq2(x) is a Kummer extension of degree q + 1.

Remark 2.2. The point (0, 0) is a singular point of the curve defined by equation (2.1). 
Considering what we have just observed on the desingularization X3 and its function 
field, it is then easy to see that there are exactly m distinct places centered on (0, 0) in 
Fq2(X3), and we denote as P 1

0 , . . . , P
m
0 the distinct points of X3 that are the centers of 

such places. The point at infinity of the plane curve is singular as well. Also for this point 
there are exactly m distinct places centered on it in Fq2(X3). We denote by P 1

∞, . . . , Pm
∞

the distinct points of X3 that are the centers of these m places.

Consider the Fq2-model of the Hermitian curve H given by

H : uq+1 + vq+1 + 1 = 0

and let Fq2(H) be the function field of H, that can be described as Fq2(u, v), with 
uq+1 + vq+1 + 1 = 0. The Hermitian curve is a nonsingular plane curve of genus g(H) =
q(q − 1)/2. The curve X3 is Fq2-maximal of genus g(X3) := q2−q+4

6 and it is Fq2-covered 
by the Hermitian curve H via a morphism ϕ of degree 3. More precisely, the pull-back 
map

ϕ∗ : Fq2(X3) −→ Fq2(H)

defines a Galois extension Fq2(H)/Fq2(X3) of degree 3, with x := u3 and y := uv. In 
particular, the Galois group of the extension is generated by the automorphism
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τ : (u, v) �−→ (ζ3u, ζ2
3v), (2.3)

where ζ3 is a primitive cube root of unity in Fq2 .

Remark 2.4. The extension Fq2(H)/Fq2(X3) is unramified: indeed, by the Hurwitz genus 
formula, it holds

deg Diff(Fq2(H)/Fq2(X3)) = 2g(H) − 2 − 3(2g(X3) − 2) = 0,

which means precisely that the extension Fq2(H)/Fq2(X3) is unramified. As a conse-
quence of this fact, if Q is a point of H lying over the point P of X3, then for any 
f ∈ Fq2(X3), it holds that vQ(f) = vP (f).

For convenience, we define O0 := {P 1
0 , . . . , P

m
0 } and O∞ := {P 1

∞, . . . , Pm
∞}. Through-

out the paper, we denote with P(a,b) ∈ X3(Fq2) a point of X3 not in the set of points 
O0 ∪O∞, with (x, y)-coordinates (a, b). With this convention in mind, in particular, the 
x-coordinate a of such a point P(a,b) is nonzero. Analogously, we denote with Q(A,B) ∈ H
a point of H with (u, v)-coordinates (A, B) and not lying over any point of X3 in the set 
O0 ∪ O∞. The points in the set O0 ∪ O∞ turn out to lie in the same orbit under the 
action of the full automorphism group of X3. In fact, the orbit turns out to be given by:

O := O0 ∪ O∞ ∪ Om, (2.5)

where Om := {P(a,0) | am+1 = 0}. It will be convenient to establish some of these results 
already now, so that we will be able to determine the Weierstrass semigroups of points 
in this orbit efficiently. In Section 6, we will then continue the study of automorphisms 
on X3.

Lemma 2.6. The automorphism group Aut(X3) contains a subgroup G of order 2(q + 1)2
which is isomorphic to a semidirect product of an abelian group A of order (q + 1)2/3
and a symmetric group of order 6. More precisely,

A := {θγ,δ(x, y) = (γx, δy) | γm = δq+1 = 1},

while the symmetric group of order 6 is generated by the involution θ2 and the order 3
automorphism θ3 given by

θ2(x, y) =
(

1
x
,
y

x

)
and θ3(x, y) =

(
y3

x2 ,
y

x

)
.

Proof. By direct computation it can be checked that 〈A, θ2, θ3〉 is an automorphism 
group of X3, that is, all the maps presented in the lemma preserve the equation yq+1 +
xm + x2m = 0. The group T generated by θ2 and θ3 is isomorphic to the symmetric 
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group of order 6 as θ2θ3θ2 = θ2
3, by direct computation. Both θ2 and θ3 normalize 

A, since a direct computation shows θ2θγ,δθ2 = θγ−1,δγ−1 and θ3θγ,δθ
−1
3 = θγδ−3,γδ−2 . 

Hence T normalizes A. Since T and A have trivial intersection, we hence obtain that 
〈A, T 〉 = A � T . �

Next let us determine divisors of several elementary function in Fq2(X3). We denote 
as D∞ the divisor

D∞ :=
m∑
j=1

P j
∞. (2.7)

Since X3 is Fq2 -maximal, from the Fundamental Equation [15, Page xvii (ii)] it follows 
in particular that, for all i = 1, . . . , m and P(a,b) ∈ X3, there exists a function fP(a,b),i ∈
Fq2(X3) such that

(fP(a,b),i) = qP(a,b) + Φ(P(a,b)) − (q + 1)P i
∞. (2.8)

Here Φ denotes the Fq2-Frobenius map. For a point P(a,b) of X3, we define the function

xa := x− a

a
,

which, as we will see later, turns out to be a local parameter for P(a,b). Further, let tP (a,b)
be the following function in Fq2(X3)

tP(a,b) := mam−1(2am + 1)(x− a) + bq(y − b), (2.9)

and let Q(A,B) be a point of H lying over P(a,b). Note that tP(a,b) is the function associated 
to the tangent line at (a, b) of the plane curve defined by equation (2.1).

With O defined as in equation (2.5), for P(a,b) ∈ X3(Fq2) \ O, we define

α(P(a,b)) := am

1 + am
= Aq+1

1 + Aq+1 . (2.10)

As 1 − α(P(a,b)) = 1
1+am , in particular 1 − α(P(a,b)) �= 0 and we can define the following 

nonzero function in Fq2(X3), that will be useful later:

f0 :=
3(1 − α(P(a,b)))

Aq+1 tP(a,b) = (1 − α(P(a,b)))
((

2Aq+1 + 1
)

A3 (x− a) + 3Bq

A
(y − b)

)
,

(2.11)
where A3 = a and AB = b. Given a point P(a,b) ∈ X3(Fq2) \ O and Q(A,B) a point 
of H(Fq2) lying over P(a,b), the following proposition describes the local power series 
expansion of the functions xa and f0 at Q(A,B), with respect to the local parameter 
T := u−A

A . In this proposition as well as in the remainder of this article, whenever we 
write f = h + O(Tn), we mean that vP(a,b)(f − h) ≥ n.
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Proposition 2.12. Let P(a,b) ∈ X3(Fq2) \ O and Q(A,B) a point of H lying over P(a,b). 
Consider the functions xa, f0 and T := u−A

A , which is a local parameter at Q(A,B). Then, 
the local power series expansions of xa and f0 at Q(A,B) with respect to T are

xa = 3T + 3T 2 + T 3,

f0 = 3T 2 + (α(P(a,b)) + 1)T 3 + O(T q),
(2.13)

where α(P(a,b)) is as defined in equation (2.10).

Proof. For convenience, we will simply write α instead of α(P(a,b)) in this proof. We 
start by computing the local power series expansions of the functions x − a and y − b

with respect to the local parameter T := (u −A)/A at Q(A,B). We have:

xa = x− a

a
= x−A3

A3 = u3 −A3

A3 = (u−A)3 + 3A(u−A)2 + 3A2(u−A)
A3

= 3T + 3T 2 + T 3

and

y − b = uv −AB = (u−A)(v −B) + B(u−A) + A(v −B) −AB + AB

= A(v −B)(T + 1) + ABT.
(2.14)

Moreover, from vq+1 + uq+1 + 1 = 0, we obtain

(u−A)q+1 −Aq+1 + Aqu + Auq + (v −B)q+1 −Bq+1 + Bqv + Bvq + 1 = 0

or equivalently

Aq+1T q+1 + (v −B)q+1 + Aq+1T q + B(v −B)q + Aq+1T + Bq(v −B) = 0

which gives v −B = −Aq+1

Bq T + O(T q). Combining this with equation (2.14), we obtain

y − b = A(v −B)(T + 1) + ABT = −A
Aq+1

Bq
T (T + 1) + ABT + O(T q)

= A

(
B − Aq+1

Bq

)
T − Aq+2

Bq
T 2 + O(T q).

We can now compute also the local power series expansion of the function f0 at Q(A,B)
with respect to the local parameter T . Using equation (2.11) and the previously computed 
expansions of xa and y − b, we find

f0 = (1 − α)(3
(
Aq+1 + 1

)
T 2 +

(
2Aq+1 + 1

)
T 3) + O(T q)

= 3T 2 + (α + 1)T 3 + O(T q),
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where in the final equality we used that α = Aq+1/(1 + Aq+1). �
In the following proposition, we compute the divisors of several functions that we will 

use later. We will use the divisor D∞ defined in equation (2.7).

Proposition 2.15. In the above notations, the principal divisors of the functions x, xa, y,
y − b and f0 in Fq2(X3) are:

(xa) =

⎧⎪⎪⎨
⎪⎪⎩

P(a,b) +
∑

ξq+1=1, ξ �=1 P(a,ξb) − 3D∞ if am �= −1,

(q + 1)P(a,0) − 3D∞ if am = −1,

(2.16)

and

(x) = 3
m∑
i=j

P j
0 − 3D∞,

(y) =
m∑
j=1

P j
0 +

∑
am+1=0

P(a,0) − 2D∞,

(y − b) = P(a,b) + Ẽb − 2D∞,

(2.17)

where Ẽb ∈ Div(X3) is an effective divisor of degree 2m − 1. Moreover, if P(a,b) ∈
X3(Fq2) \O and α(P(a,b)) �= −1, then P(a,b) /∈ supp(Ẽb). Further, for P(a,b) ∈ X3(Fq2) \O, 
let f0 be the function defined in equation (2.11). Then

(f0) = 2P(a,b) + E0 − 3D∞, (2.18)

where E0 ∈ Div(X3) is an effective divisor such that P(a,b) /∈ supp(E0).

Proof. To find the divisors of xa and x, observe that Fq2(X3)/Fq2(x) is a Kummer 
extension of degree q+1. Then, it is sufficient to note that the zeros of xm+1 are totally 
ramified in this extension, while, the zero and the pole of x have ramification index 3. No 
further ramification occurs as yq+1 = −xm(xm + 1). This equation also gives the divisor 
of y. It is not clear that the divisor of y−b is of the form as stated in the proposition, but it 
might happen that P(a,b) ∈ supp(Ẽb). In this case, the polynomial f(x) := x2m+xm+bq+1

would have a as a multiple root. Since 3f ′(x) = xm−1(2xm + 1) and P(a,b) /∈ O, this can 
only happen if 2am + 1 = 0. Using that α(P(a,b)) + 1 = (2am + 1)/(am + 1), the result 
on the divisor of y − b follows.

Finally, from equation (2.13), we know that vP(a,b)(f0) = 2 and, as f0 is a linear 
combination of xa and y− b, by the triangle inequality we also know that vP j

∞
(f0) = −3

and that f0 has no poles outside the P j
∞, 1 ≤ j ≤ m. Hence, equation (2.18) follows. �
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Corollary 2.19. Let O be the set defined in equation (2.5). Then |O| = q+ 1 and O is an 
orbit of the automorphism group G defined in Lemma 2.6, in its natural action on the 
points of X3.

Proof. We observe that the Galois group of the extension Fq2(X3)/Fq2(x), that is the 
cyclic group generated by (x, y) �−→ (x, δy), where δ is a primitive (q + 1)-th root of 
unity, fixes the set Om point-wise, while it acts transitively on the sets O0 and O∞. The 
group A as defined in Lemma 2.6, acts transitively on the set Om because it maps x to 
γx, where γm = 1. The automorphism θ2 maps x to 1/x and hence from equation (2.17)
merges the two orbits O0 and O∞ under the action of G. The automorphism θ3 instead 
acts as a cycle of order 3 on O0, O∞ and Om. This can be seen from equation (2.17) and 
the fact that θ3 maps x to y3/x2. As a result, all the three considered sets are merged 
into one orbit under the action of G. �
Remark 2.20. Let ā ∈ Fq2 be such that ām = −1. Then, the Fundamental Equation 
[15, Page xvii (ii)] ensures that, for any point P(a,b) ∈ X3(Fq2) \ X3(Fq2), there exists a 
function φP(a,b) ∈ Fq2(X3) such that

(φP(a,b)) = qP(a,b) + Φ(P(a,b)) − (q + 1)P(ā,0).

Hence, we can consider the following function in Fq2(X3), that will be useful later:

FP(a,b) := φP(a,b) · xā. (2.21)

By Proposition 2.15, the principal divisor of FP(a,b) is

(FP(a,b)) = qP(a,b) + Φ(P(a,b)) − 3
m∑
j=1

P j
∞.

2.2. Regular differentials and gaps

In this subsection, we recall a fundamental result relating regular differentials on a 
curve and the gaps at a point of the curve. More specifically, in Lemma 2.23 we compute 
a particular canonical divisor on X3 and, in Corollary 2.24, we show how to use this 
for determining gaps at certain points of the curve. In particular, Corollary 2.24 will be 
crucial for the results in Section 5.

Proposition 2.22. [27, Corollary 14.2.5] Let X be an algebraic curve of genus g(X ) defined 
over a field K. Let P be a point of X and w be a regular differential on X . Then vP (w) +1
is a gap at P .
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Lemma 2.23. The divisor (q − 2)D∞ is canonical. More precisely
(

ydx

x(xm + 1)

)
= (q − 2)D∞.

Proof. The result follows directly from the fact that Fq2(X3)/Fq2(x) is a Kummer ex-
tension of degree q + 1. Indeed, as observed in the proof of Proposition 2.15, we have 
that the zeros of xm +1 in Fq2(x) are totally ramified in the extension, the zeros and the 
poles of x have ramification exponent 3 and the points that are not zeros of xm(xm + 1)
split completely. Hence, we have

(dx) = 2
m∑
j=1

P j
0 + q

∑
am+1=0

P(a,0) − 4D∞

and the claim now follows from direct computation using Proposition 2.15. �
Corollary 2.24. Let P be a point of X3 not in O∞. Then for any h ∈ L((q − 2)D∞), the 
integer vP (h) + 1 is a gap of Weierstrass semigroup at P .

Proof. From Proposition 2.22 and Lemma 2.23 it is enough to consider the regular 
differential

w := hydx

x(xm + 1) .

Since vP (w) = vP (h), the corollary follows. �
3. Two families of functions in Fq2(X3)

The aim of this section is to prove Theorem 3.12 and Theorem 3.19, that introduce two 
families of functions in Fq2(X3) with prescribed vanishing orders in certain points of the 
curve. These functions will be crucial for the computation of the Weierstrass semigroups 
at the points of X3 \ O.

We start by giving the following definition, introducing some functions that will be 
practical to use in the proofs of Theorem 3.12 and Theorem 3.19.

Definition 3.1. Let i ∈ Z. Further, let F be a field of characteristic different from three 
and assume that it contains a primitive cube root of unity, which we will denote by ζ3. 
Then we define the following rational functions in F(s):

Pi(s) := (s + ζ3)3i − (s + ζ2
3 )3i

3(ζ3 − ζ2
3 )s(s− 1)

and
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Qi(s) :=

(
1−ζ3

3

)
(s + ζ3)3i−1 +

(
1−ζ2

3
3

)
(s + ζ2

3 )3i−1

s− 1 .

Note that it strictly speaking is not necessary to assume that the field F contains a 
primitive cube root of unity. If it does not, the above definition makes sense over the 
larger field F(ζ3), but actually elementary Galois theory can be used to show Pi(s) and 
Qi(s) are in F(s).

Example 3.2. Assume F = Q. Then P0(s) = 0, P1(s) = 1, P2(s) = 2s3−3s2−3s +2 and 
P3(s) = 3s6−9s5−9s4 +33s3−9s2−9s +3. Moreover, Q1(s) = s +1, Q2(s) = s4 +s3−
9s2+s +1, Q3(s) = s7+s6−27s5+29s4+29s3−27s2+s +1, and Q0(s) = (s2−s +1)−1.

In fact, as illustrated in this example, for positive values of i the rational functions 
Pi(s) and Qj(s) are polynomials in s. We investigate this further in the following lemma.

Lemma 3.3. Let i ∈ Z>0. Then Pi(s) is a nonzero polynomial of degree at most 3i − 3, 
while Qi(s) is a nonzero polynomial of degree 3i − 2.

Proof. It is easy to see that for any i ∈ Z>0, the polynomial P̃i(s) := (s +ζ3)3i−(s +ζ2
3 )3i

has at most degree 3i − 1. It is not the zero polynomial, since if s is substituted by −ζ3, 
one obtains

P̃i(−ζ3) = 03i − (−ζ3 + ζ2
3 )3i = −(−1 + ζ3)3i, (3.4)

which is not zero, as ζ3 �= 1. Here we used that the field F does not have characteristic 
three. It is easy to see that P̃i(0) = 0, while

P̃i(1) = (1 + ζ3)3i − (1 + ζ2
3 )3i = (−ζ2

3 )3i − (−ζ3)3i = (−1)i − (−1)i = 0.

We may conclude that Pi(s) is a polynomial of degree at most 3i − 3. Similarly, the 

polynomial Q̃i(s) := 1−ζ3
3 (s + ζ3)3i−1 + 1−ζ2

3
3 (s + ζ2

3 )3i−1 is a polynomial of degree 3i − 1
having 1 as a root. Hence Qi(s) is a polynomial of degree 3i − 2. �

It is not hard to see that the coefficient of s3i−3 of the polynomial Pi(s) equals 
3i(ζ3 − ζ2

3 ). Hence if the characteristic of the field F , which already is assumed to be 
distinct from three, is zero or does not divide i, then the degree of Pi(s) is exactly 3i −3. 
Since we will work over the finite field Fq2 , where q ≡ 2 (mod 3), it may well happen 
that degPi(s) < 3i − 3.

The following lemma gives a relation between the rational functions just introduced 
that will come in handy later.

Lemma 3.5. Let i, j, 
 ∈ Z. Then

Pi(s)P�+j(s) − Pj(s)P�+i(s) = (s2 − s + 1)3jPi−j(s)P�(s) (3.6)
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and

Pi(s)Q�+j(s) − Pj(s)Q�+i(s) = (s2 − s + 1)3jPi−j(s)Q�(s). (3.7)

Proof. For convenience, we will simply write Pi and Qj instead of Pi(s) and Qi(s) in 
this proof. We prove the second identity only, since the first identity can be proven 
in a very similar way with simpler looking intermediate expressions. First of all, using 
Definition 3.1 and writing S1 = s + ζ3, S2 = s + ζ2

3 , one obtains by direct computation

3(ζ3 − ζ2
3 )s(s− 1)2PiQ�+j =

1 − ζ3
3 S3i+3j+3�−1

1 + 1 − ζ2
3

3 S3i
1 S3j+3�−1

2 − 1 − ζ3
3 S3i

2 S3j+3�−1
1 − 1 − ζ2

3
3 S3i+3j+3�−1

2

and

3(ζ3 − ζ2
3 )s(s− 1)2PjQ�+i =

1 − ζ3
3 S3i+3j+3�−1

1 + 1 − ζ2
3

3 S3j
1 S3i+3�−1

2 − 1 − ζ3
3 S3j

2 S3i+3�−1
1 − 1 − ζ2

3
3 S3i+3j+3�−1

2 .

Hence

3(ζ3 − ζ2
3 )s(s− 1)2(PiQ�+j − PjQ�+i) =

(S1S2)3j
(

1 − ζ3
3 (S3�+3i−3j−1

1 − S3i−3j
2 S3�−1

1 ) + 1 − ζ2
3

3 (S3i−3j
1 S3�−1

2 − S3�+3i−3j−1
2 )

)

= (S1S2)3j(S3(i−j)
1 − S

3(i−j)
2 )

(
1 − ζ3

3 S3�−1
1 + 1 − ζ2

3
3 S3�−1

2

)

= 3(ζ3 − ζ2
3 )s(s− 1)2(s2 − s + 1)3jPi−jQ�.

For the last equality, note that S1S2 = s2 − s + 1. �
Remark 3.8. For any i ∈ Z>0, the polynomials Pi(s) and Qi(s) have no common roots. 
Indeed, this is clear for i = 1, since P1(s) = 1. If i ≥ 2, Lemma 3.5 applied with 
 = 0
and j = i − 1, implies that Pi(s)Qi−1(s) − Pi−1(s)Qi(s) = (s2 − s + 1)3i−4. Here we 
used that Q0(s) = (s2 − s + 1)−1. Hence the only possible common roots of Pi(s) and 
Qi(s) could be −ζ3 or −ζ2

3 , the roots of s2 − s + 1. However, equation (3.4) implies that 
Pi(−ζ3) �= 0 and similarly one sees that Pi(−ζ2

3 ) �= 0.

Remark 3.9. Let F = Fq2 be the algebraic closure of Fq2 . Then for any α ∈ F \
{0, 1, −ζ3, −ζ2

3}, there exists i > 0 such that Pi+1(α) = 0. Indeed, for such α one has 
Pi+1(α) = 0 if and only if ((α + ζ3)/(α + ζ2

3 ))3i+3 = 1. Since any nonzero element of F
has a finite multiplicative order, the existence of i follows. Moreover, since P1(s) = 1, 
we see that i > 0.
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This remark motivates the following definition:

Definition 3.10. Let α ∈ Fq2 \ {0, 1, −ζ3, −ζ2
3}. Then we define the P-order of α as the 

smallest positive integer i such that Pi+1(α) = 0.

Later we will apply the notion of a P-order in case α = α(P(a,b)). The following lemma 
is a first source of information in this setting.

Lemma 3.11. Let i be a positive integer. The number of P(a,b) ∈ X3(Fq2) \ O such that 
α(P(a,b)) has P-order i is equal to (q + 1)2ϕ(i + 1) if gcd(i + 1, p) = 1 and 0 otherwise. 
Here ϕ(·) denotes Euler’s totient function. Moreover, P(a,b) ∈ X3(Fq2) \O is Fq2-rational 
if and only if α(P(a,b))2 −α(P(a,b)) +1 = 0 or its P-order i satisfies that i +1 divides m.

Proof. If α := α(P(a,b)) has P-order i for some positive integer i, then α /∈
{0, 1, −ζ3, −ζ2

3} and P(a,b) /∈ O. As observed in Remark 3.9, we have Pi+1(α) = 0 if 
and only if ((α + ζ3)/(α + ζ2

3 ))3i+3 = 1. If the characteristic p divides i + 1, we see that 
((α+ ζ3)/(α+ ζ2

3 ))3(i+1)/p = 1, implying that Pj(α) = 0 for some j strictly smaller than 
i + 1. By definition of P-order, this is impossible. If gcd(p, i + 1) = 1, the α that have 
P-order i are precisely those satisfying that ((α+ ζ3)/(α+ ζ2

3 ))3 is a primitive (i + 1)-th 
root of unity. Hence there are 3ϕ(i + 1) many α with P-order i. Since α = am/(1 + am)
and α /∈ {0, 1}, for each such α, there are m distinct possibilities for a. Since P(a,b) /∈ O, 
for each such a, there are q + 1 distinct possibilities for b. This proves the first part of 
the lemma.

Now suppose that P(a,b) ∈ X3(Fq2) \O is Fq2-rational and α2−α+1 �= 0. First of all, we 
claim that in this case α ∈ Fq. Indeed, since a, b ∈ Fq2 , we obtain that a3m = aq+1 ∈ Fq

and a2m+am = −bq+1 ∈ Fq. But then am = (a3m+a2m+am)/(a2m+am+1) ∈ Fq. Here 
we used that a2m + am + 1 �= 0, which follows from the assumption that α2 −α+ 1 �= 0. 
Now am ∈ Fq, implies α = am/(1 + am) ∈ Fq. In particular αq = α. This implies that

(
α + ζ3
α + ζ2

3

)q

= αq + ζq3
αq + ζ2q

3
= α + ζ2

3
α + ζ3

,

which is exactly the inverse of α+ζ3
α+ζ2

3
. Hence 

(
α+ζ3
α+ζ2

3

)3m
=

(
α+ζ3
α+ζ2

3

)q+1
= 1. This shows 

that i + 1 divides m.
Conversely, if α2 − α + 1 = 0, then P(a,b) ∈ X3(Fq2) \ O satisfies a2m + am + 1 = 0, 

which in turn implies bq+1 = 1. Hence a, b ∈ Fq2 . If α2 − α + 1 �= 0 and i + 1 divides 

m, then 3(i + 1) divides q + 1 and 
(

α+ζ3
α+ζ2

3

)3(i+1)
= 1. Hence 

(
α+ζ3
α+ζ2

3

)q+1
= 1, which after 

clearing denominators amounts to the equation (α + ζ3)q+1 − (α + ζ2
3 )q+1 = 0. This is 

a polynomial in α of degree q and we have already seen that this equation is satisfied 
for all α ∈ Fq. We may conclude that α ∈ Fq. But then am ∈ Fq, which implies that 
bq+1 = −a2m−am ∈ Fq. We conclude that also in this case P(a,b) is an Fq2-rational point 
of X3. �
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Next, we use the polynomials Pj(s) and Qj(s) to investigate the existence of functions 
that will be useful later when determining gaps at points P(a,b) ∈ X3(Fq2) \ O.

Theorem 3.12. Let P(a,b) ∈ X3(Fq2) \ O and suppose that α(P(a,b))2 − α(P(a,b)) + 1 �= 0. 
Further, let i be the P-order of α(P(a,b)). If i ≤ m − 2, then there exists a function 
fi ∈ L((3i +3)D∞) such that vP(a,b)(fi) = 3i +3. Moreover, for each j ∈ Z with 0 ≤ j ≤
min{i − 1, m − 2}, there exists a function fj ∈ L((3j + 3)D∞) with vP(a,b)(fj) = 3j + 2.

Proof. Throughout the proof we simplify the notation by writing α instead of α(P(a,b)). 
In a similar vein, we will write Pj and Qj , rather than Pj(α) and Qj(α).

Let Q(A,B) be a point of H lying over P(a,b) and let T := u−A
A , which is a local 

parameter at Q(A,B). For each j such that 0 ≤ j ≤ i, we claim that there exists a 
function fj ∈ L((3j + 3)D∞) such that the local power series expansion of fj at Q(A,B)
with respect to the local parameter T is

fj = 3Pj+1T
3j+2 + Qj+1T

3j+3 + O(T q). (3.13)

Note that by definition of the P-order, this will imply that

fi = Qi+1T
3i+3 + O(T q). (3.14)

This is sufficient to prove the theorem since, as observed in Remark 2.4, vQ(A,B)(fj) =
vP(a,b)(fj) and 3j + 3 < q for all j under consideration.

First of all, note that, for j = 0, we can take f0 to be exactly the function defined in 
equation (2.11) and whose local power series expansion with respect to T was computed 
in equation (2.13). To show the result for j = 1, we define

f1 := −9x2
a + 27f0 − 3(α− 5)xaf0 + (α2 − α− 5)f2

0 .

Elementary calculations show that the local power series expansion of f1 at Q(A,B) with 
respect to T is precisely

f1 = 3P2T
5 + Q2T

6 + O(T q).

For j = 2, we define

f2 := (α + 1)−3 (−27P2f1 + 3P2
2f

2
0xa − 3P2(α4 + α3 − 4α2 − 4α + 3)f3

0
)

+ (7α2 − 16α + 7)f1f0.

A somewhat lengthy, but elementary, calculation shows that the local power series ex-
pansion of f2 equals

f2 = 3P3T
8 + Q3T

9 + O(T q).
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For 3 ≤ j ≤ i, we assume now that fj−1 and fj−2 have the form claimed in equation 
(3.13) and we construct inductively the remaining functions fj in the following way, 
defining:

fj := −Pjfj−2f1 − P2Pj−1fj−1f0

(α2 − α + 1)2Pj−2
.

The idea of choosing the functions fj−2f1 and fj−1f0 is that the vanishing order at 
Q(A,B) is 3j + 1 for both. Hence, a suitable linear combination of them will vanish with 
order at least 3j + 2. Moreover, as fj−2f1 and fj−1f0 lie in L((3j + 3)D∞), a linear 
combination of them does as well. Therefore, we only need to show that

Pjfj−2f1 − P2Pj−1fj−1f0 = −(α2 − α + 1)2Pj−2
(
3Pj+1T

3j+2 + Qj+1T
3j+3 + O(T q)

)
.

The local power series expansion of Pjfj−2f1 − P2Pj−1fj−1f0 with respect to T can 
be obtained from the expansions of the functions fj−2f1 and fj−1f0, which are:

fj−2f1 =
(
3Pj−1T

3j−4 + Qj−1T
3j−3 + O(T q)

) (
3P2T

5 + Q2T
6 + O(T q)

)
= 9P2Pj−1T

3j+1 + (3Pj−1Q2 + 3P2Qj−1)T 3j+2 + Q2Qj−1T
3j+3 + O(T q),

fj−1f0 =
(
3PjT

3j−1 + QjT
3j + O(T q)

) (
3T 2 + Q1T

3 + O(T q)
)

= 9PjT
3j+1 + (3PjQ1 + 3Qj)T 3j+2 + Q1QjT

3j+3 + O(T q).

Hence, we have

Pjfj−2f1−P2Pj−1fj−1f0 = 3(Pj−1PjQ2+P2PjQj−1−P2Pj−1PjQ1−P2Pj−1Qj)T 3j+2

+ (PjQj−1Q2 − Pj−1P2QjQ1)T 3j+3 + O(T q).

We are therefore left to prove the two following identities:

3 (Pj−1PjQ2 + P2PjQj−1 − P2Pj−1PjQ1 − P2Pj−1Qj) = −3(α2 − α + 1)2Pj−2Pj+1

(3.15)
and

PjQj−1Q2 − Pj−1P2QjQ1 = −(α2 − α + 1)2Pj−2Qj+1. (3.16)

This can be conveniently done by using Lemma 3.5. Indeed, consider first equation (3.15)
and use identity (3.7) as

PjQ2 − P2Qj = Pj−2Q0 · (s2 − s + 1)6,

i.e., with indices (j, 2, 0) (listed in order as in the statement of Lemma 3.5). Then, we 
obtain
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Pj−1PjQ2 − P2Pj−1Qj = Pj−1(PjQ2 − P2Qj)

= Pj−1 · (α2 − α + 1)5Pj−2.
(3.17)

By using again equation (3.7), this time with indices (j − 1, 1, 0), we can also rewrite

P2PjQj−1 − P2Pj−1PjQ1 = P2PjQj−1P1 − P2Pj−1PjQ1

= −P2Pj(Pj−1Q1 − P1Qj−1)

= −P2Pj · (α2 − α + 1)2Pj−2.

(3.18)

Then, by equations (3.17) and (3.18), we have that equation (3.15) is equivalent to

Pj−1 · (α2 − α + 1)5Pj−2 − P2Pj · (α2 − α + 1)2Pj−2 = −(α2 − α + 1)2Pj−2Pj+1.

Dividing out the factor (α2 − α+ 1)2Pj−2 both in the right hand side and the left hand 
side of this equality and rearranging the terms, we obtain

Pj−1 · (α2 − α + 1)3 = P2Pj − Pj+1,

which holds by Lemma 3.5, as it is precisely identity (3.6) with indices (j, 1, 1).
In order to prove equation (3.16), we can argue in a similar way. Indeed, we have:

PjQj−1Q2 − Pj−1P2QjQ1 = (PjQ2 − P2Qj + P2Qj)Qj−1 − Pj−1P2QjQ1

=
(
Pj−2 · (α2 − α + 1)5 + P2Qj

)
Qj−1 − Pj−1P2QjQ1,

where the last equality follows from equation (3.7) with indices (j, 2, 0). Moreover,

(
Pj−2 · (α2 − α + 1)5 + P2Qj

)
Qj−1 − Pj−1P2QjQ1 =

Pj−2 · (α2 − α + 1)5Qj−1 − P2Qj (Pj−1Q1 − P1Qj−1) =

Pj−2 · (α2 − α + 1)5Qj−1 − P2QjPj−2 · (α2 − α + 1)2,

where the last equality follows from equation (3.7) with indices (j−1, 1, 0). Finally, using 
again equation (3.7) with indices (2, 1, j − 1), we have

Pj−2 · (α2 − α + 1)5Qj−1 − P2QjPj−2 · (α2 − α + 1)2 =

− Pj−2 · (α2 − α + 1)2
(
P2Qj −Qj−1 · (α2 − α + 1)3P1

)
= −Pj−2 · (α2 − α + 1)2Qj+1,

which proves equation (3.16).
From this, equation (3.13) follows directly, while equation (3.14) follows observing 

that Pi+1 = 0 by hypothesis and Qi+1 �= 0 by Remark 3.8. As we have already observed 
that, by construction, fj ∈ L((3j+3)D∞) for all j in 0 ≤ j ≤ i, the proof of the theorem 
is then completed. �
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The proof of the theorem does not work if α2−α+1 = 0, but a very similar approach 
works as will become clear in the proof of the following result. Recall that, if α2−α+1 = 0, 
then α is not a root of any Pi, for all i ∈ Z>0.

Theorem 3.19. Suppose that P(a,b) is a point on X3 such that α(P(a,b))2−α(P(a,b)) +1 = 0. 
Then, for every positive integer i such that i ≤ m − 2, there exists a function gi ∈
L((3i + 3)D∞) with vP(a,b)(gi) = 3i + 2.

Proof. As before, in this proof we write α instead of α(P(a,b)) and Pj , Qj instead of 
Pj(α), Qj(α). For each i ∈ Z≥0, we claim that there exists a function gi ∈ L((3i +3)D∞)
such that the local power series expansion of gi at Q(A,B) with respect to the local 
parameter T is:

gi = 3T 3i+2 + (α + 1)T 3i+3 + O(T q) (3.20)

Denoting by f0 and f1, the functions constructed in the previous theorem, we see that 
g0 = f0, while g1 = (2α− 1)f1/9, since

(2α− 1)3P2 ≡ 27 (mod α2 − α + 1)

and

(2α− 1)Q2 ≡ 9α + 9 (mod α2 − α + 1).

For i ≥ 2, we assume now that gi−1 and gi−2 have the form claimed in equation 
(3.20) and we construct inductively the remaining functions gi by taking a suitable 
linear combination of

gi−1, gi−2 · g0 · xa, gi−2 · g2
0 and gi−1 · g0.

The point of choosing these four functions, is that their vanishing orders at Q(A,B) are 
3i − 1, 3i − 1, 3i and 3i + 1 respectively. Therefore a suitable linear combination of 
them will vanish with order at least 3i + 2. Moreover, since the four function all lie in 
L((3i + 3)D∞), any linear combination of them does as well.

More in detail, if we set

gi := (6α− 3)gi−1 −
2α− 1

3 gi−2g0xa + 3α− 2
3 gi−2g

2
0 − (α− 2)gi−1g0,

then a direct computation shows that equation (3.20) is satisfied. �
4. Weierstrass semigroups at the Fq2-rational points of X3

In this section, we compute the Weierstrass semigroups at all the Fq2-rational points 
of X3. We start with the determination of the semigroup at the points of the set O and 
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then continue to all other Fq2-rational points of X3. We will assume that q is at least five, 
so that m ≥ 2. If q = 2, the curve X3 is an elliptic curve, so all Weierstrass semigroups 
are just {0} ∪Z≥2 in that case.

Remark 4.1. By the Fundamental Equation ([15, Page xvii (ii)]) and by [15, Proposition 
10.9], it is well known that both q and q + 1 are non-gaps at every Fq2-rational point of 
an Fq2-maximal curve. However, in Theorem 4.2 and in Lemma 4.3, we prove this fact 
again in the particular case of X3, as we show this with some easy explicit computations.

4.1. The Weierstrass semigroup at P ∈ O

Theorem 4.2. Let P ∈ O. Then H(P ) = 〈q − 2, q, q + 1〉.

Proof. We will prove that

H(P(a,0)) = 〈q − 2, q, q + 1〉

for P(a,0) ∈ O a point such that am + 1 = 0, and hence the result will follow as, by 
Corollary 2.19, O is contained in an orbit of Aut(X3) and all the points in the same orbit 
have the same Weierstrass semigroup.

We start by showing that the semigroup H := 〈q − 2, q, q + 1〉, that is to say, the 
semigroup generated by q − 2, q and q + 1, is contained in H(P(a,0)). Proposition 2.15
implies that the functions

1
x− a

,
y

x− a
, and y3

x(x− a)

in Fq2(X3) only have a pole at P(a,0) and of order q + 1, q, and q − 2 respectively. This 
shows that q − 2, q, q + 1 ∈ H(P(a,0)), proving that H ⊆ H(P(a,0)).

Hence to conclude the proof of the theorem it is sufficient to show that the number of 
gaps of semigroup H, also known as the genus of H, is equal to g(X3). To do so, note that 
semigroup H is telescopic, since the sequence (a1, a2, a3) := (q−2, q+1, q) is a telescopic 
sequence. See for example [16, Section 5.4] for a short discussion on telescopic semigroups. 
Defining d0 = 0, d1 = q− 2, d2 = gcd(q− 2, q + 1) = 3, and d3 = gcd(q− 2, q, q + 1) = 1, 
the genus of H is according to [16, Proposition 5.35] given by

g(H) = 1
2

(
1 +

3∑
i=1

(
di−1

di
− 1

)
ai

)
= g(X3). �

4.2. The Weierstrass semigroups at the points in X3(Fq2) \ O

Lemma 4.3. Let P(a,b) ∈ X3(Fq2) \ O. Then q + 1 and q are contained in H(P(a,b)).



P. Beelen et al. / Finite Fields and Their Applications 92 (2023) 102300 19
Proof. The fact that q + 1 ∈ H(P(a,b)) is simply a consequence of equation (2.8). To 
prove that q ∈ H(P(a,b)), let P(ā,0) ∈ X3(Fq2) such that ām + 1 = 0 and consider the 
function

hq :=
(x− a)fP(ā,0),1

fP(a,b),1(x− ā) ,

where the functions fP(a,b),1 and fP(ā,0),1 are defined as in equation (2.8). Then, from 
equations (2.8), (2.16), (2.17), one has

(hq) = −qP(a,b) +
∑

ξq+1=1, ξ �=1

P(a,ξb),

implying that q ∈ H(P(a,b)). �
Theorem 4.4. Let P(a,b) ∈ X3(Fq2) \O be a point such that α(P(a,b))2 −α(P(a,b)) +1 = 0. 
Then

H(P(a,b)) = 〈q, q + 1, (q − 1) + i(q − 2) | i = 0, . . . ,m− 2〉.

Proof. We start by showing that the semigroup H := 〈q, q + 1, (q − 1) + i(q − 2) | i =
0, . . . , m −2〉 is contained in H(P(a,b)). To this aim, we show that q, q+1, (q−1) +i(q−2), 
for all i = 0, . . . , m − 2, are pole numbers of P . By Lemma 4.3, we already know that 
q, q + 1 ∈ H(P(a,b)), so we are left to show that (q − 1) + i(q − 2) is a pole number for 
every i = 0, . . . , m − 2. We prove this considering the following family of functions. For 
all i such that 0 ≤ i ≤ m − 2, let P(ā,0) be a point such that ām + 1 = 0 and define the 
function

Gi :=
gi · f i+1

P(ā,0),1

f i+1
P(a,b),1 · (x− ā)i+1

,

where the functions gi are those built in Theorem 3.19. Then using equations (2.8), 
(2.16), (2.17) and Theorem 3.19, the divisor of the function Gi is seen to be

(Gi) = Ei − ((q − 1) + i(q − 2))P(a,b),

where Ei ∈ Div(X3) is an effective divisor such that P(a,b) /∈ supp(Ei). Therefore, (q −
1) + i(q − 2) ∈ H(P(a,b)) for all i = 1, . . . , m − 2.

To complete the proof, we need to show that the genus of the semigroup H is less 
than or equal to g(X3). Indeed the inequality g(H) ≥ g(X3) is already clear, since we 
just showed that H ⊆ H(P(a,b)). Of course we know 0 ∈ H, but we claim that for 
j = 1, . . . , m − 1, all integers in {j(q− 2) +1, . . . , j(q+1)} are in H as well. This is clear 
for j = 1, since q−1, q, q+1 ∈ H. If this is true for some j < m −1, then adding q−1 and 
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q+1 to all integers in {j(q− 2) +1, . . . , j(q+1)}, shows that the consecutive integers in 
{(j+1)(q−2) +2, . . . , (j+1)(q+1)} are all in H. Since (j+1)(q−2) +1 = (q−1) +j(q−2) ∈
H, we conclude that all integers in {(j + 1)(q− 2) + 1, . . . , (j + 1)(q + 1)} are in H. This 
shows the claim. Now note that {(m − 1)(q− 2) +1, . . . , (m − 1)(q+1)} consists of q− 2
consecutive integers, all in H. Adding integral multiples of q − 1 and q to this set, we 
obtain that all integers greater than or equal to (m −1)(q−2) +1 +q−1 = (m −1)(q+1) +2
are in H. This means that the number of gaps in H is at most

g(H) ≤ (q − 2) + (q − 5) + · · · + 3 + 1.

The final +1 counts the potential gap (m − 1)(q + 1) + 1. Hence

g(H) ≤ 1 + 3
m−1∑
k=1

k = 1 + 3m(m− 1)/2 = g(X3),

which is what we needed to show. �
Theorem 4.5. Let P(a,b) ∈ X3(Fq2) \O be a point such that α(P(a,b))2 −α(P(a,b)) +1 �= 0. 
Further, let i be the P-order of α(P(a,b)). If i ≤ m − 2, then

H(P(a,b)) = 〈q, q + 1, (q − 1) + j(q − 2), (q − 1) + i(q − 2) − 1 | j = 0, . . . , i− 1〉.

If i = m − 1, then

H(P(a,b)) = 〈q, q + 1, (q − 1) + j(q − 2) | j = 0, . . . ,m− 2〉.

Proof. We first assume that i ≤ m − 2. We proceed similarly as in the proof of Theo-
rem 4.4, showing that the semigroup H := 〈q−1, q, q+1, (q−1) + j(q−2), (q−1) + i(q−
2) − 1 | j = 1, . . . , i − 1〉 is contained in H(P(a,b)) and has at most g(X3) gaps. For all j
such that j = 1, . . . , i − 1, let P(ā,0) be a point with ām + 1 = 0 and define the function

Fj :=
fj · f j+1

P(ā,0),1

f j+1
P(a,b),1 · (x− ā)j+1

,

where the fj are the functions built in Theorem 3.12. Using equations (2.8), (2.16), (2.17)
and Theorem 3.19, the divisor of the function Fj can be seen to be

(Fj) = Ej − ((q − 1) + j(q − 2))P(a,b)

where Ej ∈ Div(X3) is an effective divisor such that P(a,b) /∈ supp(Ej). Therefore, 
(q − 1) + j(q − 2) ∈ H(P ) for all j = 1, . . . , i − 1. Similarly

(Fi) = Ei − ((q − 1) + i(q − 2) − 1)P(a,b),
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where Ei ∈ Div(X3) is an effective divisor such that P(a,b) /∈ supp(Ei). Hence, we now 
have shown that H ⊆ H(P(a,b)).

What remains to be shown is that the genus of the semigroup H does not exceed 
g(X3). We know 0 ∈ H and just as in the proof of Theorem 4.4 we conclude that all 
integers in the set {j(q − 2) + 1, . . . , j(q + 1)} are in H for any j = 1, . . . , i. Further, we 
have already shown that (i +1)(q− 2) ∈ H and adding q− 1, q, and q+1 to the integers 
in {i(q − 2) + 1, . . . , i(q + 1)} yields that {(i + 1)(q − 2) + 2, . . . , (i + 1)(q + 1)} ⊆ H.

Since P(a,b) ∈ X3(Fq2), Lemma 3.11 implies that i + 1 divides m. We claim that for 
k = 0, . . . , m/(i + 1) − 1 and all j = 1, . . . , i the sets {(k(i + 1) + j)(q− 2) + 1, . . . , (k(i +
1) + j)(q + 1)} are contained in H as well as the integer ((k + 1)(i + 1))(q − 2) and 
the set {(k + 1)(i + 1)(q − 2) + 2, . . . , (k + 1)(i + 1)(q + 1)}. We have so far shown this 
for k = 0. If the claim is true for some k − 1 < m/(i + 1) − 1, adding (i + 1)(q − 2)
and the integers in {(i + 1)(q − 2) + 2, . . . , (i + 1)(q + 1)}, immediately shows that the 
claim is true for k as well. This proves the claim. For k = m/(i + 1) − 1, we obtain that 
{m(q−2) +2, . . . , m(q+1)}, which contains q consecutive integers, is a subset of H. This 
shows that all integers greater than or equal to m(q−2) +2 = (m −1)(q+1) +2 are in H. 
Estimating the number of gaps is now done very similarly as in the proof of Theorem 4.4. 
The number of gaps of the semigroup there is in fact exactly the same as those of the 
semigroup H constructed here: in the proof of Theorem for all k = 1, . . . , m/(i + 1) − 1, 
the integer k(i + 1)(q − 2) was a gap, while k(i + 1)(q − 2) + 1 was not, while now 
k(i + 1)(q − 2) is in H and k(i + 1)(q − 2) + 1 is not. Hence g(H) ≤ g(X3) again holds.

We are left to prove the theorem if i = m − 1. Using exactly the same approach as 
above, we can show that H := 〈q − 1, q, q + 1, (q − 1) + j(q − 2) | j = 1, . . . , m − 2〉
is contained in H(P(a,b)). Now note that H is exactly the same semigroup as the one 
occurring in Theorem 4.4. Hence g(H) ≤ g(X3) holds in this case as well. �

4.3. Some remarks on rational Weierstrass points

From the previous two subsections, we have a complete determination of all types 
of Weierstrass semigroups that occur among them and how many points attain a given 
type. To avoid trivial cases, we assume q ≥ 5.

Theorem 4.6. The number of distinct Weierstrass semigroups H(P ) among P ∈ X3(Fq2)
is exactly the same as the number of divisors of m. The semigroups that occur and the 
P ∈ X3(Fq2) for which they occur are:

• H(P ) = 〈q − 2, q, q + 1〉 for q + 1 many P ∈ O.
• H(P ) = 〈q, q + 1, (q − 1) + j(q − 2), (q − 1) + i(q − 2) − 1 | j = 0, . . . , i − 1〉, where 

1 ≤ i ≤ m − 2 and i + 1 divides m, for the (q + 1)2ϕ(i + 1) many P ∈ X3(Fq2) for 
which α(P ) has P-order i.
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• H(P ) = 〈q, q + 1, (q − 1) + j(q − 2) | j = 0, . . . , m − 2〉 for the (q + 1)2ϕ(m) many 
P ∈ X3(Fq2) for which α(P ) has P-order m − 1 as well as for the 2m(q + 1) many 
P ∈ X3(Fq2) for which α(P )2 − α(P ) + 1 = 0.

Proof. First of all, Theorems 4.2, 4.4 and 4.5 combined describe all possible Weierstrass 
semigroups that occur among P ∈ X3(Fq2). Lemma 3.11 implies that the only possible 
P-orders i for P ∈ X3(Fq2) correspond to divisors i + 1 ≥ 2 of m. Therefore the total 
number of possible Weierstrass semigroups is exactly the number of divisors of m, where 
the divisor 1 counts the semigroup 〈q − 2, q, q + 1〉.

As for the number of P ∈ X3(Fq2) attaining one particular type: we know that |O| =
q + 1, while Lemma 3.11 implies how many P have P-order equal to a given i. The 
only number of points left to determine is those P(a,b) ∈ X3(Fq2) such that α(P(a,b))2 −
α(P(a,b)) +1 = 0. Using that α(P(a,b)) = am/(1 +am), we see that α(P(a,b))2−α(P(a,b)) +
1 = 0 if and only if a2m +am +1 = 0 and bq+1 = −1. Hence, for exactly 2m(q+1) many 
P(a,b) ∈ X3(Fq2) one has α(P(a,b))2 − α(P(a,b)) + 1 = 0. �
Remark 4.7. It is not hard to see that the indicated generators in Theorem 4.6 are in all 
cases a minimal set of generators. Since X3 is a maximal curve over Fq2 , its number of 
Fq2-rational points is equal to q2 + 1 + 2qg(X3) = (q+1)(q2+q+3)

3 . Note as a sanity check 
that indeed,

q + 1 +
m−1∑

i=1;i+1|m
(q + 1)2ϕ(i + 1) + 2m(q + 1) = q2 + 1 + 2qg(X3),

using the equation 
∑

d|m ϕ(d) = m where the sum is over all divisors of m.
Also the multiplicity (i.e., the smallest positive element) of the semigroups is easy 

to determine using Theorem 4.6: it is q − 1, unless P ∈ O in which case it is q − 2. 
Another parameter of a numerical semigroup is its conductor c. This is the smallest 
nonnegative integer c such that Z≥c is contained in the semigroup. Since (q− 2)D∞ is a 
canonical divisor by Lemma 2.23, 3D∞ ∼ (q + 1)P(a,0) by equation (2.16), and for any 
P ∈ X3(Fq2) by the Fundamental Equation (q+1)P ∼ (q+1)P(a,0), we see that (q−2)mP

is a canonical divisor for all P ∈ X3(Fq2). This implies that H(P ) is symmetric for all 
P ∈ X3(Fq2). In particular the largest gap in H(P ) is 2g(X3) − 1 for all P ∈ X3(Fq2), 
implying that the conductor of H(P ) is 2g(X3).

5. Weierstrass semigroups at the non-Fq2-rational points of X3

In this section, we compute the Weierstrass semigroups at all the remaining points 
of X3, namely at all the non-Fq2-rational points. We start by computing the semigroup 
for the generic case, i.e., for the non-Weierstrass points of the curve and, finally, we 
determine the semigroups for the non-Fq2-rational Weierstrass points.
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5.1. The generic case

Theorem 5.1. Let P(a,b) ∈ X3(Fq2) \X3(Fq2) such that Pj(α) �= 0 for all j = 2, . . . , m −1. 
Then

G(P(a,b)) = {jq + k | j = 0, . . . ,m− 2, k = 1, . . . , q − 3j − 2} ∪ {(m− 1)q + 1},

that is

H(P(a,b)) = {0, (j+1)(q−3)+2+k, (m−1)q+2, . . . | j = 0, . . . ,m−2, k = 0, . . . , 3j+1}.

Proof. Let Γ := {jq+k | j = 0, . . . , m −2, k = 1, . . . , q−3j−2} ∪{(m −1)q+1} be the 
putative set of gaps. Direct computations show that |Γ| = 1 +

∑m−2
j=0 (q−(3j+2)) = g(X3).

We need to prove that, for every g ∈ Γ, there exists a function hg ∈ L((q − 2)D∞)
such that vP (hg) = g − 1.

Let g = jq + k ∈ Γ. We distinguish the following cases.

(1) If 
⌊
k
3
⌋
�= 0, then we define:

hg :=

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

F j
P(a,b)

· f⌊ k
3
⌋
−1 if k ≡ 0 (mod 3),

F j
P(a,b)

· (y − b) · f⌊ k
3
⌋
−1 if k ≡ 1 (mod 3),

F j
P(a,b)

· tP(a,b) · f⌊ k
3
⌋
−1 if k ≡ 2 (mod 3).

(2) If 
⌊
k
3
⌋

= 0, we define instead:

hg :=

⎧⎪⎪⎨
⎪⎪⎩
F j
P(a,b)

if k = 1,

F j
P(a,b)

· (y − b) if k = 2.

Here, the function f⌊ k
3
⌋
−1 is one of the functions fi constructed in Theorem 3.12 and the 

function FP(a,b) is as defined in equation (2.21).
Note that, as j = 0, . . . , m − 2, for k = 3, . . . , q − 3j − 2 it holds that

0 ≤
⌊
k

3

⌋
− 1 ≤

⌊
q − 3j − 2

3

⌋
− 1 = q − 2

3 − j − 1 = m− 2 − j ≤ m− 2,

hence the function hg is well-defined, for any i = 0, . . . , m − 2 and k = 1, . . . , q− 3j − 2. 
Indeed, defining the function hg in this way, for any g = jq + k ∈ Γ, we have what 
follows.
Case 1:

⌊
k
⌋
�= 0.
3
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If k ≡ 0 (mod 3), then

vP (hg) = jq + 3
(⌊

k

3

⌋
− 1

)
+ 2 = jq + k − 1

and

(hg)∞ ≤
(

3j + 3
(⌊

k

3

⌋
− 1 + 1

))
D∞ = (3j+k)D∞ ≤ (3j+q−3j−2)D∞ = (q−2)D∞.

If k ≡ 1 (mod 3), then

vP (hg) = jq + 3
(⌊

k

3

⌋
− 1

)
+ 2 + 1 = jq + (k − 1) − 3 + 3 = jq + k − 1

and

(hg)∞ ≤
(

3j + 3
(⌊

k

3

⌋
− 1 + 1

)
+ 2

)
D∞ = (3j + k + 1)D∞

≤ (3j + q − 3j − 4 + 1)D∞ = (q − 3)D∞,

where the last inequality follows from the fact that q − 3j − 2 ≡ 0 (mod 3), hence if 
k ≡ 1 (mod 3), then k ≤ (q − 3j − 2) − 2 = q − 3j − 4.

If k ≡ 2 (mod 3), then

vP (hg) = jq + 3
(⌊

k

3

⌋
− 1

)
+ 2 + 2 = jq + (k − 2) − 3 + 4 = jq + k − 1

and

(hg)∞ ≤
(

3j + 3
(⌊

k

3

⌋
− 1 + 1

)
+ 3

)
D∞ = (3j + k + 1)D∞

≤ (3j + q − 3j − 3 + 1)D∞ = (q − 2)D∞,

where the last inequality follows from the fact that q − 3j − 2 ≡ 0 (mod 3), hence if 
k ≡ 2 (mod 3), then k ≤ (q − 3j − 2) − 1 = q − 3j − 3.
Case 2:

⌊
k
3
⌋

= 0.
If k = 1, then

vP (hg) = jq

and

(hg)∞ ≤ (3j)D∞ ≤ ((q + 1) − 6)D∞ = (q − 5)D∞.
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If k = 2, then

vP (hg) = jq + 1

and

(hg)∞ ≤ (3j + 2)D∞ ≤ ((q + 1) − 6 + 2)D∞ = (q − 3)D∞. �
Since the Weierstrass semigroup at all but a finite number of points of X3 is as 

described in Theorem 5.1, we call

Hgen := {0, (j + 1)(q− 3) + 2 + k, (m− 1)q + 2, . . . | j = 0, . . . ,m− 2, k = 0, . . . , 3j + 1}

the generic Weierstrass semigroup of X3 and

Ggen := {jq + k | j = 0, . . . ,m− 2, k = 1, . . . , q − 3j − 2} ∪ {(m− 1)q + 1}

the generic set of gaps of X3.

5.2. The Weierstrass semigroups at the non-Fq2-rational Weierstrass points

Theorem 5.2. Let P(a,b) ∈ X3(Fq2) \X3(Fq2) and i the P-order of α(P(a,b)). Suppose that 
i ≤ m − 2. Then

G(P(a,b))=
(
Ggen \

{
(m− 2 − i− 
(i + 1))q + (
 + 1)(3i + 3) |
 = 0, . . . ,

⌊
m− 2 − i

i + 1

⌋})

∪
{

(m− 2 − i− 
(i + 1))q + (
 + 1)(3i + 3) + 1 | 
 = 0, . . . ,
⌊
m− 2 − i

i + 1

⌋}
,

(5.3)

that is

H(P(a,b)) =

=
(
Hgen \

{
(m− 2 − i− 
(i + 1))q + (
 + 1)(3i + 3) + 1 | 
 = 0, . . . ,

⌊
m− 2 − i

i + 1

⌋})

∪
{

(m− 2 − i− 
(i + 1))q + (
 + 1)(3i + 3) | 
 = 0, . . . ,
⌊
m− 2 − i

i + 1

⌋}
.

Proof. Let G as in equation (5.3) be the putative set of gaps. Since the cardinality of 
the set

{
(m− 2 − i− 
(i + 1))q + (
 + 1)(3i + 3) | 
 = 0, . . . ,

⌊
m− 2 − i

⌋}

i + 1
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is the same as the cardinality of the set

{
(m− 2 − i− 
(i + 1))q + (
 + 1)(3i + 3) + 1 | 
 = 0, . . . ,

⌊
m− 2 − i

i + 1

⌋}
,

it follows immediately that |G(P(a,b))| = |Ggen| = g(X3). Hence, as in the proof of 
Theorem 5.1, we are now left to show that, for each g ∈ G, there exists a function hg

such that hg ∈ L((q − 2)D∞) and vP (hg) = g − 1.
For any g = jq + k, let c :=

⌊
k

3(i+1)

⌋
. We can then write

⌊
k

3

⌋
= c(i + 1) + h,

where h is an integer such that 0 ≤ h ≤ i, and

k =
⌊
k

3

⌋
· 3 + r = 3c(i + 1) + 3h + r,

where r is an integer such that 0 ≤ r ≤ 2. First note that, with this choice of c, 
0 ≤

⌊
k
3
⌋
− (c(i + 1) + 1) ≤ i − 1 for all k such that 

⌊
k
3
⌋
�= c(i + 1). Indeed,

⌊
k

3

⌋
− (c(i + 1) + 1) ≤ i− 1 ⇐⇒

⌊
k

3

⌋
− c ≤ i + ci,

hence, as 
⌊
k
3
⌋

= c(i + 1) + h, with h an integer such that 0 ≤ h ≤ i, we obtain

⌊
k

3

⌋
− c ≤ i + ci ⇐⇒ c(i + 1) + h− c ≤ i + ci ⇐⇒ h ≤ i,

which is satisfied.
We now distinguish the following cases.

(1) If 
⌊
k
3
⌋
�= c(i + 1), then we define:

hg :=

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

F j
P(a,b)

· f⌊ k
3
⌋
−(c(i+1)+1) · f c

i if k ≡ 0 (mod 3),

F j
P(a,b)

· (y − b) · f⌊ k
3
⌋
−(c(i+1)+1) · f c

i if k ≡ 1 (mod 3),

F j · tP · f⌊ k
⌋ · f c if k ≡ 2 (mod 3).
P(a,b) (a,b) 3 −(c(i+1)+1) i
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(2) If 
⌊
k
3
⌋

= c(i + 1), we define instead:

hg :=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

F j
P(a,b)

· (y − b) · tP(a,b) · fi−1 · f c−1
i if k ≡ 0 (mod 3) and j ≤ m− 2 − i,

F j
P(a,b)

· f k
3−1 if k ≡ 0 (mod 3) and j ≥ m− 1 − i,

F j
P(a,b)

· f c
i if k ≡ 1 (mod 3),

F j
P(a,b)

· (y − b) · f c
i if k ≡ 2 (mod 3).

Indeed, for g = jq + k ∈ G, we have the following situation.
Case 1:

⌊
k
3
⌋
�= c(i + 1).

If k ≡ 0 (mod 3), then

vP(a,b)(hg) = jq + 3
(⌊

k

3

⌋
− (c(i + 1) + 1)

)
+ 2 + 3c(i+ 1) = jq + k− 3 + 2 = jq + k− 1

and

(hg)∞ ≤ (3j + 3
(⌊

k

3

⌋
− (c(i + 1) + 1) + 1

)
+ 3c(i + 1))D∞

= (3j + k)D∞

≤ (3j + q − 3j − 2)D∞ = (q − 2)D∞,

where the last inequality above follows from the fact that k ≤ q − 3j − 2.
If k ≡ 1 (mod 3), then

vP(a,b)(hg) = jq+1+3
(⌊

k

3

⌋
− (c(i + 1) + 1)

)
+2+3c(i+1) = jq+(k−1)−3+3 = jq+k−1

and

(hg)∞ ≤ (3j + 2 + 3
(⌊

k

3

⌋
− (c(i + 1) + 1) + 1

)
+ 3c(i + 1))D∞

= (3j + k + 1)D∞

≤ (3j + q − 3j − 3)D∞ = (q − 3)D∞,

where the last inequality follows from the fact that q − 3j − 2 ≡ 0 (mod 3), hence if 
k ≡ 1 (mod 3), then k ≤ (q − 3j − 2) − 2 = q − 3j − 4.

If k ≡ 2 (mod 3), then

vP(a,b)(hg) = jq+2+3
(⌊

k
⌋
− (c(i + 1) + 1)

)
+2+3c(i+1) = jq+(k−2)−3+4 = jq+k−1
3
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and

(hg)∞ ≤ (3j + 3 + 3
(⌊

k

3

⌋
− (c(i + 1) + 1) + 1

)
+ 3c(i + 1))D∞

= (3j + k + 1)D∞

≤ (3j + q − 3j − 2)D∞ = (q − 2)D∞,

where the last inequality follows from the fact that q − 3j − 2 ≡ 0 (mod 3), hence if 
k ≡ 2 (mod 3), then k ≤ (q − 3j − 2) − 1 = q − 3j − 3.
Case 2:

⌊
k
3
⌋

= c(i + 1).
If k ≡ 0 (mod 3) and j ≤ m − 2 − i, then

vP(a,b)(hg) = jq + 1 + 2 + 3(i− 1) + 2 + 3(c− 1)(i+ 1) = jq + 3c(i+ 1) − 1 = jq + k − 1

and

(hg)∞ ≤ (3j + 2 + 3 + 3i + 3(c− 1)(i + 1))D∞

= (3j + k + 2)D∞

≤ (3j + q − 3j − 5 + 2)D∞ = (q − 3)D∞,

since in this case k ≤ q − 3j − 3 ≡ 2 (mod 3) and hence, as k ≡ 0 (mod 3), then 
k ≤ (q − 3j − 3) − 2 = q − 3j − 5.

If k ≡ 0 (mod 3) and j ≥ m − 1 − i, then note that, as 3j ≥ q − 3i − 2, then 
k ≤ q − 3j − 2 ≤ q − (q − 3i − 2) − 2 = 3i and k3 − 1 ≤ i − 1. Hence, we have that

vP(a,b)(hg) = jq + 3
(
k

3 − 1
)

+ 2 = jq + k − 1

and

(hg)∞ ≤ (3j + 3
(
k

3

)
)D∞

= (3j + k)D∞

≤ (3j + q − 3j − 2)D∞ = (q − 2)D∞,

since k ≤ q − 3j − 2 in this case. If k ≡ 1 (mod 3), then

vP(a,b)(hg) = jq + 3c(i + 1) = jq + k − 1

as 3 
⌊
k
⌋

= 3c(i + 1) = k − 1. Moreover,
3
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(hg)∞ ≤ (3j + 3c(i + 1))D∞

= (3j + k − 1)D∞

≤ (3j + q − 3j − 2 − 1)D∞ = (q − 3)D∞,

since k ≤ q − 3j − 2.
If k ≡ 2 (mod 3), then

vP(a,b)(hg) = jq + 1 + 3c(i + 1) = jq + (k − 2) + 1 = jq + k − 1

as 3 
⌊
k
3
⌋

= 3c(i + 1) = k − 2. Moreover,

(hg)∞ ≤ (3j + 2 + 3c(i + 1))D∞

= (3j + k)D∞

≤ (3j + q − 3j − 2)D∞ = (q − 2)D∞,

since k ≤ q − 3j − 2. �
5.3. Final remarks on the Weierstrass points of X3

We finish this section by collecting a few further facts on the Weierstrass points of 
X3.

Proposition 5.4. Only for q ∈ {2, 5, 8} are all Weierstrass points of X3 defined over Fq2 .

Proof. Lemma 3.11 and Theorem 5.2 imply that a non-rational Weierstrass point exists 
precisely if there exists i such that 1 ≤ i ≤ m − 2, gcd(i + 1, p) = 1, and i + 1 does not 
divide m. Since m has at most m/3 + 1 divisors (not counting m itself) and there are 
at most �m/p� multiples of p between 1 and m, we see that a non-rational Weierstrass 
point exists if m − 2 > 1 + m/3 + m/p. Since p ≥ 2, and m − 2 > 1 + m/3 + m/2
if and only if q > 53, this already shows that there exists a non-rational Weierstrass 
point for all q > 53. It is trivial to check that i satisfying the conditions exists for 
q ∈ {11, 17, 23, 29, 32, 41, 47, 53}, while no such i exists for i ∈ {2, 5, 8}. �
Remark 5.5. It is at this point quite simple to determine the number of distinct possible 
Weierstrass semigroups H(P ) as P varies. Indeed, the possible P-orders less than or equal 
to m − 1 are simply the number of i between 1 and m − 1, such that gcd(p, i + 1) = 1. 
Counting the semigroup for P ∈ O as well, this gives m − �m/p� possible semigroups 
different from the generic semigroup. The generic semigroup corresponds to those points 
P on X3 whose P-order is at least m. Hence there are precisely m − �m/p� + 1 possible 
semigroups.

Remark 5.6. For Fq2-rational points, we determined the multiplicity and conductors the 
corresponding Weierstrass semigroups. Using Theorem 5.1, we see that in the generic 
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case, the smallest positive non-gap in H(P ) is q−1, while the largest gap is (m −1)q+1. 
Hence in the generic case, the multiplicity is q − 1 and the conductor (m − 1)q + 2. If 
P ∈ X3(Fq2) \X3(Fq2) has P-order i ≤ m −2, then Theorem 5.2 implies quite easily that 
the largest gap still is (m − 1)q + 1 and therefore that the conductor is (m − 1)q + 2.

The situation for the multiplicity is more complicated. We show what is going on in 
the following theorem.

Theorem 5.7. Let P(a,b) ∈ X3(Fq2) \ X3(Fq2). Then the multiplicity of the semigroup 
H(P(a,b)) is q − 2 or q − 1. Moreover, the following are equivalent:

(1) The multiplicity of H(P(a,b)) is q − 2.
(2) The P-order i of α(P(a,b)) is such that i + 1 divides m − 1.
(3) Pm−1(α(P(a,b))) = 0.
(4) The Frobenius of (a, b), that is Φ(a, b) := (aq2

, bq
2), lies on the tangent line of the 

plane curve yq+1 + x2m + xm = 0 at (a, b).

Proof. Comparing the gap set in the generic case and the case described in Theorem 5.2, 
we see that the only difference is that the value of certain gaps is increased by one. Since 
in the generic case, 1, . . . , q − 2 are gaps and q − 1 is not a gap, this means that the 
multiplicity of H(P(a,b)) for any P(a,b) ∈ X3(Fq2) \ X3(Fq2) can be either q − 2 or q − 1. 
Now we show equivalence of the four listed items. For convenience, we write P = P(a,b)
and α = α(P(a,b)).

(1) ⇒ (2): Assume that q − 2 ∈ H(P ) and let i be the P-order of α. Then according 
to Theorem 5.2 q− 2 can be written in the form (m − 2 − i − 
(i + 1))q + (
 + 1)(3i + 3)
for some 
 between 0 and �(m − 2 − i)/(i +1)�. Then necessarily m − 2 − i − 
(i +1) = 0, 
which is only possible if 
 = (m − 2 − i)/(i + 1) is an integer. Hence i + 1 divides m − 1.

(2) ⇒ (3): From the definition of the polynomial Pi+1(s), we see that ((α + ζ3)/(α +
ζ2
3 ))i+1 = 1. If i + 1 divides m − 1, this implies that ((α + ζ3)/(α + ζ2

3 ))m−1 = 1, which 
in turn implies that Pm−1(α) = 0.

(3) ⇒ (4): The tangent line 
P of the plane curve yq+1 + x2m + xm = 0 at (a, b) is 
given by the equation am−1(2am + 1)(x − a) + 3bq(y− b) = 0. Hence Φ(a, b) lies on 
P if 
and only if am(2am+1)(aq2−1−1) +3bq+1(bq2−1−1) = 0. Using that bq+1 = −a2m−am, 
we can express all quantities in this equation in terms of am and obtain the equivalent 
equation am((am)q−1−1)2(2(am)q +(am)q−1 +am+2) = 0. Since P /∈ X3(Fq2), we know 
am /∈ Fq and hence we conclude that

(aq
2
, bq

2
) ∈ 
P ⇔ 2(am)q + (am)q−1 + am + 2 = 0.

Using that am = α/(1 − α), we conclude that

(aq
2
, bq

2
) ∈ 
P ⇔ αq−1 + (α− 1)q−1 + 1 = 0. (5.8)
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Now let us investigate our assumption: Pm−1(α) = 0. This implies

(
α + ζ3
α + ζ2

3

)q−2

= 1 and hence
(
α + ζ3
α + ζ2

3

)q

=
(
α + ζ3
α + ζ2

3

)2

,

which in turn gives

0 = (α + ζ3)q(α + ζ2
3 )2 − (α + ζ2

3 )q(α + ζ3)2 = (αq + ζ2
3 )(α + ζ2

3 )2 − (αq + ζ3)(α + ζ3)2.

Multiplying everything out and dividing by ζ2
3 − ζ3, we find that

0 = 2αq+1 − αq + α2 − 2α = α(α− 1)(αq−1 + (α− 1)q−1 + 1).

In light of equation (5.8), we obtain that Φ(a, b) ∈ 
P .
(4) ⇒ (1): If Φ(a, b) ∈ 
P , then the function tP /FP , see equations (2.9) and (2.21), 

has a pole of order q − 2 at P(a,b) and no other poles. Since we already have seen that 
H(P ) has multiplicity q− 1 or q− 2, the conclusion is that the multiplicity is q− 2. �
Remark 5.9. Let us denote by Wq the total number of Weierstrass points. We have seen 
that

Wq = −(q + 1)2+(q + 1)+2(q + 1)m + (q + 1)2
⎛
⎝m−1∑

i=0
ϕ(i + 1)−

(m−1)/p−1∑
i=0

ϕ(p · (i + 1))

⎞
⎠

= −(q + 1)2 + (q + 1) + 2(q + 1)m + (q + 1)2
⎛
⎝ m∑

i=1
ϕ(i) −

(m−1)/p∑
i=1

ϕ(p · i)

⎞
⎠ .

Here the notation 
∑ξ

i=0 for ξ ∈ R≥0 is shorthand for 
∑�ξ�

i=0.
Using iteratively that

(m−1)/p∑
i=1

ϕ(p · i) = (p− 1)
(m−1)/p∑

i=1
ϕ(i) +

(m−1)/p2∑
i=1

ϕ(p · i),

one obtains that

(m−1)/p∑
i=1

ϕ(p · i) =
�logp(m−1)�∑

e=1
(p− 1)

(m−1)/pe∑
i=1

ϕ(i).

It is well known, see for example [14, Thm.330], that 
∑N

i=1 ϕ(i) = 3
π2N

2 +O(N log(N))
asymptotically as N → ∞.
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Hence, we see that

(m−1)/p∑
i=1

ϕ(p · i) =
�logp(m−1)�∑

e=1

3(p− 1)(m− 1)2

π2p2e + O

⎛
⎝�logp(m−1)�∑

e=1

m− 1
pe

logp
(
m− 1
pe

)⎞⎠

= 3(p− 1)(m− 1)2

π2
1 − p2/p2�logp(m−1)�

p2 − 1

+O

⎛
⎜⎝

logp(m−1)∫
0

m− 1
pe

logp
(
m− 1
pe

)
de

⎞
⎟⎠

= 3(m− 1)2

π2(p + 1) − 3p2

π2(p + 1)

(
m− 1

p�logp(m−1)�

)2

+ O(q log(q))

= 3(m− 1)2

π2(p + 1) + O(q log(q)).

Going back to the number of Weierstrass points, we see that

Wq = (q + 1)2
⎛
⎝m−1∑

i=1
ϕ(i) −

(m−1)/p∑
i=1

ϕ(p · i)

⎞
⎠ + O(q2)

= (q + 1)2
(

3(m− 1)2

π2 − 3(m− 1)2

π2(p + 1)

)
+ O(q3 log(q))

= 3(m− 1)2(q + 1)2

π2
p

p + 1 + O(q3 log(q))

= q4

3π2
p

p + 1 + O(q3 log(q)).

Since the number of rational points is O(q3), this shows that for large q, the number of 
non-rational Weierstrass points, vastly outnumbers the number of rational Weierstrass 
points.

6. The full automorphism group Aut(X3) of X3

It turns out that knowing the Weierstrass semigroup of all Fq2-rational points on X3, 
allows us to determine the full automorphism group Aut(X3) of X3. We devote this section 
to this. One approach might be to use a result from [19], giving the automorphism group 
of a function field that is a Kummer extension of the rational function field. However, 
even though Fq2(X3)/Fq2(x) is a Kummer extension of degree q+1, the results from [19]
do not apply, since there are insufficiently many totally ramified places.

As before q ≡ 2 (mod 3) and we denote by p the characteristic of Fq2 . As discussed in 
Section 2, the function field Fq2(X3) can be seen as a subfield of the Hermitian function 
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field Fq2(H), and the function field extension Fq2(H)/Fq2(X3) is an unramified Galois 
extension of degree 3 (see Remark 2.4), with Galois group generated by the automorphism 
τ , defined in equation (2.3). This observation is useful when constructing automorphisms 
of the curve X3 (equivalently, of the function field Fq2(X3)).

Indeed, a way to find automorphisms of Fq2(X3) is to consider the normalizer N(〈τ〉) of 
〈τ〉 in Aut(H) ∼= PGU(3, q). Doing so, the group N(〈τ〉)/〈τ〉 is theoretically guaranteed 
to be a subgroup of the full automorphism group of the fixed field Fq2(X3) of 〈τ〉. The 
group N(〈τ〉) in PGU(3, q) is a well-known maximal subgroup stabilizing a self-polar 
triangle, see [15, Theorem A.10]. It has order 6(q + 1)2/ gcd(3, q + 1) = 2(q + 1)2 and is 
isomorphic to the semidirect product of an abelian group of order (q + 1)2/3 containing 
τ and a symmetric group of order 6. This explains the structure of the automorphism 
group described in Lemma 2.6.

We now begin our study of the full automorphism group of X3. Recall that O0 :=
{P 1

0 , . . . , P
m
0 }, O∞ := {P 1

∞, . . . , Pm
∞} and Om = {P(a,0) | am + 1 = 0}. Moreover O =

O0 ∪ O∞ ∪ Om as in equation (2.5).

Lemma 6.1. Let O be the set defined in equation (2.5). Then O is an orbit of Aut(X3).

Proof. Since X3 is Fq2 -maximal, its full automorphism group Aut(X3) is defined over Fq2

and hence acts on the set X3(Fq2), see for example [2, Lemma 2.4]. Let H(P(a,b)) and 
H(P ) be the Weierstrass semigroups at a point P(a,b) ∈ X3(Fq2) \ O and at P ∈ O, re-
spectively. Since the semigroups H(P(a,b)) and H(P ) are not the same (see Theorems 4.2, 
4.4 and 4.5), Aut(X3) acts separately on O and X3(Fq2) \O. Moreover, since from Corol-
lary 2.19 O is an orbit of G ⊆ Aut(X3), we deduce that O is also an orbit of the entire 
Aut(X3). �

We now use that O is an orbit, to start investigating the p-Sylow subgroup of Aut(X3).

Lemma 6.2. Let q ≥ 11. Let Sp denote a Sylow subgroup of |Aut(X3)|. Then |Sp| < q.

Proof. Since Sp acts on O by Lemma 6.1, we see that Sp has at least one fixed point 
P ∈ O. Without loss of generality, we can assume P = P(a,0), for some a such that 
am + 1 = 0. Since X3 has p-rank zero, Sp acts with long orbits on O \ {P(a,0)}, see [15, 
Lemma 11.129]. This implies that |Sp| ≤ q.

Now suppose that |Sp| = q. Then Aut(X3) acts 2-transitively on O and the stabi-
lizer of two points is cyclic in this action, since it is of order relatively prime to p (see 
[15, Theorem 11.49]). Moreover, from [18, Theorem 1.1], Aut(X3) has a regular normal 
subgroup N , unless:

• Aut(X3) is isomorphic to either PSL(2, q), PGL(2, q), or
• q = q̄3 and Aut(X3) is isomorphic to PSU(3, q̄) or PGU(3, q̄), or
• Aut(X3) is isomorphic to the Suzuki group Sz(q̄) where q = q̄2.
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The first two possibilities can be excluded, since in that case |Aut(X3)| would not be 
divisible by 2(q+1)2. Further, if Aut(X3) was isomorphic to the Suzuki group Sz(q̄), then 
the characteristic would be two and q = q̄2 would be an even power of two. However, 
this is impossible, since q ≡ 2 (mod 3). This means that Aut(X3) has a regular normal 
subgroup N . Then, from [6, Theorem 1.7.6], we see that |O| = q + 1 = 
h for some 
h ∈ Z>0 and some prime number 
. If q is odd, this cannot happen as q + 1 is divisible 
by 6. If q is even, we would get |O| = q + 1 = 2n + 1 = 
h. If h = 1, this would mean 
that 
 is a Fermat prime, which is only possible if n is a power of two. However, since 
n is odd, this would imply n = 1. This is impossible, since q ≥ 11. If h > 1, then from 
Catalan’s Conjecture (Mihailescu’s theorem [21]), we see that the only possibility is that 

 = 3 and n = 3. This is again not possible, since we assumed that q ≥ 11. Hence, we 
conclude that the only possibility is |S2| < q. �

Next is a lemma that will allow us to identify certain automorphisms of X3.

Lemma 6.3. Let α ∈ Aut(X3) and suppose that α(x) is a cube, when seen as a function 
of the Hermitian function field Fq2(H). Then α can be lifted to an automorphism ᾱ of 
H.

Proof. Since α is an automorphism of X3, we know that α(y)q+1 + α(x)(q+1)/3 +
α(x)2(q+1)/3 = 0. Let α(x) = w3, where w = w(u, v) ∈ Fq2(H), and define

ᾱ(u) = w and ᾱ(v) = α(y)
ᾱ(u) .

Then

ᾱ(u)q+1+ᾱ(v)q+1+1 = wq+1+α(y)q+1

wq+1 +1 = α(x)2(q+1)/3 + α(y)q+1 + α(x)(q+1)/3

wq+1 = 0.

This means that ᾱ preserves the defining equation of the Hermitian function field, and 
defines an automorphism of H. �

Note that since all automorphisms of H are defined over Fq2 , the automorphism ᾱ
will also be defined over Fq2 . Therefore, if α(x) is a cube in Fq2(H), it was necessarily 
already a cube in Fq2(H).

6.1. The full automorphism group Aut(X3), q odd

We wish to use the information that O is an orbit of Aut(X3) to show that, for odd q ≥
11, Aut(X3) coincides with the subgroup G constructed in Lemma 2.6. If q = 5, the plane 
curve defined by the (affine) equation X5+X = Y 3, is birationally equivalent to X3. The 
corresponding isomorphism of function fields is described as x = wX+(wX)−1, y = Y/X, 
where w2 = 2. This curve is known to have an automorphism group that is isomorphic 
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to a semidirect product of a cyclic group of order 3 with PGL(2, 5), see [15, Theorem 
12.11]. In particular |Aut(X3)| = 360 if q = 5, which is five times the cardinality of the 
group of automorphisms G described in Lemma 2.6.

From now, we assume in this subsection that q ≥ 11 and q is odd. It turns out that 
in this case, the automorphism group of X3 actually coincides with G. To see why, let 
us first prove under the aforementioned hypotheses on q that Aut(X3) is tame, that is, 
it does not contain any element of order p.

Lemma 6.4. Let q ≥ 11 and q odd. Then |Aut(X3)| is not divisible by the characteristic 
p of the field Fq2 .

Proof. Suppose by contradiction that Aut(X3) admits a Sylow p-subgroup Sp of order 
pi for some i ≥ 1. As we have seen in the proof of Lemma 6.2, we may assume that Sp

fixes P ∈ O, where P = P(a,0), for some a such that am + 1 = 0 and that Sp acts with 
long orbits on O \ {P(a,0)}. Further by Lemma 6.2, we may assume that |Sp| < q.

Recall that the automorphism σ : (x, y) �→ (x, δy), where δ is a primitive (q + 1)-th 
root of unity, fixes the set Om point-wise, while it acts transitively on the sets O0 and 
O∞. From this, it follows that σ normalizes Sp (see [15, Theorem 11.49]) and preserves 
the orbit of Sp containing Om. We have thus two possibilities for a fixed ā: either the 
orbit of Sp containing P(ā,0) is contained in Om, or it contains entirely either O0 or O∞. 
In the second case, we would get that |Sp| ≥ (q + 1)/3 + 1 and hence |Sp| = q, which is 
not possible. Therefore, we can deduce that, for all ā with ām + 1 = 0, the Sp-orbit of 
P(ā,0) is contained in Om. Since Sp acts on O = Om ∪ O0 ∪ O∞, Sp must then act with 
long orbits on O0 ∪ O∞, which is a set of cardinality 2(q + 1)/3. We hence obtain the 
desired contradiction, as 2(q + 1)/3 is not divisible by p. �
Theorem 6.5. Let q ≥ 11, q odd. Then Aut(X3) = G.

Proof. Suppose by contradiction that |Aut(X3)| > |G|. Let GP(a,0) be the stabilizer in 
G of P(a,0), for an a such that am + 1 = 0. Since, by the orbit-stabilizer theorem, |G| =
|O||GP(a,0) | and, by Lemma 6.1, O is an orbit of Aut(X3), the stabilizer Aut(X3)P(a,0)

of P(a,0) in Aut(X3) contains some extra automorphism γ /∈ GP(a,0) . Let Cq+1 be the 
cyclic group generated by σ : (x, y) �→ (x, δy), where δ is a primitive (q + 1)-th root 
of unity. Then, since Aut(X3)P(a,0) is cyclic (as follows from the fact that Aut(X3) is of 
order relatively prime to p), γ commutes with Cq+1 and hence it acts on its fixed points 
(and, in general, orbits). This means that γ acts on the sets Om and O0 ∪O∞, because 
the set Om is exactly the set of fixed points of Cq+1. Since O0 and O∞ are orbits of 
Cq+1 of the same length, either γ fixes both O0 and O∞, or interchanges them.

If γ fixes both O0 and O∞, then it fixes the divisor of x from equation (2.17). This 
means that γ(x) = λx, for some constant λ. Hence, γ(x) is a cube in Fq2(H), as x = u3

and λ is a constant. Suppose instead that γ interchanges O0 and O∞. Then, γ maps 
the divisor of x to the divisor of 1

x , meaning that there exists a constant λ such that 
γ(x) = λ . Hence, in all cases α(x) is a cube in Fq2(H).
x
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From Lemma 6.3, γ can be lifted to an automorphism γ̄ of the Hermitian curve H
acting on the set of 3(q+1) points above those in O. Those points are geometrically the 
intersection of the Hermitian curve H with 3 lines intersecting each other in 3 points 
outside H, that is a self-polar triangle. Since this shows that γ is induced by N(〈σ〉), 
then γ ∈ G, which gives a contradiction. �
6.2. The full automorphism group Aut(X3), q even

We now turn our attention to the case where q is even, that is to say when q = 2n, 
n odd. If q = 2, the curve is isomorphic to the Hermitian curve over F4 and therefore 
has PGU(3, 2) as automorphism group, which contains 216 elements. Here only auto-
morphisms defined over Fq2 were considered. Hence in this case, there are twelve times 
more automorphisms than described in Lemma 2.6. If q = 8, the automorphism group of 
X3 is known, as in this case X3 is isomorphic to the Giulietti-Korchmáros maximal curve 
(see [12]). This curve can for example be given as a plane curve with affine equation 
Y 9 = (X2 + X)(X2 + X + 1)3. An explicit isomorphism on the level of function fields 
is then given by X = ζ3 + (x5 + x4 + x3)/y9 and Y = (x5 + x4 + x3)/y8. Hence for 
q = 8, the automorphism group of X3 is a semidirect product of a cyclic group of order 
3 and PGU(3, 2), resulting in 648 automorphisms, four times more than the group from 
Lemma 2.6 contains.

From the remainder of this subsection, we will assume that q = 2n, n odd and at 
least five. We will now show that in this case the automorphism group of X3 coincides 
with the group G from Lemma 2.6. To this aim, a similar argument as in the previous 
subsection will be provided. Of course in this case we cannot prove that Aut(X3) is tame, 
as G itself is non-tame. We will in fact first prove that, if a Sylow 2-subgroup of Aut(X3)
has order larger than 2, then its cardinality must be q/2.

Lemma 6.6. Let n ≥ 5 and q = 2n. Let also S2 denote a Sylow 2-subgroup of Aut(X3). 
Then either |S2| = 2 or |S2| = q/2. In the latter case, a 2-Sylow S2 fixing a point P(a,0), 
with am + 1 = 0, acts on O with the following 3 orbits:

• {P(a,0)},
• OS2

1 := O0 ∪ {P(β1,0), . . . , P(β(q−2)/6,0)},
• OS2

2 := O∞ ∪ {P(γ1,0), . . . , P(γ(q−2)/6,0)},

where {P(a,0)}, {P(β1,0), . . . , P(β(q−2)/6,0)} and {P(γ1,0), . . . , P(γ(q−2)/6,0)} is a suitably 
chose partition of Om.

Proof. Let S2 be of order 2i for some i ≥ 1. Just as in the proof of Lemma 6.4, we may 
assume that S2 fixes P ∈ O, where P = P(a,0), for some a such that am + 1 = 0 and 
that S2 acts with long orbits on O \ {P(a,0)}. Further by Lemma 6.2, we may assume 
that |S2| < q.
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Recall that the automorphism σ : (x, y) �→ (x, δy), where δ is a primitive (q + 1)-th 
root of unity, fixes P(a,0) and hence normalizes S2, from [15, Theorem 11.49]. Moreover, 
σ fixes the set Om point-wise, while it acts transitively on O0 and O∞. This means that 
σ preserves the orbit of S2 containing P(ā,0), for ā such that ām + 1 = 0. We have thus 
two possibilities for a fixed ā: either the orbit of S2 containing P(ā,0) is contained in Om, 
or it contains entirely either O0 or O∞.

If the second case never occurs, then S2 acts semiregularly on O0∪O∞, which is a set 
of cardinality 2(q + 1)/3. This implies that |S2| = 2. If the second case occurs for some 
a, then we get that |S2| ≥ (q + 1)/3 + 1 and hence |S2| = q/2. Note that in this case the 
only possible configuration of orbits of S2 acting on the q points in Om \ {P(a,0)} is that 
S2 has exactly 2 orbits of length q/2: one OS2

1 containing O0 and (q−2)/6 points of Om, 
and another one OS2

2 containing O∞ and the remaining (q − 2)/6 points in Om. �
We now exclude the second case in Lemma 6.6.

Lemma 6.7. The case |S2| = q/2 cannot occur.

Proof. Suppose by contradiction |S2| = q/2. With notation as in Lemma 6.6, we can 
assume that S2 acts on O with three orbits {P(a,0)}, OS2

1 and OS2
2 . The cyclic group 

Cq+1, generated by σ : (x, y) �→ (x, δy), where δ is a primitive (q + 1)-th root of unity, 
fixes any point in Om, in particular P(a,0), and hence normalizes S2. In particular, the 
group L generated by σ and the elements of S2 has |S2|(q + 1) many elements. Since 
the stabilizer of two points is tame and cyclic, we conclude that Cq+1 is the two points 
stabilizer of the points P(a,0) and any other P ∈ Om.

Using the notation from Lemma 6.6, choose γ ∈ S2 be such that γ(P(β1,0)) = P(β2,0), 
with P(β1,0), P(β2,0) ∈ OS2

1 distinct. Such a γ exists, since P(β1,0) and P(β2,0) are in the 
same orbit under the action of S2. Then γ−1 · σ · γ fixes P(a,0) and γ−1 · σ · γ(P(β1,0)) =
γ−1 ·σ(P(β2,0)) = γ−1(P(β2,0)) = P(β1,0). Hence, γ−1 ·σ·γ is an element of order q+1 fixing 
both P(a,0) and P(β1,0). Hence γ−1 · σ · γ ∈ Cq+1 and more specifically γ−1 · σ · γ = σk, 
where (k, q + 1) = 1. Moreover, since Cq+1 normalizes S2, there exists γ̃ ∈ S2 such that 
σ · γ = γ̃ · σ. Hence id = γ−1 · σ · γ · σ−k = γ−1γ̃ · σ1−k. Since S2 ∩ Cq+1 = {id}, this 
implies that k = 1 and hence that γ and σ commute.

Now let ι be a suitable power of γ such that ι has order two. Then for any P(βj,0) ∈ OS2
1 , 

we have ι(P(βj ,0)) ∈ OS2
1 , since S2 acts on OS2

1 . On the other hand, using that σ and 
ι commute and that σ fixes all points in Om, we have σ · ι(P(βj ,0)) = ι · σ(P(βj ,0)) =
ι(P(βj ,0)). Hence ι(P(βj ,0)) is a fixed point of σ, which implies that ι(P(βj ,0)) ∈ Om. 
We conclude that ι(P(βj ,0)) ∈ OS2

1 ∩ Om = {P(β1,0), . . . , P(β(q−2)/6,0)}. In other words: ι
acts on {P(β1,0), . . . , P(β(q−2)/6,0)}. Since (q − 2)/6 = (q/2 + 1)/3 is an odd number, this 
implies that ι has, apart from P(a,0), at least one more fixed point. However, since the 
characteristic is two, this is impossible according to [15, Lemma 11.129]. �

We are now ready to compute Aut(X3) when q is even.
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Theorem 6.8. Let q = 2n, n ≥ 5 odd. Then Aut(X3) = G.

Proof. Combining Lemmas 6.6 and 6.7, we conclude that |S2| = 2. Suppose by contra-
diction that |Aut(X3)| > |G|. Let GP(a,0) be the stabilizer in G of P(a,0), for a such that 
am +1 = 0. Since, by the orbit-stabilizer theorem, |G| = |O||GP(a,0) | and, by Lemma 6.1, 
O is an orbit of Aut(X3), the stabilizer Aut(X3)P(a,0) of P(a,0) in Aut(X3) contains some 
extra automorphism γ /∈ GP(a,0) . Also, since |S2| = 2 and |G| = 2(q + 1)2, γ can be 
assumed to be of odd order.

Let Cq+1 be the cyclic group generated by σ : (x, y) �→ (x, δy), where δ is a primitive 
(q+1)-th root of unity. Then, since the tame part of Aut(X3)P(a,0) is cyclic, γ commutes 
with Cq+1 and hence it acts on its fixed points (and, in general, orbits). At this point, 
the remainder of the proof is exactly the same as the proof of Theorem 6.5. �
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