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c Key Laboratory of Materials for High Power Laser, Shanghai Institute of Optics and Fine Mechanics, Chinese Academy of Sciences, 390 Qinghe Road, Shanghai 201800, 
PR China   

A R T I C L E  I N F O   

Keywords: 
Phase change material 
Data center 
Computational fluid dynamics 
Thermal energy storage 
Cold storage 
Heat exchange capacity rate 

A B S T R A C T   

The thermal performance of a 115 L latent heat storage prototype for cooling data centers was investigated. 
Experimentally, the heat transfer power and heat absorbed by the heat exchanger during the charging and 
discharging processes were measured at two flow rates (5 and 10 L/min). Numerically, two phase-change models 
were developed using the enthalpy and effective heat capacity methods, respectively. The results showed that the 
enthalpy method provides an overall better prediction of the absorbed heat, whereas the other method only 
agrees well with the measured results during the melting process. Thus, it is suggested that further modification 
of the effective heat capacity with temperature improves the agreement between the results. For a volume flow 
rate of 5 L/min, the average heat transfer power predicted by the enthalpy model was 2290 W during the melting 
process and > 920 W during the solidification process due to the smaller temperature difference for heat transfer 
caused by supercooling. The prototype achieved the highest average heat exchange capacity rate when melted to 
a 50% of its total capacity. This study provides a baseline for predicting and improving the thermal performance 
of latent heat storage.   

1. Introduction 

Globally, energy systems are undergoing a significant transition due 
to the decarbonization of the energy supply [1]. Renewable energy 
sources such as wind and sunlight can play an important role in 
addressing climate change [2]. However, the intermittent nature of 
renewable energy sources has become a major barrier to their wide-
spread utilization. Thermal energy storage (TES) components are key to 
achieving high renewable energy penetration [3] by bridging the time 
gap between demand and production. TES can increase the power 
generation time and capacity factor of the electricity system [4] and 
store and release thermal energy for short- or long-term utilization with 
low heat losses [5]. Accordingly, TES has been tested and deployed in 
various applications such as power generation, industry, district heating 
and cooling, buildings, and cold chain logistics [1]. 

TES can be divided into sensible, latent, and chemical storage. 
Typically, a latent TES has a higher energy density than a sensible TES. 
Moreover, owing to the phase change, the latent TES can achieve a more 

effective heat exchange [6]. Regarding the operating temperature, latent 
TES is used in subzero- (<0 ◦C), low- (0–100 ◦C), medium- (100–500 ◦C), 
and high-temperature (>500 ◦C) applications [1]. Latent TES at low 
temperatures is widely deployed in cold chains and buildings, primarily 
for space heating, cooling, and hot water [1]. 

Several researchers have tested different types of latent TES systems 
at low temperatures. To our knowledge, shell-and-tube exchangers are 
the most readily available type of heat exchanger. Bourne et al. [7] 
investigated a latent TES unit based on a phase change material (PCM) 
with a melting temperature of 5 ◦C and found that this design increased 
the thermal capacity compared with a simple chilled water tank. 
Although the PCM was encapsulated in tubes, this unit was still classi-
fied as a shell and tube type, considering similar heat transfer methods. 
Likewise, Dannemand et al. [8] tested a latent heat storage unit utilizing 
the stable cooling of solid acetate trihydrate in the laboratory and found 
that the heat discharged after the solidification of the supercooled PCM 
was approximately 205–210 kJ/kg. Englmair et al. [9] investigated a 
segmented heat-storage prototype of sodium acetate trihydrate. The 
PCM remains in a supercooled state after releasing 30.6–34.2 MJ of 
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sensible heat at first. Then 31.7–37.1 MJ of latent heat was released after 
the solidification of the supercooled PCM was triggered. On the basis of 
this concept, Wang et al. [10] tested a flexible thermal energy storage 
filled with 137.8 kg sodium acetate trihydrate. During the discharge of 
the sensible heat, the heat storage can provide 294 L of hot water with an 
average temperature of 68.2 ◦C. In contrast, the latent heat could pro-
vide 334 L of hot water with an average temperature of 46.7 ◦C. 

The thermal conductivity of PCM is typically low. To improve the 
heat-exchange performance, Zhang et al. [11] investigated the influence 
of partial and gradient filling strategies of copper foam on the heat 
transfer characteristics of a latent TES. When the filling ratio was 5/6, 
and the copper foam was placed close to the heating wall, the melting 
rate of the PCM reached its maximum value. Zhai et al. [12] developed a 
fin-tube latent TES using capric and lauric acids as PCM. According to 
the author, two or more fin tube units in parallel can be used to satisfy 
the different cold-storage demands of high-temperature cooling systems 
in buildings. Likewise, Behi et al. [13] investigated the heat pipe TES. 
The results showed that this device significantly improved the energy 
transfer between water and the PCM. A simple and effective way to 
improve the performance of the shell-and-tube heat exchanger is to 
arrange the fins along or normal to the pipeline. Gao et al. [14] inves-
tigated heat-storage filling using foamed copper with a radial-gradient 
pore density. Their results revealed that the gradient pore structure 
improved the uniformity of the temperature field by 4%. The solidifi-
cation time was reduced by 14%. Li et al. [15] compared the melting 
behaviors of five innovative fin structures during heat storage, and the 
results showed that the tree-shaped fin exhibited the best improvement 
in melting time. 

Compared with experimental tests, a numerical model can predict a 
wide range of geometries and operating conditions at minimal cost. 
Regarding latent TES, numerical models can typically be classified into 
1-D or 2-D numerical heat transfer (NHT) [16–18] and 3-D computa-
tional fluid dynamics (CFD) models. Generally, the former is used for 
predicting the entire TES system, whereas the latter is used for designing 
and optimizing the TES. Moreover, considering the accuracy of the NHT 

model, the correlation between the heat transfer characteristics can be 
obtained based on the results of the CFD model [19]. 

Different methods for developing a 3-D CFD model of a latent TES 
exist. The enthalpy method is the most popular for modeling the melting 
and solidification processes. Lu et al. [20] designed a latent TES with 
non-uniformly distributed fins to enhance the heat transfer of the PCM. 
The Ansys Fluent was used to solve the phase-change process based on 
the enthalpy method, and the results demonstrated that, after the same 
time, the mass of the melted PCM in the optimized case was larger than 
that without any fins, which was increased by 24.5%. Liu et al. [21] 
established a numerical model of a latent TES with Y-shaped fins using 
the enthalpy-porosity method, which accelerated the melting process of 
the bottom part using non-uniform fins and reduced the total charging 
time. Likewise, Eisapour et al. [22] evaluated a novel latent TES model 
also based on the enthalpy method that integrated wavy and twisted 
tubes. This design, equipped with wavy tubes, offered nearly 83% faster 
charging time than the conventional design with straight tubes. 
Wołoszyn et al. [23] designed a helical-coiled shell-and-tube heat stor-
age system numerically and solved it using the enthalpy method. The 
melting and solidification times and energy and exergy efficiencies were 
compared and revealed that the novel configuration achieved high 
overall exergy efficiency, low solidification time, and low melting time. 

An effective heat capacity method can also be used to model the 
phase change process. Fan et al. [24] studied the energy and exergy 
efficiencies of a latent TES with different numbers of tubes and cascaded 
stages using the equivalent heat capacity method. The results indicated 
that a tank with four tubes and three cascaded stages exhibited the 
highest energy and exergy efficiencies. Iten et al. [25] compared the 
effective heat capacity and enthalpy methods through an experiment on 
an air-PCM storage unit, and the results showed that the enthalpy 
method predicted the phase-change stage using a quasi-horizontal 
curve, which is appropriate for pure PCMs. In contrast to the methods 
mentioned above, Chen et al. [26] developed a multiphase method for 
modeling the heat transfer characteristics of shell-and-tube heat storage 
systems. The absorption and release of heat during the phase transition 

Nomenclature 

Latin characters 
Amush mushy zone constant, (105 kg/(s⋅m3) 
Cp specific heat capacity, J/(kg⋅K) 
f liquid fraction 
F→ body force, N/m3 

g→ gravitational acceleration, m/s2 

h height of the geometry, m 
he sensible enthalpy, J 
H total enthalpy, J 
l length of the geometry, m 
L latent heat, kJ/kg 
ṁ mass flow rate, kg/s 
Ni element number of coarse mesh 
Nj element number of fine mesh 
p static pressure, Pa 
qs heat flux on surface, W/m2 

Q heat capacity, kWh 
ri,j grid refinement factor 
s surface area, m2 

S volume heat source, W/m3 

t time, s 
T temperature, K 
v→ velocity, m/s 
V volume of the geometry, m3 

V→ volume flow rate, m3/s 
w width of the geometry, m 

Greek symbols 
δ1 distance between the fins and container wall, m 
δ2 fin spacing, m 
ε small number to prevent division by zero, 0.001 
θ dimensional temperature 
κ thermal conductivity, W/(m⋅K) 
ρ density, kg/m3 

Subscripts 
avg average 
ext external 
in inlet or inside 
l liquid 
max maximum 
out outlet or outside 
s solid 

Abbreviations 
CFD computational fluid dynamics 
GCI grid convergence method 
HXCR heat exchange capacity rate, W/K 
NHT numerical heat transfer 
PCM phase change material 
TES thermal energy storage  
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were calculated using a user-defined function. The heat content during 
the melting and solidification processes in the numerical model agreed 
well with the experimental results. 

Recently, data centers have become more and more popular and 
consume approximately 3% of the global electric power [27]. However, 
the local overheating of IT equipment threatens the safe operation of 
data centers. In addition to the electric chillers used for cooling[28], 
attempts have been made to combine traditional cooling systems with 
latent TES to improve the flexibility and buffer capacity of the cooling 
system of the data center. Latent TES can provide flexibility for energy 
systems to integrate large shares of other renewable energy sources [29]. 
Furthermore, owing to the strong fluctuation in the heat load, an electric 
chiller should be designed to match the peak demand. As a buffer, a 
cooling system with latent TES can reduce the power of the electric 
chiller and therefore improve the system efficiency and stability[30]. 

Ma et al. [31] designed a system integrated with a shell-and-tube 
latent TES for the emergency cooling of a data center. The melting 
temperature of the PCM was 10–12 ◦C. This reveals that the proposed 
prototype can maintain operational servers for approximately 6 min. 
Huang et al. [32] proposed a ceiling air conditioner with a latent TES to 
alleviate the need for an uninterruptible power supply system (UPS). 
The shape of the heat exchanger was smooth plate containing the PCM 
with a phase change temperature ranging between 25 and 27 ◦C. The 
results showed that the heat storage could satisfy the cooling require-
ment of 300 s of emergency cooling under all working conditions. Fang 
et al. [33] numerically calculated a basic cooling unit with a shell-and- 
tube TES and evaluated the effect of the thermal conductivity of the PCM 
on the capacity effectiveness of the cooling system. The results showed 
that this novel cooling unit could provide approximately three times the 
thermal energy provided by the equivalent water tank. Zheng et al. [34] 
proposed an air-based phase-change cold storage unit for emergency 
cooling of a Data Center. The PCM is encapsulated in a shell plate. The 
results showed that rearranging the containers from in-line to staggered 
form, the average exergy efficiency during the discharging process has 
been improved by 3%. 

As mentioned above, the latent TES used for data center cooling is 
still in its early stage, and its thermal performance must be studied and 
optimized. Existing studies used shell-and-tube or flat-plate heat ex-
changers. Owing to the requirement of data centers that the cooling 
system transfer heat loads quickly, it is necessary to improve the heat 
transfer power. 

Numerical models of latent TES at low temperatures mainly use the 
enthalpy method or effective heat capacity method to simulate the phase 
change process. The advantages and disadvantages of these two methods 
of latent TES for datacenter cooling are unclear. In practice, thermo-
physical properties such as latent heat and specific heat capacity depend 
on the temperature and phase change state. In addition, supercooling 
may occur during the solidification of some PCM. This resulted in the 
storage and release of heat complexes. It is important to determine the 
method that can obtain better results than actually tested. 

Accordingly, this study emphasizes the selection of a suitable CFD 
model of a fin-tube latent TES for datacenter cooling. The outlet tem-
perature, absorbed heat, and heat transfer power are selected to validate 
the enthalpy and effective heat capacity methods developed in this 
study. In addition, the effect of supercooling during the solidification 
process is analyzed based on the heat transfer power. Finally, the heat 
exchange capacity rate (HXCR) of the heat storage system is determined 
using a CFD model. The variation in the HXCR with the status of melting 
or solidification is obtained to determine the optimized part-working 
strategy of this latent heat storage prototype. The findings of this 
study provide a good reference for the design and optimization of latent 
TES for cooling data centers. 

2. Experimental method 

A latent TES storage unit was tested in a heat storage test facility at 

the Technical University of Denmark (DTU). The heat storage unit in-
cludes 153.1 kg Rubiterm SP 15 with a phase change temperature of 
15 ◦C enclosed in a stainless container. A tube-and-fin heat exchanger 
was inserted into the melting PCM. The prototype was designed to store 
energy from the cooling system and transfer heat loads away from the 
data center. The dimensions of the latent TES container were 1150 mm 
× 200 mm × 710 mm. Fig. 1 illustrates the details and diagram of the 
storage unit. Fig. 1 (a) and (b) show the heat exchanger and the exterior 
of the TES unit, respectively. For simplicity, this figure does not include 
the insulating cover. The heat exchanger consisted of stainless-steel coil 
tubes and aluminum fins. There were 265 parallel fins from the top to 
bottom of the heat-storage system. The distance between fins was 2 mm. 
The gap between the edge of the fins and the container wall was 35 mm. 
As shown in Fig. 1 (c) and (d), water passes through the coil tubes, 
heating or cooling the PCM in the container. There were 13 parallel 
tubes and channels in this unit. A tube or channel is shown as an example 
in Fig. 1 (c) (marked in red). In each channel, the tube is composed of a 
coil with a spacing of 76.6 mm. Because the hydraulic length of the tube 
was the same for the 13 channels, it was reasonable to assume that water 
was distributed uniformly among the 13 channels. Thus, the thermal 
performance of the entire latent TES unit can be predicted using the CFD 
model of a typical channel. With the exception of the two channels at 
both ends, a CFD model of a typical channel (subunit) was created, as 
shown in Fig. 1 (e). Each subunit included a coil tube with one inlet and 
one outlet. 

Three PT100 temperature sensors are installed [35]. One was fixed 
20 mm from the outside of the container wall to measure the ambient 
temperature. The inlet and outlet pipes of the heat exchanger (shown in 
Fig. 1b) were connected to the laboratory test setup using T-shaped 
tubes. The T-shaped tubes were specially designed so that the other two 
PT100 sensors inserted in the tubes were against the flow directions in 
the inlet and outlet pipes. The aim was to secure an accurate measure-
ment of the temperature sensors. The piping was well-insulated around 
the measurement points. Fifteen copper and constantan thermocouples 
(Type T) (p1–p15) were installed at different positions, as illustrated in 
Fig. 2 [35]. Thermocouples p1 and p2 were used to measure the ambient 
temperature, which is not shown in the figure. p3–p8 were arranged 
between the two fins and immersed 25 mm from the edge of the fins. 
p3–p5 recorded the temperatures at the outlet side, whereas p6–p8 
recorded the temperatures at the inlet side. Additionally, p9–p13 were 
distributed in the gap between the fins and walls of the container in the 
vertical direction. Temperatures at the top and bottom of the storage 
container were measured at p14 and p15, respectively. The maximum 
measurement uncertainty is ± 0.1 K for the PT 100 temperature sensors 
and ± 0.4 K for the thermocouples. In terms of the volume flow rate, two 
Kamstrup flowmeters were used with a measurement uncertainty of ±
1% [36]. 

A constant inlet temperature was maintained using the laboratory 
test setup. Inlet temperatures applied during the melting process is 
25 ◦C, which is the required temperature of data center. Inlet temper-
atures applied during the solidification process is 9 ◦C, which is the 
design temperature of cooling system. The volume flow rates applied in 
the test cycles were 5 and 10 L/min. 

3. Numerical method 

3.1. Geometry and mesh 

To reduce the computing resource requirements, it is necessary to 
simplify the geometry. There were 13 parallel channels in total in the 
latent TES unit, and the distributor at the top of the storage container 
distributed the water uniformly. A typical channel was selected to 
represent the entire unit, as shown in Fig. 1 (e). The thicknesses of the 
tubes and fins were 2 mm and 0.1 mm respectively. The tube was 16.2 
mm. The main assumptions of this study are as follows. 
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(1) The 13 parallel channels have the same thermal conditions, 
neglecting the effects of the two ends of the heat exchanger.  

(2) The thickness of the container wall is neglected due to the 
following reasons. Firstly, the number of mesh elements 
including walls is much larger than that without walls, which is 
difficult to solve. Secondly, the container wall was made of steel 
with a thermal conductivity much higher than that of the PCM. 
Therefore, it was reasonable to disregard the temperature dif-
ference between the inner and outer surfaces of the container 
wall. A method for calculating the heat transfer resistance on 
both sides of a wall is introduced in Section 3.2. Moreover, the 
thermal capacity of the container wall was considered to be the 
total heat capacity of the PCM based on the total mass and spe-
cific heat capacity of the container wall.  

(3) The volume flow rate of the heat transfer fluid was equal to or 
lower than 10 L/min. The Reynolds number Re corresponding to 

the maximum volume flow rate (10 L/min) was approximately 
1550, which is lower than the turbulent transition threshold 
(2400); therefore, the flow was considered incompressible and 
laminar.  

(4) The Boussinesq approximation was used to calculate the effect of 
natural convection during the PCM melting. The density was 
constant in all solved equations, except for the buoyancy term in 
the momentum equation [37].  

(5) The material properties of the PCM except specific heat capacity 
are constant. 

Fig. 3 shows the mesh used in this study. A hybrid mesh with 
structured and unstructured elements was generated using Ansys® 
Mesher, Release 2020R1. Fig. 3 (a) and (b) show the meshes at the top 
and bottom of the storage, respectively. Fig. 3 (c) shows a sweep mesh 
along the direction of the fin array. Three mesh schemes with 705678, 
1547701, and 3,680,035 elements were generated to validate the mesh 

Fig. 1. The details and diagram of the latent TES for data center cooling. (a) Heat exchanger with fins. (b) The heat exchanger in container. (c) The top view on the 
heat exchanger. (d) The bottom view on the heat exchanger. (e) The diagram of the subunit used in the numerical model. 

Fig. 2. The positions of the different thermocouples in the storage prototype.  

Fig. 3. The details of the mesh of the cold storage. (a) The top view, (b) the 
bottom view, (c) the view from upper left, and (d) the view from lower left. 
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independence (see Section 3.6). 

3.2. Boundary conditions and materials properties 

Because the simplified CFD model represents 1/13 of the entire 
storage unit, a translation-periodic boundary condition was adopted at 
the interfaces between the subunits, as shown in Fig. 3 (c). 

The heat loss coefficient on the wall of the subunit was considered 
by: 

U =
1

Rsi + R + Rse
(1) 

where, Rsi (0.1 m2⋅K/W) is the thermal resistance between the PCM 
and container wall, and Rse (0.14 m2⋅K/W) is the external thermal 
resistance between the insulation and environment. R is the thermal 
resistance of the container wall and insulation and is defined as 

R =
δc

λc
+

δins

λins
(2) 

where δc (0.002 m) and δins (0.05 m) are the thicknesses of the 
container wall and insulation, respectively. λc (70.2 W/(m2⋅K)) and λins 
(0.04 W/(m2⋅K)) are the thermal conductivities of the container wall and 
insulation, respectively. The heat loss coefficient was adopted as 0.65 
W/(m2⋅K), respectively. The wall thermal conditions are defined as 
follows: 

− k
∂T
∂nw

= U(Ta − Tw) (3) 

The volume flow rates of the water were 5 and 10 L/min, which were 
the same as those in the experiment. According to the design tempera-
tures of data center and cooling system, the heat storage prototype 
should work between 9 ◦C and 25 ◦C. The numerical simulation started 
with an initial temperature, 9 ◦C of the storage unit, which was heated 
by the water with an inlet temperature of 25 ◦C. When all PCM melted, 
the melting process was considered. The solidification process started 
immediately by switching the inlet temperature to 9 ◦C until all the PCM 
solidified again. The inlet temperatures were used as follows: 

Tin =

{
25 ◦C melting
9◦C solidification (4) 

Table 1 lists materials properties used in the model including the 
PCM, water, steel tubes and aluminum fins. The material properties of 
the PCM are supported by the data from Rubitherm [38]. The data 
mentions that the PCM has a high viscosity in the liquid state, without 
accurate value. Thus, a large viscosity value was selected. The sensitivity 
study on viscosity should be added in future work. 

The storage prototype consisted of a container, insulation covering 
all sides, a heat exchanger, water in coil pipes, and a PCM in the 
container. Table 2 lists the weights and heat capacities of storage com-
ponents. The heat capacity was evaluated according to the specific heat 

capacity in the temperature range of 9–25 ◦C. The data in the table 
indicate how each component is considered in the numerical model. 

The commercial computational fluid dynamic (CFD) software 
Ansys® Fluent, release 2020R1, was used to set up the numerical model. 
SIMPLEC was employed as the pressure–velocity coupling scheme. The 
spatial discretization methods of the pressure, momentum, and energy 
equations were based on second-order, first-order upwind, and second- 
order upwind schemes, respectively. The time discretization method is a 
first-order implicit scheme. Calculations were performed based on high- 
performance clusters (HPC) at the DTU [39]. 

3.3. The enthalpy method 

The default enthalpy method was implemented using the solidifica-
tion and melting model in Fluent. Instead of tracking the liquid–solid 
front explicitly, the liquid fraction, which indicates the fraction of the 
cell volume in the liquid form, is associated with each cell in the domain. 
The liquid fraction of each cell was calculated using the governing 
equations. A mushy zone was introduced in the cells where the liquid 
fraction was between 0 and 1. The governing equations are as follows 
[40]: 

Continuous equation: 

∂ρ
∂t

+∇⋅(ρ v→) = 0 (5) 

Momentum equation: 

(ρ v→)+∇⋅(ρ v→ v→) = − ∇p+∇⋅(τ)+ ρ g→+ F→ (6)  

F→=
(1 − f )2

(
f 3 + ε

)Amush v→ (7) 

Energy equation: 

∂
∂t
(ρH)+∇⋅(ρ v→H) = ∇⋅(k∇T)+ S (8) 

where f is the liquid volume fraction: 

f =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

0T < Ts

T − Ts

Tl − Ts
Ts < T < Tl

1T > Tl

(9) 

where subscript s represents the solid and l represents the liquid. 
In eq. (7), ε is a small number (0.001) to prevent division by zero 

[40], Amush is the mushy zone constant (105 default values used in 
Fluent). Small values of Amush result in unrealistic predictions, whereas 
large values of Amush results in delayed predictions [41]. H is the 
enthalpy, defined as 

H = h + ΔH
ΔH = fL (10) 

where L is the latent heat of the PCM. According to the definition of 
liquid fraction and enthalpy, the latent enthalpy, ΔH, remains a linear 

Table 1 
Materials properties used in the model.  

Property SP15  
[38] 

water [26] steel Al 

Density, (kg/m3) 1375 784 + 1.6595 T-0.0032 
T2 

7870 2700 

Specific heat capacity, 
(J/(kg⋅K)) 

2000 5641–9.1467 T +
0.0143 T2 

440 900 

Thermal conductivity, 
(W/(m⋅K)) 

0.6 − 0.3222 + 0.0046 T-5 
× 10-6T2 

70.2 238 

Viscosity, (Pa⋅s) 10.3 5 × 1011T− 5.954   

Heat of fusion, (kJ/kg) 155 –   
Melting temperature, 

(◦C) 
15–17 –   

Solidification 
temperature, (◦C) 

10–12 –    

Table 2 
The weight and heat capacity of each component of the storage prototype.  

Component Weight, 
(kg) 

Heat capacity 
(kWh) 
(9–25 ◦C) 

If modeled? 

Empty container  52.0  0.1 Converted into PCM 
Heat exchanger  39.7  0.16 Yes 
Insulation cover  5.8  – Measured heat loss 

coefficient 
Water in coil 

pipe  
13.1  0.24 Yes 

PCM in 
container  

153.1  7.23 Yes  
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function with temperature. 

3.4. The effective heat capacity method 

For the effective heat capacity method, the same equations as 
mentioned above were used. The basic difference between the two 
methods is that the effective heat capacity method converts the latent 
enthalpy into a sensible enthalpy by defining the effective specific heat 
capacity with respect to temperature, which can be defined as 

Cp,s T < Ts
0.5 × Cp,s + 0.5 × Cp,l + f (T)L Ts < T < Tl
Cp,l T > Tl

(11) 

where f (T) is a temperature-dependent function that converts latent 
heat to a specific heat capacity. Thus, enthalpy remains a user-defined 
function with temperature. Different functions of this method have 
been implemented in previous studies. It is shown that using the 
experimental data measured by DSC is more suitable than using other 
functions such as square-wave and Gaussian functions [42]. In this 
study, the function was fitted according to the partial enthalpy distri-
bution measured using Rubitherm, which was shown in Table 3 [38]. 

3.5. Parameters used for model verification and comparison 

The parameters used for model verification and comparison were 
determined as follows: 

The absorbed heat by the heat exchanger was defined as: 

Qabs =

∫ t

0
qabs

=

∫ t

0
ṁCp(Tout − Tin)

(12) 

where qabs is the heat transfer power (W); ṁ is the mass flow rate (kg/ 
s); Tout and Tin are the water temperatures at the inlet and outlet, 
respectively. Because the temperature difference between the storage 
prototype and the ambient environment was small, the heat loss was not 
important for calculating the heat absorbed by the heat exchanger. 

The absorbed heat by the heat exchanger can also be calculated by: 

Q =

∫

Sout

qs,outds −
∫

Sinner

qs,inds (13) 

where qs,in and qs,out are the heat fluxes on the surfaces of the inner 
and outer tubes, respectively. 

A GCI grid error analysis [43] was implemented to estimate the 
discretization error, in which only three meshes were required. r21 and 
r32 represent the ratios of the mesh sizes, which are defined as 

ri,j =

̅̅̅̅̅
V
Ni

3

√ /√

3
V
Nj

(14) 

where Ni and Nj denote the element numbers of the coarse and fine 
meshes, respectively. V is the total volume of the subunit. 

Moreover, θout is the dimensionless temperature of the outlet, 
defined as: 

θout =
Tout − Tin

Tout,final − Tin
(15) 

θext is the extrapolated value estimated using this method, which 
corresponds to an infinite mesh. 

GCI is the discretization error, defined as: 

GCI21 =
1.25

⃒
⃒
⃒

θ1
out − θ2

out
θ1

out

⃒
⃒
⃒

rn
21 − 1

(16) 

where n is apparent order, defined as: 

n =
1

ln(r21)

⃒
⃒
⃒
⃒
⃒
ln

⃒
⃒
⃒
⃒
⃒

θ3
out − θ2

out

θ2
out − θ1

out

⃒
⃒
⃒
⃒
⃒
+ ln

(
rn

21 − sgn
(
θ3

out − θ2
out

)

rn
32 − sgn

(
θ2

out − θ1
out

)

) ⃒
⃒
⃒
⃒
⃒

(17) 

The heat exchange capacity rate (HXCR) was determined by: 

HXCR = − ρCpV̇⋅ln
(

1 −
Tin − Tout

Tin − Tavg,PCM

)

(18) 

where Tin and Tout are the inlet and outlet temperatures of the water, 
Tavg,PCM are the average temperatures of the PCM in the storage unit, 
which were obtained directly using Fluent. The HXCR indicates the heat 
transfer ability, depending on the temperature difference. 

The heat transfer power can be calculated by: 

q = ρCpV̇(Tin − Tout) (19) 

The energy-weighted heat transfer power and HXCR were defined as: 

ϕavg =

∫ Qmax

0
QϕdQ (20) 

where ϕ denotes the heat transfer power or HXCR, Q denotes the heat 
content of the storage unit, and Qmax denotes the total heat capacity of 
the storage unit. 

3.6. Parameter selection 

The key parameters and mesh independence were examined using 
both methods. For brevity, only the enthalpy method results are pre-
sented in this section. 

A. Time step sizes. 
Fig. 4 shows the heat absorbed by the heat exchanger at a volume 

flow rate of 5 L/min with seven different time-step sizes. All the simu-
lations converged. 

Table 3 
Partial enthalpy distribution of the PCM [38].  

T (◦C) Partial enthalpy (kJ/kg) T (◦C) Partial enthalpy (kJ/kg) 

7 4 15 10 
8 4 16 72 
9 5 17 14 
10 4 18 10 
11 6 19 7 
12 6 20 9 
13 7 21 8 
14 10 22 11  

Fig. 4. The absorbed heat by the heat exchanger during the melting process in 
different times. 
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For the time-step sizes of 0.06, 0.1 s and 0.2 s, the absorbed heat by 
the heat exchanger during the melting process almost overlapped each 
other. For time steps of 0.5 s and 1 s, the heat absorbed by the heat 
exchanger was slightly different from that of the time step 0.06 s. The 
maximum difference was 0.0175 kWh. However, compared with the 
result at 0.06 s, the maximum differences for the time steps of 2 s and 5 s 
were 0.028 kWh and 0.043 kWh, respectively. Therefore, 1 s was 
selected as the optimal time step. 

B. Under-relaxation factor. 
To explore the optimal relaxation factor, a series of under-relaxation 

factors were used, and the results are shown in Fig. 5. In comparison 
with the result with an under-relaxation factor of 1 (default value), the 
maximum differences in the heat absorbed by the heat exchanger were 
0.111, 0.043, and 0.018 kWh for under-relaxation factors of 0.8, 0.9, 
and 0.95, respectively. 

Although all these simulations converged, a small under-relaxation 
factor yielded false solutions. To explore the effect of the under- 
relaxation factor on the reliability of the solutions, the heat absorbed 
by the heat exchanger during the melting process was calculated using 
three methods. The first and second methods are based on Eqs. (12) and 
(13), respectively. The third method involves directly reading the 
enthalpy change in Fluent. The results obtained using the three methods 
were similar. Fig. 6 illustrates the enthalpy change in the PCM with 
different under-relaxation factors. When the factor was 1.0, the heat 
absorbed by the heat exchanger using the three methods overlapped 
completely during the entire melting process. However, at a factor of 
0.8, the difference in the absorbed heat increased with time. This reveals 
that the smaller the under-relaxation factor, the larger is the difference 
in the absorbed heat obtained using the three methods. Because the 
smaller factor made the solution difficult to converge. As shown in 
Figs. 5 and 6, when the under-relaxation factor was 0.95 or 1, the 
simulation was reliable. For better convergence, an under-relaxation 
factor of 0.95 was selected. 

C. Mesh independence. 
The independence of the mesh was investigated using GCI analysis. 

In this analysis, only three-mesh results are required. More details can be 
found in theoretical research on GCI [43]. Three meshes with 705,678 
(mesh 1), 1,547,701 (mesh 2), and 3,680,035 (mesh 3) elements were 
generated to validate mesh independence. Table 4 lists the main pa-
rameters used for the mesh independence validation. As it is shown, the 
discretization error at the beginning was 8.6%, it became smaller than 
3% over time. 

Fig. 7 shows the extrapolated dimensionless temperatures of the 

outlet. According to the discretization error analysis, the mesh with 
3,680,035 elements was selected. 

4. Results and discussions 

4.1. Comparison of the two phase change models 

A. The results of the enthalpy method. 
Fig. 8 shows a comparison between the calculated and measured 

outlet temperatures. The simulation results agree well with those of the 
experiments during the melting process. During the solidification pro-
cess, there was a difference, particularly in the range of 1300–2100 min. 

During the experimentally measured solidification, the outlet tem-
perature first decreased and then increased slightly for approximately 
400 min and then decreased again until the solidification process was 
completed, which indicated that supercooling occurred during this 
period. However, Fluent cannot be used to model supercooling. There-
fore, the predicted outlet temperature continuously decreased. 

For the entire storage cycle, the maximum difference between the 
predicted and the measured outlet temperature was 4.5 K. In addition to 
supercooling, there were other reasons for the difference between the 
simulation and experiment. First, the initial temperature of the storage 
unit was nonuniform because of pre-cooling before the melting process 
in the experiment, whereas the average temperature was adopted in the 
simulation. Second, the viscosity of the PCM is highly temperature 
dependent; however, an estimated constant viscosity was used in this 
model. Thus, the effect of natural convection during melting may have 
been overestimated in some periods and underestimated in others. 
Consequently, the predicted temperatures deviate from the measured 
temperatures. 

Fig. 9 compares the heat absorbed by the heat exchanger in the 
simulation and experiment at a volume flow rate of 5 L/min. The ex-
periments showed that the heat absorbed by the heat exchanger was 
approximately 8 kWh. The maximum difference between the predicted 
and the measured absorbed heat were 8% during the melting process 
and 8.5% during the solidification process. Moreover, the differences 
between the predicted and the measured absorbed heat using the 
enthalpy method were 1.4% and 1.5% at the end of the melting and the 
solidification processes, respectively. 

The heat transfer power of the heat storage unit was also investi-
gated. Fig. 10 (a) and (b) show that the heat transfer powers calculated 
using the enthalpy method agree well with those of the experiment. As 
shown in Fig. 10 (b), the heat transfer powers of the enthalpy method 
were larger than those of the experiment at 100–400 min and smaller at 
400–800 min after the start of the solidification process. The heat 
transfer power was lower during 0–100 min because the specific heat 
capacity was a constant and smaller than the actual value. According to 
eq. (20) with a volume flow rate of 5 L/min, the energy-weighted 
average heat transfer power was 2290 W for the melting process and 
920 W for the solidification process. 

B. The results of the effective heat capacity method. 
Fig. 11 shows a comparison of the outlet temperature of the effective 

heat capacity method and that of the experiment at a volume flow rate of 
5 L/min. For the entire storage cycle, the maximum difference between 
the predicted and measured outlet temperature was 1.7 K using the 
effective heat capacity method. This reveals that this method can predict 
a better outlet temperature than the enthalpy method because of the 
specific heat capacity function fitted using the method described in 
Section 3.4. Fig. 12 shows the specific heat capacity fitted according to 
the data measured using the Rubitherm. 

Fig. 13 shows a comparison of the heat absorbed by the heat 
exchanger using the effective heat capacity method and an experiment 
with a volume flow rate of 5 L/min. In the effective heat capacity 
method, the maximum difference during the melting process was 6%, 
whereas it reached 22.7% during the solidification process. Owing to 
supercooling, solidification in the experiment occurred anywhere it 

Fig. 5. The absorbed heat by the heat exchanger during the melting process in 
different under-relaxation factors. 
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reached the supercooling temperature, resulting in a continuous 
decrease in absorbed heat at a rather stable pace. Lacking the capability 
to model supercooling, the speed of the decrease in the absorbed heat 
became increasingly slower. The other reason was that the difference 
between the inlet and outlet temperatures was small in the time range 
from 1300 min to 2250 min. Although the predicted outlet temperature 
using the effective heat capacity method agreed well with that of the 
experiment, the small temperature difference still had a significant effect 
on the heat content calculation. 

Moreover, the differences between the predicted and measured heat 
absorbed by the heat exchanger obtained using the enthalpy method are 
smaller than those obtained using the effective heat capacity model. In 
conclusion, the enthalpy method provided a better prediction of the heat 
absorbed by the heat exchanger of the storage unit. 

The heat transfer power of the heat storage unit was also investi-
gated. This is shown in Fig. 14 (a) and (b), respectively. During the so-
lidification process from 0 to 400 min, the heat transfer power of the 
effective heat capacity method was higher than that of the experiment. 
This is the reason for the larger difference in the absorbed heat during 
this period, as illustrated in Fig. 13. 

A comparison of the outlet temperature, absorbed heat, and heat 
transfer power revealed that the model based on the effective heat ca-
pacity method predicted better local benefits from the effective Cp fitted. 
However, the global maximum difference in this method was larger 
owing to the lack of a supercooling model. The relationship between the 
effective specific heat capacity and temperature directly affected the 

Fig. 6. The absorbed heat by the heat exchanger calculated using different methods.  

Table 4 
Grid convergence index analysis.  

t, (min) r21 r32 θout, 1 θout, 2 θout, 1 θext, 12 GCI21 

10  1.34  1.30  0.284  0.294  0.287  0.265  8.6% 
20  1.34  1.30  0.414  0.424  0.418  0.398  4.8% 
40  1.34  1.30  0.513  0.519  0.516  0.507  1.6% 
60  1.34  1.30  0.597  0.600  0.596  0.584  2.6%  

Fig. 7. The dimensionless temperature of the outlet of three meshes and 
extrapolated value. 
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results. The results demonstrate that the data measured by Rubitherm 
agree well with the experimental results during the melting process. 
Therefore, it is necessary to obtain a more accurate heat capacity dis-
tribution by considering supercooling. Although the enthalpy method 
has a similar problem, the smaller heat transfer power at the beginning 
of the solidification process can reduce the difference resulting from the 
larger heat transfer power compared with that in the experiment. Thus, 
the results of the enthalpy method agree better with the overall exper-
imental results. Consequently, the enthalpy method was used in the 
subsequent experiments. 

4.2. Method validation with variation of volume flow rate 

In addition to the results for the 5 L/min volume flow rate, a 10 L/ 
min volume flow rate was simulated and tested in the experiment. 
Fig. 15 shows the outlet temperature and heat absorbed by the heat 
exchanger over time. The calculated results at a volume flow rate of 10 
L/min agreed well with the experimental results. The heat absorbed by 
the heat exchanger at the end of the melting and solidification processes 
was nearly identical to that in the experiment. 

At a volume flow rate of 10 L/min, the thermal energy stored during 

the melting process was 8 kWh independent of the volume flow rate. The 
prototype required 918 min for complete charging. The melting time 
was shorter than that at 5 L/min (1256 min) because an increase in the 
water flow rate enhanced the heat transfer of the tubes. Although the 
solidification test was not completed in the case of 10 L/min, the so-
lidification time was 650 min, whereas the case with 5 L/min required 
950 min to reach the same amount of heat absorbed by the heat 
exchanger. 

Fig. 16 shows the predicted and measured heat transfer powers at a 
volume flow rate of 10 L/min. Owing to the higher velocity of the water 
in the tube, the heat transfer power during the main time period, 0–100 
min for the melting process and 0–400 min for the solidification process, 
varied in the range of 500–5000 W. The energy-weighted average heat 
transfer powers were 3370 and 1470 W at a volume flow rate of 10 L/ 
min. An increase in the water volume flow rate increased the average 
heat transfer power by 47% and 59%. 

4.3. Heat exchange capacity rate (HXCR) with different flow rates 

Fig. 17 shows the HXCR during melting at different volume flow 
rates. Latent heat storage may start or end in a non-fully charged state, 

Fig. 8. The outlet temperature of the results of experiment and the enthalpy method with a flow rate of 5 L/min.  

Fig. 9. The absorbed heat by the heat exchanger using the enthalpy method with the volume flow rate of 5 L/min.  
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which is determined by the control system of the data center. The HXCR 
can be used to evaluate the heat transfer power quickly if the storage 
temperature and state of charge are known. Thus, the HXCR is crucial for 
selecting the volume flow rate under the current system state and 
cooling requirements. 

According to eq. (18), the average temperature of the PCM is 
necessary to calculate the HXCR, which is difficult to measure experi-
mentally, but easy to obtain via numerical simulation. The state of 
charge is defined as the ratio of the thermal energy absorbed to the total 
heat capacity of the storage unit. The state of charge was used because 
the HXCRs of different volume flow rates can be compared on a fair 
basis. 

Firstly, it shows that the HXCR increases with an increase in the 
volume flow rate at the same state of charge. This was because of the 
higher velocity of the water in the tubes. No slowdown in the increase in 
HXCR was observed with variations in the volume flow rates. However, 
further consideration is required when a larger volumetric flow rate is 
used because of the pressure drop. 

Secondly, as shown in Fig. 17, the HXCR during the melting process 
dropped at the beginning, then remained constant, and dropped again. 
According to eq. (18), the HXCR depends on the ratio of the two 

Fig. 10. The heat transfer power using the enthalpy method with the volume 
flow rate of 5 L/min. 

Fig. 11. The outlet temperature of the results of experiment and the effective heat capacity method with a flow rate of 5 L/min.  

Fig. 12. Effective heat capacity used in the numerical model.  
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differences: the difference between the inlet and outlet temperatures 

and the difference between the inlet temperature and the average tem-
perature of the PCM. Initially, the temperature of the PCM increased 
more slowly than that of the water in the pipes, and the aforementioned 
ratio decreased. Subsequently, the PCM melted at the phase-change 
temperature, and the outlet temperature of the water was also stable. 
As a result, the HXCR maintained a constant value during this period. 
Finally, with an increase in the average temperature of the PCM, the 
ratio decreased, resulting in a decrease in the HXCR. Fluctuations were 
observed in the inlet temperature. When the charge status with a volume 
flow rate of 5 L/min was between 0.1 and 0.2, the inlet temperature 
increased consistently, resulting in an increase in the ratio mentioned 
above. Thus, the HXCR increases slightly during this period. 

The HXCR decreased significantly towards the end of the melting 
process. During the last 50% of the process, the volume flow rate had a 
slight effect on the HXCR, as shown in Fig. 17. To achieve the desired 
heat transfer power and HXCR of the heat storage unit, it is beneficial to 
stop the melting and solidification processes before the heat transfer 
power or HXCR drops below a certain threshold. This technique can also 
be used to avoid supercooling because unmelt crystals serve as nucle-
ation sites and trigger spontaneous solidification. 

Table 5 lists the energy weighted HXCR with a variation of different 
state of charge. With the increase of the state of charge/discharge, the 
energy weighted HXCR decreased because of low heat transfer rate at 
the end of the melting or solidification process When the PCM melting as 
a 70% maximum capacity, the average HXCRs calculated by eq. (20) of 
the melting process reached 580 W/K with a 5 L/min flow, 690 W/K 
with a 10 L/min flow respectively. 

5. Conclusions 

Numerical models of latent heat storage for data center cooling were 
developed and validated against measurements. Two phase-change 
models, namely the enthalpy and effective heat capacity methods, 
were investigated. The optimized time step and under-relaxation factor 
were determined using a series of parameter studies. The outlet tem-
perature, heat content of the storage unit, heat transfer power, and heat 
exchange capacity rate were determined for two different volume flow 
rates of the heat transfer fluid (5 and 10 L/min). The major conclusions 
are summarized as follows:  

(1) The effective heat capacity method could satisfactorily predict 
the thermal performance of heat storage during the melting 
process. However, a significant deviation from the measurements 

Fig. 13. The absorbed heat by the heat transfer using the effective heat capacity method with the flow rate of 5 L/min.  

Fig. 14. The heat transfer power using the effective heat capacity method with 
the flow rate of 5 L/min. 
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Fig. 15. The results of the enthalpy method and the experiment with a 10 L/min volume flow rate.  

Fig. 16. The heat transfer power of the simulation and the experiment with the volume flow rate of 10 L/min.  
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during the solidification process was observed. The heat absorbed 
by the heat exchanger, predicted using the enthalpy method, 
agreed well with that of the experiment during melting and so-
lidification. Therefore, the enthalpy method is considered supe-
rior to the effective heat capacity method. Further modification of 
the effective heat capacity with the temperature is required to 
improve the agreement between the results.  

(2) The water flow rate affects heat transfer. An increase in the water 
volume flow rate from 5 to 10 L/min increased the average heat 
transfer power by 47 and 59% for melting and solidification 
processes. The melting and solidification times were reduced by 
338 min and 311 min, respectively. 

(3) The energy-weighted heat exchange capacity rate during the so-
lidification process was lower than that during the melting pro-
cess because of the small temperature difference. This is because 
of the smaller temperature difference for heat transfer caused by 
supercooling. An increase in the volume flow rate increases the 
heat exchange capacity rate during the melting process. Howev-
er, the effect becomes slight at the final 50% process. Thus, 
working at a partial capacity is helpful for increasing the heat 
transfer performance. Compared with the case working as 95% of 
full capacity, the average heat exchange capacity rate of the 
melting process increased by 27.5% with a 5 L/min flow, 30.7% 
with a 10 L/min flow respectively. 
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