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A B S T R A C T   

Pit thermal energy storage (PTES) is an efficient renewable energy storage technology widely used in large-scale 
solar district heating systems. Accurate modeling of mixing in a PTES due to inlet flow is key in calculating heat 
storage performance. However, the commonly used one-dimensional PTES models fail to consider inlet mixing 
due to the three-dimensional nature of the mixing flow. This research adopts a three-dimensional model to 
analyze the dynamic behavior of inlet mixing inside the PTES. The model is validated against measurements of 
the Dronninglund PTES. To quantify the inlet mixing impact, two performance indicators (i.e., the penetration 
height (Z) and the energy distribution ratio (ηj)) are proposed. The parametric analysis revealed that Z is more 
dependent on the Reynold (Re) number than the Froude (Fr) number, while both the Re and Fr numbers influence 
ηj. According to the dimensional theory, the penetration height Z shows a power-law relation with time. For the 
energy distribution ratio ηj, a power-law relation with time is seen, although an asymptotic formula is needed in 
the region of a negative buoyancy jet. Finally, the inflow mixing inside the PTES is characterized under various 
operating conditions by empirical correlations. The results of this study could be used to improve the current 
one-dimensional heat storage models in terms of inlet mixing.   

1. Introduction 

To reduce dependence on traditional fossil energy while achieving 
net-zero emissions, large-solar district heating system shows growing 
interest [1,2]. However, solar energy resource are insufficient in the 
heating seasons but abundant in the non-heating seasons [2]. The 
mismatch between thermal energy demand and solar thermal produc
tion can be addressed using seasonal heat storage, resulting in higher 
utilization of solar energy [3]. Water is recognized as the best sensible 
heat storage material below 100 ◦C due to its low cost, high heat storage 
capacity, and environmental friendliness [4]. Therefore, water is widely 
used for different thermal energy storage techniques. Thermal stratifi
cation inside the storage is usually created by the buoyancy separation 
of hot and cold water inside the thermal storage, which significantly 
influences the thermal performance of solar heating systems [5–7]. 

Several heat transfer mechanisms can result in the loss or degrada
tion of thermal stratification in thermal storage [8,9], for instance, 

thermal conduction in the storage due to the vertical temperature 
gradient, heat loss through the top insulation, and mixing at the inle
t/outlet. Typically, the mixing effect is expected to occur in a small re
gion near the inlet, but under unfavorable conditions, mixing may 
expand to the majority of the storage volume [10]. The leading cause of 
destratification, particularly for direct charge/discharge of thermal 
storage, is inlet mixing during the charge/discharge process [11]. 

Numerous experimental and numerical studies have been conducted 
to reduce inlet mixing. Some of them focused on creating correlations to 
guide the design of inlet configurations. For instance, a correlation for 
vertical inlet extraction efficiency based on the inlet Reynolds (Re) 
number, Grashof (Gr) number, and tank aspect ratio was established 
[12]. On that basis, the extraction efficiency for horizontal inlets was 
further adjusted [13]. Deng et al. [14] emphasized inlet configurations 
to where with water entering the thermal storage at a uniform low flow 
rate, favoring thermal stratification. In this context, inlet/outlet dif
fusers with baffle plates [14–18] and porous manifolds inlets [19–21] 
have been successfully suggested. Radial diffusers have recently been 
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studied in detail using Computational Fluid Dynamic (CFD) and exper
iments by Findeisen et al. [22–26]. They emphasized that when there 
was a large distance between the diffuser and storage top wall, the 
stratification quality could be significantly reduced due to strong mix
ing. Therefore, they suggested mounting the diffuser on the top of the 
storage tank to improve the thermal stratification. 

1.1. Modeling of inlet mixing 

Computational modeling of heat transfer and fluid flow in solar 
heating systems provide a valuable tool for evaluation of system per
formance [27]. Therefore, mathematical models of thermal storage are 
developed for integration into the system’s dynamic simulations. The 
commonly used models are mostly based on simplified one-dimension 
energy balance approaches. These approaches significantly reduce the 
model complexity but also mean that the detailed flow structures, 
especially the three-dimensional phenomena of inlet mixing, cannot be 
directly modeled. 

In the early years, some researchers considered the mixing processes 
by introducing an eddy conductivity factor into the energy equation to 
compensate for the discrepancy in one-dimensional models. Oppel et al. 
[28] established a functional relation of inlet eddy conductivity factor 
for circular inlets and solid circular plate inlets using the Re number and 
Richardson (Ri) number. When used with a one-dimensional model, the 
obtained correlations gave good predictions of the thermocline devel
opment. Zurigat et al. [17,29] further characterized the turbulent mix
ing for various inlet configurations using the same methods. Those inlet 
configurations included side inlet, side inlet with perforated baffle, 
impingement inlet, solid diffuser, perforated diffuser, and perforated 
diffuser with a solid center. Their study showed that the effective 
diffusivity factor could be a practical measure for quantifying mixing 
effects introduced by different inlet configurations. Najem and Rafaee 
[30] also incorporated an eddy conductivity factor into their finite 
element model, which agreed with the experimental results. 

In recent years, researchers have attempted to characterize the 
mixing effect by quantifying the mixing region geometry or mixing co
efficient. The ratio of the sum of the mixing zone and the inflow heat 
capacities to the mixing zone heat capacity is known as the mixing co
efficient. It was found that the mixing coefficient can be expressed as a 
function of Re and Ri numbers [31]. Further, Karim et al. [32] found that 

after the thermocline formation, the inlet flow velocity could be 
increased without increasing the inlet mixing. They adjusted the mixing 
coefficient versus inflow velocity when achieving a fully developed 
thermocline. Shah and Furbo [16] carried out both theoretical and 
experimental analysis to characterize the inlets impact on the thermal 
conditions. The findings indicated that the Ri number, tapped water 
volume percentage, temperature difference, and thermal expansion co
efficient all impacted the changes in entropy and exergy during 
discharge. However, the limited amount of experimentally obtained 
data could not propose the correlation of these parameters. Further 
research by Jordan and Furbo [33] revealed that the inlet height could 
be defined as a function of the inlet mass flow rate and density difference 
in the storage tank. In this case, the degree of mixing under different 
operating conditions could be characterized in a one-dimensional model 
by changing the inlet position during the dynamic simulation. The 
simulated results of the storage temperature distribution were more 
consistent with the measured results when using a variable inlet height 
than when using a fixed inlet height. 

Furthermore, Nizami et al. [27] developed a new one-dimensional 
model capable of considering the mixing characteristics created by 
vertical inflow. According to parametric CFD studies, jet penetration 
depth and entrainment mass flow rates were obtained as a function of 
the Ri number and inlet diameter. The temperature predictions of the 
new model were compared to the experimental results with good 
agreement. However, it could not easily be extrapolated to other inlet 
configurations. Most recently, a new one-dimension model for tank 
thermal storage was proposed by Brecht et al. [34]. The model included 
two parameters in the energy equations, mixing coefficient and mixing 
zone height. The mixing coefficient had a linear relationship with the Re 
number, and the mixing zone height was related to the inflow Fr num
ber, inflow Re number, and the ratio of the inlet diameter to the tank 
diameter. The model demonstrated the significance of precisely 
modeling of the mixing effect generated by direct inflow in small-scale 
tank thermal storage, even with slight differences from the experi
mental results. 

1.2. Motivation 

According to the aforementioned literature, mixing may still occur 
under certain conditions, even with the proper inlet design. The one- 

Nomenclature 

Latin characters 
a Coefficient, [− ] 
b Coefficient, [− ] 
CFD Computational fluid dynamic, [− ] 
Cp Specific capacity, [J/kg‧K] 
c Coefficient, [− ] 
D Diameter, [m] 
F Buoyancy flux, [m4/s3] 
Fr Froude number, [− ] 
Gr Grashof number, [− ] 
g Gravity, [m/s2] 
H Distance between diffuser discs, [m] 
M Inlet momentum flux, [m4/s2] 
m Mass flow rate, [kg/h] 
Re Reynolds number, [− ] 
Ri Richardson number, [− ] 
PTES Pit thermal energy storage, [− ] 
T Temperature, [oC] 
t Time, [s] 
V Volume flow rate, [m3/h] 

v Inlet velocity, [m/s] 
Z Penetration height, [m] 

Subscripts 
bottom Bottom diffuser 
d Diffuser 
h Hydraulic diameter 
in Inlet 
j Number of layer in PTES 
m Mixed water 
middle Middle diffuser 
out Outlet 
start Energy starts to distribute in a layer 
top Top diffuser 
0 Initial 

Greek 
ρ Density, [kg/m3] 
μ Dynamic viscosity, [kg/m‧s] 
η Energy distribution ratio, [− ] 
θ Dimensionless temperature, [− ]  
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dimension models can be adjusted to improve the calculation accuracy 
by introducing the inlet mixing empirical correlations. However, all the 
reported methods incorporating the mixing effect are based on limited 
data from experiments or CFD simulations of small-scale thermal stor
age. In other words, the empirical relationships proposed in the studies 
can only apply to specific situations and may not be applicable to other 
heat storage, for example, large-scale water pit heat storage. 

The commonly used one-dimensional models for PTES are Type 342, 
Type 343, Type UGST, as well as the newly developed models Type 1535 
and Type 1536, which are built in the TRNSYS simulation software [3]. 
However, it is important to note that these existing models do not 
currently account for the phenomenon of the inlet mixing within PTES. 
For one thing, there is a lack of research on the influence of inlet mixing 
on PTES performance. Additionally, the mixing effect depends not only 
on the design of the PTES but also on its operating conditions [35], 
making it challenging to introduce the three-dimensional characteristics 
of inlet mixing into a one-dimensional model. 

Therefore, it is crucial to fully understand the effect of inlet mixing 
on PTES performance and to develop a straightforward method to 
incorporate it into the one-dimensional model to improve its calculation 
accuracy. 

1.3. Contribution and organization of the paper 

To address the above-mentioned research gaps, this study aims to 
analyze the potential inlet mixing phenomenon in the context of the 
Dronninglund project’s operational conditions. The primary focus is to 
develop a comprehensive understanding of the inlet mixing effect within 
the PTES, employing a full-scale three-dimensional CFD model. 

The developed CFD model allows for the visualization of the inlet 
mixing phenomenon, providing insights into its dynamic behavior 
within the PTES. Various operating scenarios are simulated to thor
oughly evaluate and quantify the impact of inlet mixing on PTES per
formance. In this instance, appreciate correlations are proposed to 
characterize the penetration height of the inlet mixing area and the 
energy distribution ratio for each layer. 

The findings of the investigations will further contribute to under
standing the inlet mixing phenomenon inside PTES and improving the 
calculation accuracy of one-dimensional models. 

2. Experimental study 

2.1. System overview 

The Dronninglund solar district heating (SDH) plant has been 
demonstrated to be one of the most successful projects. The system can 
cover up to 70% of the heat demand using renewable energy [36]. A 
schematic diagram of the Dronninglund SDH system is shown in Fig. 1. 
The system’s major components are two solar collector fields with a total 

aperture area of 35,573 m2, a 60,000 m3 pit thermal energy storage 
(PTES), and an absorption heat pump. During charging, the top of the 
PTES is heated by the heat from the outlet of the solar collector fields. 
Notably, the middle inlet/outlet (yellow line in Fig. 1) is used at certain 
times to help manage stratification within the PTES [37]. For instance, if 
the top of the PTES reaches 85 ◦C and the solar collector fluid is heated 
to 60 ◦C by the solar collector fields, the PTES is charged by the solar 
heat through the middle diffuser than the top diffuser. During discharge, 
when the PTES temperature is high enough, water is taken from the top 
of the PTES and used directly for the district heating grid. When the 
PTES temperature is too low for direct use, the heat pump extracts heat 
from the PTES, resulting in high storage efficiency [36]. In addition, the 
system is equipped with a combined heat and power plant fed by four 
gas engines, a bio-oil boiler, and a natural gas boiler to supply the 
remaining heat requirements [38]. 

It should be noted that due to the proper utilization of the PTES, the 
average solar fraction of the system can reach 40% in the past few years 
of operation. Therefore, this study will focus on understanding the dy
namic behaviors of the PTES during charging and discharging. An aerial 
view of the Dronninglund PTES and its inner structure during con
struction is shown in Fig. 2. 

2.2. The PTES design 

Dronninglund PTES consists of the water body, the cover, the 
connection pipes, and the inlet/outlet diffusers as depicted in Fig. 3 (a). 
The water body is shaped like a regular quadrilateral pyramid with a 
base side length of 26 m, a top side length of 90 m, and a height of 16 m. 
A slope angle of 26.6◦ to is specially chosen for the water body to reduce 
construction costs and prevent sidewall collapse [38–41]. In addition, an 
insulating cover is installed to seal the water body, and a waterproof 
liner is applied to the sides and the bottom surface of the PTES to isolate 
the water from the surrounding soil. 

PTES is typically designed large enough to accommodate long-term 
storage needs. Three diffusers are installed at the top, the middle, and 
the bottom of the PTES, respectively. The top diffuser is close to the top 
of the PTES, while the bottom diffuser is near the bottom of the PTES. 
Each diffuser is equipped with two radial discs. These designs help 
maintain thermal stratification by introducing water enters PTES at a 
uniform and slow rate at various temperatures [16,18]. Fig. 3 (b) il
lustrates the detailed design of the Dronninglund PTES inlet. 

2.3. The measurements and uncertainties 

In order to monitor the PTES’s behavior, several sensors have been 
mounted in and around the PTES [36,37]. The different types of sensors 
used in this study and their locations are described as follows: 

Fig. 1. A simplified schematic of the Dronninglund solar district heating plant.  
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1) There are 32 temperature sensors installed inside the PTES, one of 
which is located 0.1 m below the insulating cover, and the other 31 
are spaced 0.5 m from the bottom to the top of the PTES. 

2) Two temperature sensors are placed on the top and the bottom sur
face of the insulating layer, respectively.  

3) Three temperature sensors and three flow meters are installed in the 
pipes (sections in the technical building) connected to the three 
diffusers. It is worth mentioning that the flow meters measure both 
direction and flow rate. 

The temperature sensors are Class A PT100, with an accuracy of 
±0.15 K [7]. Electromagnetic flow meters are used to measure the 

volume flow rate, and their accuracy is 0.4%. All the measurements are 
recorded at 10-min intervals. 

2.4. The operation of the PTES 

The Dronninglund PTES serves as long-term and short-term heat 
storage to balance the heat production by the solar collector fields and 
the heat demand of the district heating consumers. Water is used as the 
storage material, which means it will naturally stratify due to the density 
difference between hot and cold water [42]. It is important to note that 
inlet mixing caused by high inlet flow rates or large temperature dif
ferences between the incoming water and the water in the PTES may 

Fig. 2. Photo of Dronninglund PTES: (a) Aerial view (2019) [7], (b) Inner structure (Image source: PlanEnergi).  

Fig. 3. Schematic of the Dronninglund PTES: (a) Main design of the PTES, (b) Enlarged view of Part A (inlet detailed dimensions), the red vectors indicate the flow 
when the diffuser is used as an inlet, the blue vectors indicate the flow when the diffuser is used as an outlet. (For interpretation of the references to colour in this 
figure legend, the reader is referred to the web version of this article.) 
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significantly contribute to the destruction of thermal stratification [43, 
44]. In this case, appropriate operating strategies should be selected to 
minimize mixing during the charge and discharge of the heat storage. 

In practice, the operation of the inlet/outlet diffuser is complicated 
as it depends on the supply temperature from the solar collector field, 
the heat demand of the district heating network, and the PTES tem
peratures. Table 1 summarizes the inlet/outlet diffusers combinations of 
the PTES based on the measurements in 2017, where ‘1’ means the 
diffuser operates as an outlet, ‘0’ means the diffuser operates as an inlet, 
and ‘/’ means on standby. As observed, the bottom diffuser is used as an 
inlet for most of the year. The top or the middle diffuser serves as an inlet 
in approximately 15% of the year. 

In order to identify typical operation conditions for the in
vestigations of inlet mixing, Fig. 4 shows the inlet temperatures, inlet 
volume flow rates, and the PTES temperatures at the levels of the inlet 
diffusers. 

The top diffuser operates mainly from March to August, with a vol
ume flow range of 0–400 m3/h. At certain times in March, July, and 
August, the inlet volume flow rate occasionally reaches 500 m3/h. The 
inlet temperature is always higher than the PTES temperature at the 
level of the top diffuser, with a maximum temperature difference of over 
60 K in March. However, in April and August, the inlet temperature is 
sometimes lower than the PTES temperature at the level of the top 
diffuser. 

The middle diffuser operates mainly from March to August, but the 
inlet flow rate is lower than that of the top inlet. The volume flow rate 
typically varies between 0 and 250 m3/h. The maximum volume flow 
rate is around 300 m3/h. From April to July, the inlet temperature is 
higher than the PTES temperature at the level of the middle diffuser, 
with a maximum temperature difference of 50 K. Most of the time, 
lower-temperature water with a maximum temperature difference of 
− 30 K is introduced into PTES from August to March. 

Except for May, the bottom diffuser operates as an inlet most of the 
year with a flow rate below 100 m3/h. In addition, the inlet temperature 
is the same as the PTES temperature at the level of the bottom diffuser 
most of the time. Notably, there are periods from March to May when 
the inlet temperature is higher than the PTES temperature at the level of 
the bottom diffuser. The most noticeable temperature difference is 
around 10 K. 

In conclusion, the inlet temperature may not always be the same as 
the PTES temperature at the level of the inlet diffuser due to the fixed 
position of the inlet/outlet diffusers. In this situation, even with the 
radial diffuser being used as the inlet stratification device, inlet mixing 
may still occur in a certain region within the PTES, especially when 
there is a notable temperature difference between the inlet and the 
PTES. 

3. Numerical study 

3.1. Model description 

Based on the PTES size of the Dronninglund project described in 
Section 2.2, a full-scale three-dimensional model was developed in 
ANSYS. The model includes both the water and the soil region, as shown 
in Fig. 5 (a). It should be noted that the soil region is created large 
enough to minimize the impact of soil boundaries on changes in soil 
temperature near the water body. The water region was considered an 
incompressible fluid with temperature-dependent thermophysical 
properties, while the soil region was treated as a solid region with 
constant thermal properties. 

Reynolds-average transport equations were solved by ANSYS 
FLUENT for flow and energy fields using the realizable k-ϵ model to 
accurately reflect the inlet mixing process caused by inflow and outflow 
[45]. After a mesh study of 0.5, 0.7, 0.9, and 1.6 million cells, the nu
merical mesh with a density of 0.9 million cells was found to be a good 
compromise between accuracy and calculation time. The readers are 
recommended to refer to the literature [46] for more information on the 
developed CFD model, inclusive of the geometry, the mathematical 
method, the mesh, and the numerical procedure. 

3.2. Boundary conditions 

The CFD model has been successfully verified using short-term 
operational measurements of the Dronninglund PTES [46]. However, 
it was observed that the case on June 2 had a lower PTES temperature 
calculation accuracy than the other cases. The discrepancy can be 
attributed to a considerable temperature gradient in the top of the PTES 
[46]. In this context, this validation focused on the period from June 1 to 
June 7 to further demonstrate the model’s long-term reliability for 
accurately assessing the inlet mixing phenomenon. 

As the boundary condition of the long-term validation, Fig. 6 pre
sents the operational conditions from June 1 to 7. The initial tempera
ture distribution inside PTES is shown in Fig. 6 (a), with a uniform 
temperature of 36 ◦C below 13 m and a significant temperature gradient 
of 22 K/m exists between 13.5 m and 15.5 m. During this time, hot water 
primarily enters from the top diffuser to charge PTES at daytime, while 
cold water enters from the bottom diffuser to discharge PTES at night. 
Additionally, hot water enters from the middle diffuser to charge PTES 
when the water temperature from the solar collector field is lower than 
that of the PTES top. 

3.3. Long-term validation 

3.3.1. Water temperature 
Fig. 7 compares the Dronninglund measurements with the calculated 

PTES temperature using the CFD model at a 10-min resolution. The 
measured temperatures were readings of the temperature sensors at 
different heights, while the calculated temperatures were taken from the 
CFD model at the corresponding heights. The PTES temperatures from 
the bottom to the top at 0:00 from June 1 to June 8 are depicted in Fig. 7 
(a). It is evident that there is a good agreement between the calculated 
and measured temperatures. However, a significant temperature dif
ference of 6 K is observed at 14.5 m. Due to the large temperature 
gradient between 14 m and 15 m, the uncertainty in the sensors’ posi
tion along the PTES height has a great impact on the reported PTES 
temperature [46]. To further illustrate this effect, Fig. 7 (b) includes the 
calculated temperature at 14.4 m, in addition to the measured and 
calculated temperatures at 14.5 m. The results demonstrate that ac
counting for sensor vertical movement uncertainty reduces the tem
perature difference between the calculated and the measured values. 

3.3.2. Operation conditions 
Fig. 8 illustrates the variation in inlet/outlet temperature and mass 

Table 1 
The inlet/outlet diffusers combinations of the PTES in the year 2017.  

Flow path no. Direction Operation percentage 

Top Middle Bottom 

1 0 1 1 8.0% 
2 0 0 1 2.9% 
3 0 / 1 2.3% 
4 0 1 0 4.2% 
5 1 0 0 5.2% 
6 1 0 1 3.9% 
7 1 1 0 35.2% 
8 1 / 0 27.6% 
9 1 0 / 2.8% 
10 / 0 1 1.2% 
11 / 1 0 1.9% 
12 / / / 4.8%  
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flow rate variation from June 1 to June 7. There is qualitative agreement 
for the inlet/outlet operating conditions in terms of temperature and 
mass flow rate. The most significant deviation occurs when the top 
diffuser is used as the outlet. In theory, the outlet temperature should fall 
between the water temperatures at 15.12 m and 15.7 m, where the top 
diffuser is located. However, as mentioned earlier, there is considerable 
uncertainty in the actual temperature distribution between 14.5 m and 
15.5 m due to the large temperature gradient. Therefore, the difference 
between the calculated and the measured results regarding the top 
outlet temperature is acceptable. 

It is worth mentioning that this study focuses on developing the inlet 

mixing correlations. As a result, the calculated temperatures of the soil 
region have not been presented in this section since they do not play a 
significant role in the inlet mixing investigation. Overall, the agreement 
observed in PTES temperature distribution and inlet/outlet parameters 
suggests that the model can be confidently used to correlate the inlet 
mixing parameters. 

4. Numerical study scenarios and parameters 

4.1. Numerical study scenarios 

4.1.1. Positive buoyancy effect 
Based on the operation of the PTES in 2017, twelve case studies were 

determined and used to investigate the impact of positive buoyant jet 
mixing. In all simulations, the bottom diffuser was used as the inlet, and 
the top diffuser served as the outlet. The bottom diffuser is far from the 
PTES top wall and provides enough space for the diffusion of the 
buoyant jet. In this case, more features of positively buoyant jet can be 
found in different situations. The initial temperature (T0) was uniformly 
10 ◦C for all cases, while the inflow temperature (Tin), the inlet flow rate 
(Vin), the diameter of the diffuser disc (Dd), and the distance between the 
diffuser discs (Hd) were varied. Key parameters of the 12 cases are 
presented in Table 2, with the referred case highlighted in red back
ground and the parameter variations based on the reference case high
lighted in blue background. The monitoring data indicated that the 
operation conditions changed every 10-min, so the simulations ran for 
10-min. Additionally, the simulation results were recorded every 10 s to 
fully characterize the transient behavior of the inlet mixture. 

4.1.2. Negatively buoyant effect 
Similar to the positive buoyant effect study, a series of 12 cases were 

performed to investigate the mixing effect of negative buoyant jets. The 
bottom diffuser was employed as the outlet, while the middle diffuser 
was used as the inlet for two reasons: (1) When the middle diffuser is 
used as the inlet, the inflow temperature is lower than the PTES tem
perature at the level of the diffuser for more periods than the top diffuser 
operates. (2) There is enough space for the jet flow to develop. In 
addition, the initial temperature (T0) was uniformly 70 ◦C in the PTES, 
as shown in Table 3. Other simulation settings regarding simulation time 
and data sampling interval are the same as in Section 4.1.1. 

Fig. 4. Inlet volume flow rates, inlet temperatures and the PTES temperature at the levels of the inlet diffusers in 2017.  

Fig. 5. Three-dimensional CFD model: (a) Model diagram; (b) Grid scheme (the 
clipping plane is positioned through the center of the diffusers to show the mesh 
inside the model). 

Y. Xiang et al.                                                                                                                                                                                                                                   



Renewable Energy 217 (2023) 119170

7

Fig. 6. Operational conditions during the validation period: (a) Initial PTES temperature distribution; (b) Inlet/outlet conditions (Positive flow rate: water enters the 
PTES; Negative flow rate: water flows out from the PTES). 

Fig. 7. Comparison of the measured and calculated PTES temperature from June 1 to June 7, 2017.  
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4.2. Performance index 

To effectively quantify the inlet mixing impact, two parameters are 
introduced: the penetration height (Z) and the energy distribution ratio 

(ηj). These parameters aim to capture the changes in the affected areas 
and energy distribution variation resulting from inflow mixing under 
different scenarios. 

4.2.1. The penetration height 
Z represents the maximum height at which the inflow can affect, as 

illustrated shown in Fig. 9. It measures the difference between the 
maximum height of the mixing area and the height of the inlet position. 
In this study, Z is determined based on the CFD calculations. A dimen
sionless temperature represented in Eq. (1) is used as the metric to 
determine whether a point in the PTES is affected by the inlet flow. 

θ=
Tt − T0

Tin − T0
(1)  

Where Tin is the inflow temperature, T0 is the PTES initial temperature, 
and Tt is the PTES temperature at time t. θ = 1 means that a point in the 
PTES is completely replaced by inflow water, while θ = 0 means that a 
point in the PTES is not affected by inlet flow. In this context, the larger 
the θ, the greater the temperature change at a certain location of the 
PTES caused by the inlet flow. Conversely, the smaller the θ, the smaller 
the temperature change at a specific position inside the PTES. 

4.2.2. Energy change efficiency 
Considering that the objective of this study is to quantify the degree 

of cross-layer mixing caused by fluid entrainment in the buoyant jet, the 
PTES was divided into 32 layers along the height, as shown in Fig. 9. 
Then, the energy distribution ratio of a layer is defined as follows: 

ηj =

∑t

0
Cp.jmmjm,t

(
Tjm,t − Tjm,0

)

∫ t
0 mCp(Tin − Tout)dt

(2)  

Where the numerator represents the energy stored in layer j and the 
denominator is the energy supplied to the entire PTES during the 
charge/discharge. mjm,t is the mixed water mass in layer j, and its specific 
heat is Cp.jm. Tjm,0 and Tjm,t denote the initial temperature of the mixed 
water in the layer j and the temperature at time t, respectively. An en
ergy distribution ratio of 1 for a layer means all the charged/discharged 
heat enters the layer, while an energy distribution ratio of 0 means the 
layer is not affected by the inlet flow. If the charged/discharged heat is 
evenly distributed over the 32 layers, the distribution ratio will be 1/32 
for all layers. It is possible to determine the energy stored in each layer 
inside PTES resulting from inflow mixing based on the CFD simulations. 

Fig. 8. Comparison of the measured and calculated inlet/outlet parameters from June 1 to June 7, 2017.  

Table 2 
Key parameters used in the investigations of positive buoyancy effect.  

Case Initial PTES 
temperature 
(T0 ( oC)) 

Inflow 
temperature 
(Tin (oC)) 

Inlet 
flow 
rate 
(Vin 

(m3/ 
h)) 

Diameter of 
diffuser 
disc (Dd 
(m)) 

Distance 
between 
diffuser 
discs (Hd 
(m)) 

1 10 20 10 2.5 0.58 
2 10 20 50 2.5 0.58 
3 10 20 100 2.5 0.58 
4 10 12 50 2.5 0.58 
5 10 30 50 2.5 0.58 
6 10 40 50 2.5 0.58 
7 10 20 50 0.5 0.58 
8 10 20 50 1.5 0.58 
9 10 20 50 3.5 0.58 
10 10 20 50 2.5 0.48 
11 10 20 50 2.5 0.68 
12 10 20 50 2.5 0.78  

Table 3 
Key parameters used in the investigations of negative buoyancy effect.  

Case Initial PTES 
temperature 
(T0 ( oC)) 

Inflow 
temperature 
(Tin (oC)) 

Inflow 
rate (Vin 

(m3/h)) 

Diameter of 
diffuser 
discs (Dd 
(m)) 

Distance 
between 
diffuser 
discs (Hd 
(m)) 

1 70 60 10 2.5 0.58 
2 70 60 50 2.5 0.58 
3 70 60 150 2.5 0.58 
4 70 60 250 2.5 0.58 
5 70 50 50 2.5 0.58 
6 70 69 50 2.5 0.58 
7 70 60 50 0.5 0.58 
8 70 60 50 1.5 0.58 
9 70 60 50 3.5 0.58 
10 70 60 50 2.5 0.48 
11 70 60 50 2.5 0.68 
12 70 60 50 2.5 0.78  
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4.3. Dimensionless parameters 

To obtain quantitative results for the inlet mixing effect, it is essential 
to establish a relationship with specific PTES characteristics. The char
acteristics of the PTES depend on the geometric configuration and 
operating conditions. The diffuser position and geometry are among the 
geometrical parameters. The inflow rate and the temperature difference 
between the incoming and resident water are the operating factors that 
are the most important. 

4.3.1. Reynolds and Froude number 
Dimensionless parameters are of great significance in the design and 

performance evaluation of stratified thermal storage and are used as 
indexes to evaluate the performance of stratified thermal storage [8,34, 
47,48]. Two dimensionless parameters are selected in this study to 
characterize the inflow forces and inertial forces. The inlet Re and Fr 
numbers are expressed as Eq. (3) and Eq. (4), respectively. 

Re= ρinvDh/μ (3)  

Fr = v2
/(

Dhg
(

ρin

ρ0
− 1

)

(4)  

Where ρin and ρ0 represent the inflow temperature and the PTES initial 
temperature, respectively. v is the average inflow velocity, μ is the ki
nematic viscosity, and g is the acceleration of gravity. Dh = 4πDdHd

πDd+Hd 
is the 

characteristic length that is used instead of the inlet pipe diameter 
because the buoyant jet formation is also related to the diffuser geom
etry (with detailed analysis in Section 5). 

4.3.2. Momentum and buoyancy flux 
Inspired by previous studies, the mixing flow depends on the mo

mentum M and the buoyancy flux F when the inlet diameter is small 
compared to the jet penetration height. In this case, it is expected that M 
and F can be used to determine the inlet mixing impact. The following 
equations give the expressions for momentum M and the buoyancy flux 
F: 

M = πD2
hv2 (5)  

F = π
[

g(ρin − ρ0)

ρ0

]

D2
hv (6) 

M characterizes the inertia force of the inlet flow while F describes 
the buoyancy force of the inlet flow. It is important to note that in the 
following sections, Fr and F are expressed in their absolute values to 
harmonize the format of buoyancy in positive and negative buoyancy 
jets. 

4.3.3. Dimensionless penetration height and time 
In the context of inlet mixing, it has been demonstrated that all 

inflow properties can be scaled in terms of combination of M and |F|. The 
penetration height (Z) should be scaled as the dimensionless penetration 
height (Z • M− 3/4•|F|1/2) [49,50]. The time (t) should be scaled as the 
dimensionless time t|F|/M [51]. These scaling relationships allow for a 
more generalized representation of the penetration height and the 

temporal evolution of the inlet mixing, considering the combined effects 
of the inflow momentum and buoyancy flux. 

In summary, the mentioned indexes provide a framework for 
analyzing and comparing the inlet mixing behavior in a dimensionless 
manner. In particular, it makes it possible to quantify the inlet mixing 
effect across different cases, facilitating the evaluation of inlet mixing 
degree. Section 5 will present the correlations of these parameters for 
various cases. 

5. Results 

5.1. Physical nature 

5.1.1. Positive buoyant effect 
The development of a positive buoyant jet and the energy distribu

tion ratio along the PTES height at the specific time (left) are shown in 
Fig. 10. Note that the red curve in the energy distribution ratio diagram 
indicates the actual energy distribution ratio in the 32 layers. In com
parison, the blue curve in the diagram represents that the delivered 
energy is evenly distributed among the 32 layers inside the PTES. 

Initially, water enters the diffuser and reaches the upper diffuser 
disc. The jet starts to spread radially but remains concentrated near the 
inlet diffuser in the first 20s. Most of the energy provided is distributed 
near the bottom diffuser. The water flow starts to rise when it reaches 
the disc’s outer edge, driven by the buoyancy force. Over time, the 
penetration height is getting larger, as well as the region of influence. 
The penetration height reaches the middle diffuser in around 300s. At 
the same time, the energy distribution ratio significantly changed, with 
more energy being distributed between 6 and 8 m inside PTES. At the 
end of the calculation, the jet reaches the top of the PTES, and part of the 
water flows downward, forming a recirculation region. More water is 
induced and brought to the top of the PTES, resulting in a larger dis
tribution ratio. 

5.1.2. Negative buoyant effect 
Flow visualization of the transient behavior of a negatively buoyant 

jet is shown in Fig. 11, where Z is the downward penetration height, and 
Z′ is the upward penetration height. 

The jet flow reaches the upper diffuser disc in a short time, which 
weakens the upward momentum and changes the flow direction (20 s). 
During this period, the influenced area is confined near the middle 
diffuser. Then, driven by the negative buoyancy force, the water flows 
downward. As time progresses, the mixing region expands downwards, 
and the jet becomes noticeably asymmetric. The jet reaches the bottom 
of the PTES in about 300s. Additionally, it is evident that the location of 
the maximum energy distribution ratio shifts from the layers near the 
middle entrance to the layers of PTES bottom within the first 300s. 
Furthermore, it spreads radially until it reaches the PTES sidewall (t =
600s). Notably, the upward penetration height Z′ is limited within the 
distance between the diffuser discs, since the upper diffuser disc blocks 
its upward path. 

Fig. 9. Illustration of the mixed region in the PTES (The grey background illustrates the layer division in this study).  
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5.2. Parametric analysis of penetration height 

5.2.1. Positive buoyant jet 
The inflow rate (Vin), the temperature difference (ΔT) between the 

inflow and the PTES, and the diffuser size (Dd and Hd) affect the extent of 
the inflow mixing zone. Fig. 12 displays the time history of the pene
tration height for a positive buoyant jet under different conditions. The 
solid and dash lines represent the positions of the upper and lower discs 
of the bottom diffuser, respectively. Changes of Vin, Dd and Hd contribute 
to the change of the Re number, while change of ΔT contributes to the 
change of the Fr number. 

The upward momentum of jet will be increased for positive buoyancy 
where the momentum and buoyancy are in the same direction. The inlet 
flow reaches PTES top in less than 600s, except for cases with an inflow 
rate of 10 m3/h and a temperature difference of 2 K. In addition, the 
penetration to the top of the PTES occurs faster for higher Re numbers 
because of a larger jet momentum. A larger Fr number can also cause the 
jet to reach the PTES top faster due to greater buoyancy. Moreover, Hd 

does not significantly affect penetration since the disc distance varies 
very little to ensure that the diffuser distributes the inflow effectively. 

Based on the dimensional theory, the relation between the dimen
sionless penetration height and time for a positive buoyant jet is shown 
in Fig. 13. The inlet Re number falls in the range of 1292 ≤ Re ≤ 25348 
and the Fr number in the range of 6.5 × 10− 6 ≤ |Fr| ≤ 5.2 × 10− 3. A 
power-law relation between the dimensionless height and the dimen
sionless time is found for all the investigated cases. However, the co
efficients fitted for the Re number of 1292 differ from those of the rest, as 
shown in Eq. (7). The different behavior of the inlet flow with a Re 
number of 1292 could be explained by its low inlet flow rate. As shown 
in Eq. (5) and Eq. (6), the influence of the inlet velocity on momentum is 
much greater than that of the buoyancy. 

Fig. 10. Flow visualization of a positive buoyant jet. Based on Case2, with T0 

= 10 ◦C, Tin = 20 ◦C, Vin = 50 m3/h, Dd = 2.5 m and Hd = 0.58 m. 
Fig. 11. Flow visualization of a negative buoyant jet. Based on Case2, with T0 

= 70 ◦C, Tin = 60 ◦C, Vin = 50 m3/h, Dd = 2.5 m and Hd = 0.58 m. 
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Z • M

(

− 3
4

)

• |F|

(

1
2

)

• 10(− 3) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0.044 •

(
t • |F| • 10(− 3)

M

)1.16

Re ≤ 1292

0.123 •

(
t • |F| • 10(− 3)

M

)0.78

Re > 1292

(7)  

In conclusion, Eq. (7) can be used to predict the penetration height of a 
positive buoyancy jet during operation, but attention should be paid to 
the applicable range of the inlet Re number. 

5.2.2. Negative buoyant jet 
Fig. 14 display the penetration height over 600s for each case given 

in Table 3. The solid and dash lines represent the positions of the upper 
and lower discs of the middle diffuser, respectively. 

The largest upward penetration height (Z′) can be reached more 
quickly by water at a higher inlet volume flow rate (Vin), but for a 
smaller Vin of 10 m3/h, it takes around 100s to reach the maximum Z′. 
For a more significant temperature difference (ΔT), Z′ stabilizes earlier, 
while buoyancy takes longer to offset the effect of momentum at smaller 
ΔT. 

When Vin and ΔT are increased, the penetration to the PTES bottom 

occurs more quickly, and the downward penetration height (Z) increases 
faster. Besides, lowering Dd results in a more considerable Re number, 
which can also speed up the increase of Z. However, the inlet Re value 
changes by 1% for every 0.1 m increase in Hd. In this case, it affects the 
penetration height slightly. 

However, the maximum upward penetration height Z′ for all the 
cases are limited is only about 0.3 m above the middle diffuser upper 
disc, and there is no great tendency to spread radially within the diffuser 
region. Therefore, we assume that the mixing above the inlet is negli
gible when the flow enters with a temperature lower than that of the 
PTES at the level of the diffuser. 

In this context, only the relationship between the downward pene
tration height Z and time is established based on the dimensional theory 
for the negative buoyancy jet. The relationship between the dimen
sionless time and penetration height is illustrated in Fig. 15. Both the 
solid curves show a power-law fit, but they differ in terms of Re. The 
curve in Fig. 15 (a) needs to be considered when the Re number is less 
than 1272, while the curve in Fig. 15 (b) and (c) is considered when the 
Re number is higher than 1272. As a result, the prediction of the pene
tration height should follow Eq. (8) as specified in this study. 

Fig. 12. Variation of the penetration height with time for a positive buoyancy jet under different operation conditions.  

Fig. 13. Relationship between the dimensionless penetration height and time for a positive buoyant jet.  
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Z • M

(

− 3
4

)

• |F|

(

1
2

)

• 10(− 3) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

0.032 •

(
t • |F| • 10(− 3)

M

)1.12

Re ≤ 1272

0.085 •

(
t • |F| • 10(− 3)

M

)0.938

Re > 1272

(8)  

5.3. The energy distribution ratio 

5.3.1. Positive buoyant jet 
Fig. 16 represents selected cases where there is a significant differ

ence between the energy distribution ratio (ηj) of the layers inside the 
PTES. The circles are colored according to the value of the ratio. Smaller 
circles represent a smaller energy distribution ratio, while larger circles 
represent a more significant energy distribution ratio. It shows that the 

layer above the bottom inlet (i.e., the second layer) always has a large 
energy distribution ratio in the first 100s of the calculation because the 
inlet water continuously accumulates in this layer before being 
dispersed. Over time, the energy distribution ratio of the second layer 
decreases gradually and varies depending on the conditions. In addition, 
as more and more mixed water enters the top layer, the energy distri
bution ratio of the 32nd layer increases. Moreover, for the other layers 
inside the PTES, the energy distribution ratio is less than 10% during the 
calculation. 

For comparison, we briefly describe the results for two cases. In Case 
1, when Vin is reduced to 10 m3/h, the large energy distribution ratio is 
obviously concentrated in the layers near the bottom inlet, while the 
upper layers of PTES are hardly affected. This is because it is challenging 
for the buoyancy jet to penetrate the top layers with small momentum 
during the calculation. The inlet momentum and buoyancy are signifi
cantly increased for Case 7 when Dd is reduced to 0.5 m. As a result, the 

Fig. 14. Variation of the penetration height with time under different operation conditions for a negative buoyancy jet.  

Fig. 15. Relationship between the dimensionless penetration height and time for a negative buoyant jet.  
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inflow quickly spreads to the top layers, causing a sharp rise in the en
ergy distribution ratio of the 32nd layer while maintaining a stable value 
of about 40%. At the same time, the energy distribution ratio of the 
second layer drops rapidly to below 10%. 

Most of the charged heat is stored in layers either close to the bottom 
inlet or in the top layer of the PTES since a larger energy distribution 
ratio ηj is found in these layers. Therefore, efforts were made to derive 
the correlations of the energy distribution ratio for the second and 32nd 
layer based on the dimensional theory. 

Fig. 17 shows the energy distribution ratio for the 2nd and the 32nd 
layer, respectively. All datasets can be fitted as functions in the form of 
Eq. (9) but with different coefficients, a and b. Combined with Fig. 16, it 
is evident that the start time of the energy distribution in the 32nd layer 
is highly affected by the inflow under different conditions, making it 
challenging to establish a correlation. In this case, it should be noticed 
that the time variable for the 32nd layer is adjusted from (t) to (t − tstart), 
considering the time delay associated with the start of energy distribu
tion in that layer. 

ηj = a•
(

t • |F| • 10− 3

M

)b

(9) 

The coefficients for these situations, along with their range of 
application, are listed in Table 4. The application ranges of the 2nd and 
32nd layers follow the same principle. It is essential to note that the 
energy distribution ratio of these layers depend both on the inlet Re 
number as well as the Fr number. When the Re number is insufficiently 

large, it is necessary to consider the combination of Re number and Fr 
number. 

5.3.2. Negative buoyant jet 
The visual representation in Fig. 18 shows the cases with significant 

differences between the energy distribution ratio (ηj) of each layer inside 
the PTES. The circles are colored according to the value of the energy 
distribution ratio. Smaller circles represent a smaller energy distribution 
ratio, while larger circles represent a more significant energy distribu
tion ratio. The layers near the middle inlet (i.e., the 22nd and 23rd 
layers) have a large energy distribution ratio in the first 100s. In Case 6, 
the energy distribution ratio of the 23rd layer is more noticeable 
compared to other cases. This is attributed to a significant upward 
penetration caused by the initial inlet momentum force being much 
larger than the buoyancy force. However, water at the PTES bottom for 
Case 6 takes longer to be affected by the inlet water because of a smaller 
ΔT. Moreover, the energy distribution ratio of all other layers are less 
than 10% during the calculation, with the exception of the layers close to 
the middle inlet and the PTES bottom. 

Unlike the positive buoyant jets, the negative buoyant jets penetrate 
upward and then sink. Therefore, the fitting of the relational expression 
focuses on the inlet layer (22nd layer), the layer above the middle inlet 
(23rd layer), and the bottom layer (first layer). 

Fig. 19 demonstrates the relationship between the energy distribu
tion ratio ηj and the dimensionless time for these three layers. All data 
related to the 22nd and 23rd layers can be fitted as functions in the form 

Fig. 16. Development of the energy distribution ratio under different conditions. Each circle represents the energy distribution ratio of the layer at different times.  
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of Eq. (10). In particular, the curve is in good agreement with the data 
for the 22nd and the 23rd layers, which is a consequence of the appli
cation of diffuser discs. However, it is challenging to obtain ideal cor
relations by fitting most of the data in the 1st layer to Eq. (9). As a result, 
Eq. (10) is proposed, which fits all the data perfectly (as shown in Fig. 17 
(1st layer)). Detailed information related to the coefficients and appli
cation range is listed in Table 5. 

ηj = a − b • c

(
(t− tstart )•|F|•10− 3

M

)

(10) 

Table 5 demonstrates that the energy distribution ratio of the 23rd 
layer is only depending on the inlet Re due to the application of diffuser 
inlet. But for the energy distribution ratio of the 22nd and 1st layers, 
both inlet Re number and Fr number should be considered. 

6. Discussions 

6.1. Scope of application 

The selection of the investigated cases is based on the actual opera
tion of the Dronninglund project. However, the correlations of the 
penetration height and the energy distribution ratio are obtained based 
on limited datasets. Therefore, the accuracy of the expressions proposed 
in this study is only guaranteed with the dimensionless parameters in the 
ranges shown in Tables 4 and 5. 

Furthermore, the model and correlations presented in this study do 
not consider the case of multiple diffusers serving as inlets simulta
neously. As demonstrated in Table 1, when multiple diffusers are used as 
inlets at the same time, the proportion is only 8.18%, of which 2.94% are 
the top and middle diffusers working as inlets, 5.24% being the middle 
and bottom diffusers working as inlets. Therefore, the potential impact 
on the mixed region parameters is considered insignificant when mul
tiple diffusers operate as inlets. Nevertheless, the presented model 
should be used with caution in this situation. 

Overall, the findings of this study are derived from the fundamental 
dataset used in this paper. It is important to note that the correlations 
established in this study may need revaluation and reassessment if there 
are changes in the underlying data, such as the changes in PTES ge
ometry, alteration in the inlet position along the horizontal direction, 
utilization of multiple diffusers as inlets simultaneously, or non-uniform 
initial PTES temperature distribution. 

6.2. Future studies 

Several gaps in this work deserve to be further studied. To quickly 
enrich the fundamental dataset, it is worth developing a hybrid 
approach that combines CFD calculation and machine learning. With 
this approach, the dataset may be quickly enhanced for a variety of 

Fig. 17. Relationship between the energy distribution ratio and the dimensionless time for a positive buoyant jet (White background represents the results of the 2nd 
layer, and light grey background represents the results of the 32nd layer). 

Table 4 
Coefficients and application range for a positive buoyant jet.  

Layer Fitted 
equation 

Coefficients Application range 

a b 

2nd (9) 0.19 − 0.183 Re ≥ 25,348 
13.29 − 1.071 Re ≥ 6478 

& 6.84 × 10− 4 ≤ |Fr| ≤ 8.77 × 10− 4 

41.85 − 0.629 Re > 1292 
& |Fr| < 8.77 × 10− 4 

229.9 − 0.781 Re ≤ 1292 
32th (9) 56.29 0.488 Re ≥ 25,348 

6.25 1.102 Re ≥ 6478 
& 6.84 × 10− 4 ≤ |Fr| ≤ 8.77 × 10− 4 

2.27 0.984 Re > 1292 
& |Fr| < 8.77 × 10− 4 

0 0 Re ≤ 1292  
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situations, improving the accuracy and applicability of the findings. In 
addition, it is essential to consider the non-uniform temperature distri
bution of PTES under actual operating conditions. The practical signif
icance of the study’s findings can be strengthened by including suitable 
performance indexes for non-uniform temperature distribution, assuring 
their applicability in the actual PTES applications. 

7. Conclusion 

To accurately predict the thermal performance of the PTES, it is 
crucial to develop a model that is precise and efficient. The inlet mixing 
effect is an important aspect to be considered in this modeling process, 
as it has a notable impact on the thermal stratification within the PTES. 
Therefore, it is essential to incorporate the consideration of inlet mixing 
into one-dimensional numerical models of the PTES. This study explores 
the inlet mixing phenomenon and its impact on the overall thermal 
behavior of the PTES using a three-dimensional full-scale CFD model of 
Dronninglund PTES. 

Two performance indexes are proposed in this study to quantify the 
mixing area inside the PTES and evaluate its influence on the energy 

distribution within the PTES. The following conclusions are drawn:  

• For Dronninglund PTES, the bottom diffuser is used as an inlet for 
about 74% of the year, indicating that it is crucial to PTES’s overall 
operating performance. The maximum temperature difference be
tween the inflow and the water inside PTES at the level of the bottom 
diffuser is about 10 K. This temperature indicates the potential for 
significant positive buoyant jets when the bottom diffuser operates as 
an inlet.  

• The middle diffuser is employed as an inlet roughly 16.1% of the 
time for Dronninglund PTES. Notably, in September and November, 
inflow water that is up to 30 K colder than the PTES water temper
ature enters the PTES. In this scenario, a strong negative buoyancy 
jet is expected.  

• The penetration height of the inlet mixing depends on the inlet 
volume flow rate (Vin), the temperature difference between the inlet 
and the level of the inlet diffuser inside the PTES (ΔT), and the 
diffuser disc diameter (Dd).  

• The dimensionless height (Z • M(− 3/4) • |F|(1/2)
•10(− 3)) and time 

(t • |F|•10(− 3)/M) are still applicable for the buoyancy jet that occurs 

Fig. 18. Development of the energy distribution ratio under different conditions. Each circle represents the energy distribution ratio of the layer at different times.  
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within PTES. These dimensionless quantities are typically fitted 
using a power law relationship, allowing for a more comprehensive 
characterization of the penetration height and time-dependent 
behavior. In addition, the correlations derived from this study 

reveal that the transient dimensionless penetration height is pri
marily dependent on the inlet Re number for both the positive and 
negative buoyancy jets.  

• For the positive buoyancy jet, the most thermally influenced layers of 
the PTES are the layers near the bottom inlet (2nd layer) and the top 
layer (32nd layer). The energy distribution ratio can be found for a 
layer using the formula ηj = a • (t • |F|•10(− 3)/M)

b, however the 
coefficients vary with the Re number and the Fr number.  

• For the negative buoyancy jet, the middle inlet layer (22nd layer), 
the layer just above the middle inlet (23rd layer), and the bottom 
layer (1st layer) experience the most significant thermal influence. 
The energy distribution ratio formula, ηj = a • (t • |F| • 10(− 3)/M)

b, is 
suitable for the 22nd and 23rd layers. However, a slightly modified 
formula ηj = a − b • ct•|F|•10(− 3)/M provides a good representation of 
the jet influence for the 1st layer and accounts for its specific 
characteristics. 

In conclusion, this study emphasis the significance of understanding 
and quantifying the influence of inlet mixing on the PTES performance. 
Researchers and engineers can gain valuable insights into the thermal 
dynamics of PTES and make well-informed decisions about its design 
and operation by utilizing the suggested performance indicators. 
Furthermore, the proposed correlations can be used to improve existing 
one-dimensional PTES models targeting higher prediction accuracy of 
thermal stratification in the heat storage. 

Fig. 19. Relationship between the energy distribution ratio and dimensionless time for the negative buoyant jet (White background represents the results of the 23rd 
layer, light grey background represents the results of the 22nd layer, and dark grey background represents the results of 1st layer). 

Table 5 
Coefficients and application range for the negative buoyant jet.  

Layer Fitted 
equation 

Coefficients Application range 

a b c 

1st (10) 52.24 53.96 0.001 Re ≥ 24,942 
& |Fr| ≥ 2.6 × 10− 3 

27.07 31.05 0.062 Re ≥ 6329 
&7.3 × 10− 4 ≤ |Fr| ≤ 2 ×
10− 3 

31.37 33.93 0.703 Re > 1272 
& |Fr| < 7.3 × 10− 4 

(9) 0.07 2.06 - Re ≤ 1272 
22th (9) 3.06 − 0.975 - Re ≥ 24,942 

& |Fr| ≥ 2.6 × 10− 3 

12.37 − 0.758  Re ≥ 6329 
&7.3 × 10− 4 ≤ |Fr| ≤ 2 ×
10− 3 

52.51 − 0.531 - Re > 1272 
& |Fr| < 7.3 × 10− 4 

171.88 − 0.534 - Re ≤ 1272 
23th (9) 9.15 0.726 - Re > 1272 

0 0 - Re ≤ 1272  
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