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Abstract—Pressure gradient estimations are used as a bio-
marker for cardiovascular diseases. Here non-invasive pressure
gradients are desired over invasive catheterization. This study
estimates non-invasive pressure gradients from synthetic aper-
ture ultrasound using the work-energy method. The method
is translated to 2D synthetic aperture ultrasound by assuming
rotational symmetric blood vessels and is hypothesised to yield
more precise estimation compared to the unsteady Bernoulli
method along a streamline. The method uses flow rates, blood
velocities and acceleration for estimating the pressure gradient.
Data are acquired using a 256 elements, 6.5 MHz GE L3-12-
D linear array transducer connected to a Verasonics research
scanner with a pulse repetition frequency equal to 5 kHz. A
interleaved sequence using 12 virtual sources is used for both flow
estimations and B-mode imaging. The interleaved sequence allows
correlation frames to be separated by only the pulse repetition
time, making it possible to estimate high velocities. The work
energy method is compared to a previously validated unsteady
Bernoulli method (streamline method) using experimental data
from a blood vessel phantom with a 60% stenosis. The result
shows that the work-energy method detects a maximum pressure
difference of 3.42 Pa and a minimum pressure difference of -
53.3 Pa with a precision of 3.04% across eleven pulse cycles.
The unsteady Bernoulli method detected pressure differences
changing from 5.44 Pa to -68.2 Pa with a precision of 3.23%.

I. INTRODUCTION

High pressure gradients across vascular compartment are
used as biomarkers for cardiovascular diseases [1]. Current
invasive procedures rely on fluid filled catheters or pressure
wires and require an operation theater. These invasive
techniques are evolving from being routine procedures to
becoming much more specialized procedures, which are only
applied when non-invasive methods have failed to diagnose
the patient [2]. Non-invasive pressure gradients have been
obtained using Doppler ultrasound [3] [4], and cardiac
pressure gradients [5] [6] [7] have been acquired using color
M-mode Doppler data. These techniques rely on clinical
available imaging but are limited by the angle-dependent
Doppler-derived velocities. To overcome this, different
techniques have been used. Olesen et al. [8] used directional
synthetic aperture ultrasound (SAU) for flow imaging [9] and
for estimating the pressure differences. SAU was originally
introduced by O’Donnell and L. J. Thomas for intravascular
ultrasound imaging [10] and enables angle-independent
blood velocity estimations [11] [12]. Magnetic Resonance
Imaging (MRI) is also used for non-invasive pressure gradient
estimations. Magnetic Resonance Imaging is a 4D modality

[13] and are unlike ultrasound not limited by an acquisition
window. MRI flow data have been used for the numerically
modeling of cardiovascular pressure gradients [14] and to
determine the pressure field across a diseased valve [15]. In
2015 Donati et al. [16] presented a work-energy approach for
deriving pressure differences. Further development led to a
virtual work-energy model [17], which has been applied to
turbulent-driven flow fields [18] and intracardiac flow [19].

The purpose of this paper is to derive pressure differences
from SAU data using the work energy approach and compare
it to the unsteady Bernoulli method [20]. The work-energy
method is based on cross-sectional velocity profiles, which
are hypothesized to yield more robust estimates compared to
the unsteady Bernoulli method, which is sensitive to local
flow disturbances along a streamline. Both are intended for
applications in the carotid arteries, which is a typical site for
atherosclerosis [21].

II. THEORY

This section describes the implemented work energy method
presented in [22]. It is derived from the Navier-Stokes equation
[16] and takes the following form:

∆P =− 1
Q

(
∂Ke

∂ t
+Ae

)
. (1)

Here, ∆P, is the pressure difference between the outlet and the
inlet, which are user selected. I.e., the user selects two cross-
sections that constitute the inlet and the outlet. The flow rate
Q, is measured in m3/s and is given by:

Q =
∫

α,outlet
v⃗ · n⃗dS =−

∫
α, inlet

v⃗ · n⃗dS . (2)

Here, n⃗ denotes the normal direction of the inlet and outlet
plane denoted by α . dS = dz · dy, where dz and dy describe
the sampling interval in the z- and y-direction. The kinetic
energy, Ke, is measured in Pa ·m3 and is given by:

Ke =
ρ

2

∫
Ω

v⃗ · v⃗ dV , (3)

where Ω denotes the volume spanned by the inlet and the
outlet, with dV = dx ·dy ·dz.
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The advective energy Ae, is measured in Pa ·m3/s and is given
by:

Ae =
ρ

2

(∫
α, inlet

|⃗v|2 (⃗v · n⃗)dS +
∫

α,outlet
|⃗v|2 (⃗v · n⃗)dS

)
.

(4)

The advective term includes the spatial acceleration and the
kinetic term include the temporal acceleration. As with the
Unsteady Bernoulli (streamline) approach [20], gravity and
viscosity is assumed to have no significant impact on the
resulting pressure difference.

III. MATERIAL AND METHODS

This section presents the ultrasound sequence, the velocity
estimation, and the equipment used for the phantom study.

A. Sequence

An interleaved SAU sequence with 12 virtual sources is
used for flow imaging [23]. It employs 32 active elements
in transmit and 128 multiplexed elements in receive. The
correlation frames are only separated by the pulse repetition
time, making the interleaved sequence ideal for detecting high
velocities [24].

B. Velocity estimation

The experiment was performed on a blood vessel using a
linear array probe. The linear array probe was restricted by its
geometry to only capture the in-plane motion. The out-of-plane
motion is, thus, not included. Furthermore, the work energy
method requires blood velocity information in cross-sections
and it is therefore necessary to assume rotational symmetric
blood vessels. This can be seen in Fig. 1, which gives an
illustrative overview of how the velocity data are used. The
inlet and outlet velocities are calculated using vector flow
guided directional cross-correlation. Here, vector flow imaging
(VFI) [25] is used to estimate the direction of flow and cross-
correlation [26] [27] is used to estimate the velocity along
that direction. To increase the frame rate, recursive imaging
[28] is applied as described in [20]. The resulting velocity
profiles are then used for calculating the flow rate in (2)
and the advective energy rate in (4). The kinetic energy term
(3) requires velocities inside a volume defined by the inlet
plane and the outlet plane. Here directional cross-correlation
would be too computational demanding and to save time, VFI-
velocities are used as v⃗.

C. Material

Data are acquired with a GE-L3-12D, 5.2 MHz linear
transducer (GE Healthcare, Chicago, Illinois, USA) connected
to a Vantage 256 research scanner (Verasonics, Kirkland,
Washington, USA) with a pulse repetition frequency of 5
kHz. The virtual sources are evenly distributed across the
entire aperture width. The experiment is performed on a
tissue mimicking blood vessel phantom and is connected to
a pulsating flow pump (CompuFlow 1000, Shelly, Medical
Imaging Technologies, Toronto, Canada). It applies a volume
profile that mimicks the carotid artery with a peak flow rate
of 12.9 mL/s and an average flow rate of 3.9 mL/s.

Fig. 1: Shows how the 2D cross-sectional profiles are used for constructing
the 3D profiles. The parabolic velocity profiles are calculated based on the
directional cross-correlation method and are used for the surface integrals in
(4) and (2). The VFI velocity is used in the Kinetic energy term (3).

IV. EXPERIMENTAL RESULT

This section describes the results obtained from the two
methods when applied to experimental data. Fig. 2 shows two
B-mode images of the same blood vessel. The top image shows
the selected streamline used for the unsteady Bernoulli method
and the bottom image shows the inlet and the outlet plane used
for the work-energy method. The flow is going from right to
left in the images. Fig. 3 shows the estimated flow rate used

Fig. 2: Top image shows the position of the streamline and the bottom image
shows the position of the inlet and outlet planes used by the work energy
method. The pressure differences are then estimated between p8 and p1, and
between outlet and inlet.

in the work energy method along with the average flow rate
(dashed line) at the inlet and at the outlet. Both are estimated
using (2). The peak flow-rate is estimated through the inlet
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and the outlet, and is estimated to be 6.64 mL/s and 6.70
mL/s. The average flow rate is estimated to be 3.06 mL/s and
2.97 mL/s for the inlet and outlet, respectively. Fig. 4 shows

Fig. 3: Shows the flow rate at the inlet and at the outlet for 1 s of data. The
peak flow rate for the inlet and outlet are 6.64 mL/s and 6.70 mL/s. The
average flow rate are 3.06 mL/s and 2.97 mL/s.

the pressure difference from the advective term (Orange) and
the kinetic term (Yellow) along with the combined pressure
difference for a single flow cycle (Blue). It is seen that the
advective pressure difference is the largest contributor to the
total pressure difference. Fig. 5 compares the pressure gradient

Fig. 4: Shows the pressure difference between the outlet and the inlet. The
yellow curve represents the kinetic term and the red curve represents the
advective term. The blue curve shows the total pressure difference, when
combining the kinetic and advective term.

from the two methods and shows the mean pressure difference.
The grey area denotes ± one standard deviation. The work
energy method (blue-line) estimates pressure difference in the
range between 3.42 Pa and -53.3 Pa with a coefficient of
variation of 3.04%. The unsteady Bernoulli method (red-line)
estimates pressure differences in the range between 5.44 Pa
and -68.2 Pa with a coefficient of variation of 3.23%. This
is based on eleven flow cycles aligned in time, with one
flow cycle excluded due to air bubbles (The pump setup is
not free from air bubbles). If this flow cycle is included, the

new method remains robust (Coefficient of variation = 3%),
compared to the unsteady Bernoulli method (Coefficient of
variation = 4.17%).

Fig. 5: Compares the pressure gradient from the work energy method (blue-
line) to the unsteady Bernoulli method (red-line).

V. DISCUSSION

The peak flow rate is set to 12.9 mL/s and has an average
flow rate of 3.9 mL/s. Since the phantom is connected by
tubes the measured peak flow rate is expected to be lower
than what is set by the pump. However, the average flow rate
is expected to remain the same. The results in Fig. 3 shows that
the average flow rate is 3.06 mL/s and 2.97 mL/s for the inlet
and for the outlet. This is lower than the expected average flow
rate of 3.9 mL/s. One explanation could be that the phantom
blood vessel is not entirely rotational symmetric when being
scanned. Even small pressure exerted by the probe may cause
the blood vessel to become more elliptic than circular and
thus challenge the assumption of rotational symmetry, leading
to an underestimation of the flow rate. Another explanation
is that the phantom is made of tissue mimicking materials,
which stretch and expand during pulsatile flow. This can also
influence the measured flow rate.
This study used a clinically available linear probe. Since the
method requires velocities in cross-sections, it is necessary
to assume that the blood vessel is rotational symmetric. This
allows cross-sections of velocities to be modelled from in-
plane velocities captured by the probe. This also means that
the method only applies to blood vessels with a symmetric
stenosis, which is not always the case. Another source of
error is when a symmetric blood vessel experiences a non-
symmetric flow. This can happen after a bifurcation, where
the blood flow can be skewed towards a small section of the
inner wall as shown in [29]. Here, the reconstruction algorithm
will assume rotational symmetry even though the velocities are
confined to a small region captured by the transducer. This
will cause an overestimation of the flow flux and thus wrong
pressure gradients. A solution to these problems is to apply 3D
ultrasound imaging with high volume rates [30]. This would
allow velocities to be captured in all three planes.
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VI. CONCLUSION

The work energy method detected smaller pressure differ-
ences ranging from 3.42 Pa to -53.3 Pa compared to the un-
steady Bernoulli method, which detected pressure differences
ranging from 5.44 Pa to -68.2 Pa. The precision of the two
methods was estimated across 11 flow cycles and showed a
slight improvement to the work energy method. It detected
a coefficient of variation of 3.04% compared to the unsteady
Bernoulli method, which detected a coefficient of variation of
3.23%. This was measured using a clinical available probe,
which necessitates rotational symmetric blood vessels.
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