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Preface

After the completion of its third year of operation in 2022, the CyberSec4Europe1

pilot project (https://cybersec4europe.eu/) produced this ”Blue Book” (and
delivered it as Deliverable D4.7) to serve as a Horizon Research Roadmap in
the area of cyber security. To make this book a reality, the project put together
a ”Task Force” of young and senior researchers in the area of cyber security.
The Task Force proposed an initial set of topics and referred back to its con-
stituency, which is composed of top cyber security researchers, asking them
what the important research problems should be in relation to these topics.
The result of this consultation was a description of each topic that contained
the following aspects:

• What is the topic? Describe the topic and how it interacts with cyber
security.

• Who is going to be affected by cyberattacks in this area? ordinary
people? organisations? the government? who?

• What is expected to happen if we are subjected to such cyberattacks?
financial loss? loss of productivity? loss of life? what?

• What is the worst thing that can happen if things go really wrong?
massive loss of life? a war? financial losses in the range of billions of
euros? what?

• What are the main research gaps? What do we need to do from a
research point of view in order to deal with this problem? What are the
important research questions that need to be addressed?

• Example problems. Provide specific research problems that can be ad-
dressed in a single PhD thesis or in a small number of theses.

1CyberSec4Europe is funded by the European Union under the H2020 Programme Grant
Agreement No. 830929. This publication reflects only the authors’ view. The Commission is
not responsible for any use that may be made of the information it contains.



After this consultation, the task force also asked the experts what the
Grand Challenges in cyber security should be. These whould be topics that
would need hundreds of people and several years to solve. However, if solved,
they would fundamentally change the problem of cyber security.

We hope that this book will provide useful direction to researchers, will
give good advice to policy makers and will prove useful to all who read it.

How to Read this Book

Policy makers may want to focus on Chapter 1 (page 1) which provides a
short Executive Summary of the book, and on Chapter 16 (page 111)
which describes Grand Challenge Research Problems in the area, which
can be solved only with the collaboration of several research organisa-
tions and the support of leading funding agencies.

Young researchers who are interested in doing a Ph.D. in systems security
should read at least the final section of each chapter, which describes
problems that are appropriate to be solved within the context of a Ph.D.
thesis.

Experienced researchers may want to read all chapters but especially Chap-
ter 16 (page 111), which describes Grand Challenge Research Problems
in the area.
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1 Executive Summary and Main Recom-

mendations

1.1 Research Directions

Over the last year of the CyberSec4Europe project, the beneficiaries of the
project, taking into account input from the project’s associates and external
experts, have formulated a number of research directions that will be impor-
tant for the future. These directions include:

• Privacy and anonymity

• Emerging technologies: metaverses, IoT, machine learning, etc.

• Novel approaches to authentication: beyond passwords, biometrics, etc.

• Defences “by-design”: software development, threat modelling, etc.

• Strong technologies: secure communications, testing, trusted execution,
etc.

For each direction a number of research priorities have been defined. Such
priorities include:

• Provide strong anonymous communication at large scale

• Build trustworthy metaverses

• Improve password-less authentication methods

• Develop early detection approaches for armoured malware

• Provide privacy in IoT environments

• Realise machine-learning models that remain secure under different ad-
versarial scenarios

• Ensure that critical infrastructures are resilient to cyberattacks

• Support “by-design" testing and certification approaches integrating in-
dustrial, social and ethical values, sustainability, and trustworthiness
needs



1. Executive Summary and Main Recommendations

1.2 Grand Challenges

Although short-term projects1 may have an immediate impact on the market,
such impact is usually incremental and may not be long-lasting as it focuses
on an immediate problem that may not be so relevant, say, five to ten years
down the road. To make fundamental breakthroughs in the area of cyber
security, we have proposed several long-term “Grand Challenge” problems.
To select a small number of “Grand Challenges”, the members of the Task
Force, along with the members of the broader constituency proposed several
such “Grand Challenges”, from which the following were selected:

• Give users assurance about the security of their devices

• If it can be done anonymously in the offline world, it can also be done
anonymously online

• Make artificial intelligence safe for people

• Make systems resilient under attack

• Enhance the general public’s awareness of cybersecurity

1When we say short-term projects we mean projects that last two to three years and have a
funding of two to three million euros.
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2 Introduction

The penetration of cyberspace into our everyday lives has reached unprece-
dented levels. Although 30 years ago the Internet was a curiosity mostly
used among academics, today more than 92% of the households in the Euro-
pean Union have access to the Internet [2]. The Europeans use the Internet
for several aspects of everyday lives: more than 50% use it for social media,
around 50% use it for Internet banking, around 66% use it to find information
about goods and services, and 55% use it to seek health information [81]. The
COVID-19 pandemic just increased the use of the Internet, as even more ev-
eryday activities moved online. For example, during the pandemic, schooling,
shopping, and socialising could only be done online for extended periods of
time. Although the pandemic is a thing of the past, the penetration of some
of these Internet activities is here to stay.

Although moving activities online has certain advantages, it may also cre-
ate threats for people. Indeed, as more and more activities move from the
physical world to the digital world, this just increases the attack surface. That
is, cyberattackers have more opportunities to attack. This is simple to un-
derstand: if people do their banking online, thieves will try to steal money
online. Similarly, if people do their telephone calls using some online video
conferencing system, eavesdroppers will try to listen to these conversations
online via a wide variety of options: they may offer such a system for use
for free; they may compromise one of those systems; they may bug the soft-
ware with a virus of their own; they may “purchase” such a bug in order to
compromise the system. Here the sky is the limit. The most important point
is that people have moved their conversations to online platforms. Once this
move has been made, attackers will think of a number of different ways to
eavesdrop on these conversations. The same applies to all other activities of
our everyday lives: once we move an activity to cyberspace, cyberattackers
have a wealth of new opportunities to attack.

Having realised this increasing threat in the area of cybersecurity, the part-
ners of the CyberSec4Europe project put together a list of cybersecurity areas
that we should focus on over the next few years. They have explained the
security threats in these areas and they have elaborated on what kind of
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cybersecurity research needs to be done. The areas they have studied are:
anonymity, authentication, critical infrastructures, effective threat modelling,
IoT security, machine learning, malware, metaverses, privacy by design, secu-
rity awareness and training, software life cycle, testing and certification, and
trusted execution.

Among the most important research areas we see:

• Provide strong anonymous communication at large scale

• Build trustworthy metaverses

• Improve password-less authentication methods

• Develop early detection approaches for armoured malware

• Provide privacy in IoT environments

• Realise machine-learning models that remain secure under different ad-
versarial scenarios

• Ensure that critical infrastructures are resilient to cyberattacks

• Support “by-design" testing and certification approaches integrating in-
dustrial, social and ethical values, sustainability, and trustworthiness
needs

To make fundamental breakthroughs in the area of cyber security, we have
also proposed several long-term “Grand Challenge problems” including:

• Give users assurance about the security of their devices

• If it can be done anonymously in the offline world, it can also be done
anonymously online

• Make artificial intelligence safe for people

• Make systems resilient under attack

• Enhance the general public’s awareness of cybersecurity
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3 The Erosion of Anonymity

3.1 Introduction

Over the past few years
we have increasingly been
using cyberspace for most
of our everyday activities:
shopping, working, watch-
ing movies, listening to mu-
sic, chatting with friends, en-
tertaining, etc. The recent
COVID-19 pandemic inten-
sified this effect and forced
us to do most of our activi-
ties on line: schooling, shop-
ping for groceries, socialis-
ing, keeping in touch, almost everything was done online. In some cases,
things became so extreme that doing some of these activities off line was
completely illegal. Indeed, during those lock-down periods, face-to-face vis-
its to friends were illegal in some countries and incurred heavy fines. Thus,
during such periods the only way to visit friends was through some on-line
video conferencing tool.

Although such online activities were convenient (or even absolutely nec-
essary during the pandemic), they usually required strong authentication and
identification for all parties involved. For example, online shopping was not
possible with anonymous cash, but required the use of debit/credit cards and
possibly online bank accounts. Delivery of the purchased products required
the disclosure of the delivery address, the presentation of some identifying
information, possibly the disclosure of a mobile phone number, etc.1 The sit-
uation was no better for other forms of interaction, such as keeping in touch

1Although this information is required for such online transactions independent of the pan-
demic, before the pandemic people had a choice: They could opt out of such transactions. During
the pandemic the choice was not there anymore.
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with family. Indeed, as a physical “visit” to family was almost impossible,
the only way of interaction was through videoconferencing, which usually
implied the installation of some videoconferencing software that needed the
user’s name, their address, and possibly a credit card for payment purposes.
And to make matters worse, this software had the ability to track who is
talking to whom, and what they say.

The disclosure of all these personal data is in sharp contrast to the pre-
COVID era where people could carry out all these kinds of interactions with-
out the need to disclose any kind of personal information. This disclosure
of personal information usually leads to a loss of anonymity: people cannot
visit their parents without informing several different companies online. The
same loss of anonymity happens in other areas of our lives. For example,
in the past people could purchase a can of soda from their minimarket, pay
cash, and stay relatively anonymous. Today, in order to purchase a can of
soda online they need to disclose their name, their address, their credit card
details, while they may ultimately be tracked by dozens of cookies, trackers
and advertisers, which use their data for all sorts of marketing purposes.

One might be tempted to say: “It is not necessary to carry out these inter-
actions online: we can always go back to physical interactions.” Although it is
nice to have such optimistic points of view, we are afraid that soon there may
be no “back” to go “back to”. Online interactions keep increasing and there
is no indication that they are going to significantly decrease: online shopping
is on the rise, the use of smartphones continues to increase, and people seem
to spend ever more time online. As a result, it seems that online interactions
are here to stay and we just need to deal with the tracking and the erosion of
anonymity that comes with them.

3.2 Who Is Going to Be Affected?

As it is more difficult to stay anonymous online (compared to the offline
world), most law-abiding citizens who use the Internet without any special
anonymisation software are potentially going to be affected by this erosion of
anonymity. It seems, however, that younger people will be affected the most,
as they can be expected to spend a longer percentage of their lives online.
In addition, people who have some role that is visible to the public (such
as actors, politicians, etc.) will also be disproportionately affected, as their
(private) lives will be heavily scrutinised. Unlike theft of physical property,
erosion of anonymity is much like data theft: once the data are gone there is
usually no way of getting them back. It is not like stolen silverware, which
the owner will get back if they catch the thief. Stolen data may be copied
and gone forever: there is no “back” to go back to. In addition to people,
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their contacts will be affected as well. Exposing the personal information of
a single person not only harms the person herself, but may potentially harm
anyone who interacts online with her: her friends, relatives, etc.

In addition, people who need anonymity for their physical safety will be
severely impacted. For example, people in non-democratic countries may face
immediate danger. Even people in democratic countries, such as whistle-
blowers and journalists, may be severely impacted if they cannot operate
anonymously.

Finally, organisations will also be significantly affected. Indeed, informa-
tion that used to be confidential within a business (such as number of cus-
tomers, number of sales, peak times, etc.) could now be found (or at least
inferred with high accuracy) by trackers and advertisers that are involved in
the interaction. One might think that large organisations would be able to
scrutinise their web sites and eradicate any tracking done by third parties.
This is probably true. It is not clear, however, whether small companies will
have the expertise and/or the capability to do something like that.

3.3 What Is Expected to Happen?

In a world where anonymity is not easy to achieve, people will just not
be able to act anonymously. All aspects of their activity will be recorded
somewhere online by someone they probably do not know: what time they
wake up, what time they go to work, what items they purchase, what books
they read, what notes they take, what news they are interested in, where they
eat, where they spend the night, who they spend the night with—everything
is going to be recorded online.2 People will have little (if any at all) private
life any more. In the absence of a strong legal system that heavily penalises
unauthorised access to information, we are afraid that this information may
eventually reach the wrong people. Indeed, although initially information
may be shared with a trusted entity (such as our ISP or our email provider),
information, much like any other digital commodity may eventually be sold,
acquired, or even stolen. The worst thing of all is that we do not really know
if this will happen, or even if it has already happened.

Some people might say “I have nothing to hide”, so they may think that it
is reasonable to disclose all of their activities online. However, the main point
here is that once information is disclosed online it may eventually find its way
to the wrong people or may fall into the wrong hands. If it falls into the wrong
hands, information may cause major damage to people. Imagine, for example,
organised crime syndicates. They would love to know the whereabouts of

2Even the time of the day when I am typing these characters and the time of the day the reader
reads this text is maybe being recorded somewhere online.

7
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people: who is alone, who is on vacation, which house is empty, which elderly
people bought jewellery, etc. Recent studies suggest that 78% of burglars use
social media to find their targets [3]. These burglars use social media to find
pictures of homes, or even pictures of house keys [33], to see whether potential
targets are on vacation, to find their daily routines, and to see whether they
have checked in at a restaurant. All this information can be used in order
to find the most promising targets and when is the best time to rob them.
One might be tempted to think “Oh! I do not post such information online,
thus I am safe.” We are afraid that this is far from true. Indeed, several of
the apps in our smartphones (and especially those that have access to our
GPS coordinates) know where we are. They know if we are on vacation,
they know which restaurant we are in, they know when we leave home, they
know when we return, etc. The fact that we do not post such information in
social media does not mean that this information is not recorded online by
several different actors who have access to it. And, as we have said, if some
information is collected online, it may later be shared, sold, or even stolen.

It seems that most people are not aware of these dangers. As a result,
they do not seek anonymity and they expose themselves to malicious actors
out there: burglars, robbers, or even killers! For example, recent research
on 350 homicides suggests that before murdering their victims killers stalk
their victims in social media [198]. These examples suggest that this lack of
anonymous interaction, in which several people engage, may lead to serious
damage: theft, loss of property, and even loss of life!

3.4 What Is the Worst That Can Happen?

We are afraid that the impact on society will be
much greater than what has been described so far.
If anonymity is completely lost, it will be like living
in a world where each and every activity of ours is
being monitored all the time. This will be like living
in a “Big Brother-like” dystopian society, where each
and every action will be monitored and recorded.
And the worst part of all is that we do not really
know who is recording it and who has access to this
information. Is it an advertiser who wants to know
what colour of shoes we like? Is it a crime gang that
would like to know which elderly people recently bought jewellery? Is it the
government of a hostile country that would like to know the daily routine of
the people in our country and possibly bug them when they visit on vacation?
We do not really know.

8
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We are afraid that this complete loss of anonymity will not only transform
the lives of individuals, but will transform entire societies. People may be-
come extremely conservative and may become afraid of each and every action
they take. In such an environment people may refrain from exercising their
rights out of fear that doing so may have consequences; this would severely
damage democracy itself. The 1984-like dystopian societies that we managed
to avoid will come again to haunt us through our own faults and our own
negligence.

3.5 Research Gaps

To address the problem we need a combination of legal and technical ac-
tivities in this area.

3.5.1 Provide Strong Anonymous Communication at Large Scale

Today there are very few opportunities for anonymous communication. The
onion router (Tor) is one of the best-known ones [62]. However, less than
1‰ of Internet users use it. We need to provide easy-to-use systems that give
strong protection and can resist powerful adversaries under a variety of threat
models.

3.5.2 Provide online the same level of anonymity you expect offline

Today, anonymity has been implemented in only a small portion of online
interactions, mostly in anonymous web browsing. Indeed, the Tor network
mentioned above comes with a browser that makes installation configuration
much easier for users. This anonymity should be extended to all kinds of
interactions, including anonymous shopping, anonymous entertainment, etc.
The rule of thumb here should be: if it can be done anonymously offline, we
should try to do it anonymously online as well.

3.5.3 Measure/Monitor the scale of the problem - Achieve Transparency

It is not clear to most people what the scale of this problem is: what is the
amount of personal information that is being shared. The web trackers keep
inventing new ways to track users online and to deprive them of the ability to
operate anonymously [181]. It is basically a “game of cat-and-mouse”, where
trackers invent new ways of tracking and researchers try to detect these ways
of tracking, possibly via reverse engineering. We need to better understand
the scale and mechanisms of tracking and loss of anonymity. We need to
develop mechanisms that continuously monitor this erosion of anonymity at
all different levels in all possible different ways. These mechanisms should be
able to operate frequently without the cooperation of web content providers..

9
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3.5.4 Novel Data Anonymization and De-Anonymization approaches

We need to develop novel data anonymization mechanisms that will allow
sharing of data at a larger scale. Although some data anonymization ap-
proaches already exist (see [226], and [68]), there is still a long way to go
before anonymous data can be shared on a large scale. We need to study
attacks to existing data anonymization approaches that aim to de-anonymize
the data, and develop defences that will result in better anonymization ap-
proaches.

3.5.5 Resist Censorship

Several countries all over the globe censor communications on the Internet.
In such settings users have limited access to the Internet or, in some cases,
no access at all. We need to develop robust and practical systems that bypass
censorship and enable people to safely (and anonymously) publish and access
information.

3.5.6 Develop robust anti-fingerprinting methods

To break the anonymity of their users, several web sites use fingerprinting
methods. Such methods try to identify various aspects of the user’s browser
(e.g. browser type, fonts supported), or the user’s computer (such as local lan-
guage, operating system version, screen size, etc.) in order to uniquely iden-
tify users as they browse the web. Although each of these features alone (such
as screen size) is not enough to uniquely identify a user, the combination of
all of them is usually sufficient. We need to develop strong anti-fingerprinting
approaches that allow little (or no) information to be collected about the users
as they roam around the Internet.

3.6 Example problems

Tangible example problems might include:

Identity leaks. Monitor how web sites use all kinds of mechanisms (such as
cookies, URL arguments, URL header fields, etc.) to transfer personal
data from one web site to another. Develop defences against such mech-
anisms.

Make Anonymizing Networks more resistant to attacks. Study possible at-
tacks that may compromise anonymity in anonymizing networks. Ex-
plore the magnitude of these attacks and propose possible solutions.
Initially focus on website fingerprinting attacks on Tor.

10



3.6. Example problems

Operate with anonymous personas. Develop fake personas that allow users
to use the web without revealing their true identity. Develop a system
that will clearly evaluate the trade-off between usability and privacy in
providing fake information in different settings. Explore the situations
where personas provide added utility.

Understanding of Privacy. Improve users’ understanding of their privacy-
related decisions, such as the cookie consent forms that they agree to.
Develop (semi-)automated tools that improve this understanding and
quantify the choices made by the users.

Data Provenance. Develop systems that enable users to detect the provenance
of data and thus discover stolen/leaked data. Address the problem
for different kinds of data including time series, images, videos, multi-
dimensional signals, etc.

11





4 Machine Learning

4.1 Introduction

Machine Learning (ML) has become the
technology powering a wide-range of ap-
plications and services. The performance
and the generalisability of ML models made
them a good candidate for tackling a se-
ries of real-life problems that exhibit high
complexity. Take for example the recent ad-
vances of Generative Adversarial Networks
(GANs) that manage to synthesise highly re-
alistic human faces with a small number of real-world samples [127]. Gener-
ally speaking, ML-based systems managed to achieve high success rates on
problems where the classic rule-based approaches did not perform well.

Nowadays, ML has been deployed in many sectors of our everyday lives.
For example, during our online shopping on Ebay or Amazon, an ML-based
personalised recommender system, running in the background, proposes prod-
ucts according to different parameters related to the user, e.g. the history of
previous purchases and the time spent looking at a specific product. In ad-
dition, the automotive industry has incorporated ML technologies into their
cars to make them drive themselves without any human supervision whatso-
ever. Furthermore, ML-based Natural Language Processing (NLP) techniques
have been developed for improving the safety of online discussion environ-
ments, e.g. to detect toxic, sarcastic, harassing and abusive content [169]. In
general, ML technologies have benefited various sectors, some of them being
the following: medical diagnosis [131], detection of credit card fraud [146],
stock market analysis [41], bioinformatics [63], speech recognition [99], object
detection [40], and robot locomotion [129].

To grasp the potential of ML algorithms, it is enough to say that many
tech giants, such as Google and Amazon, offer Machine Learning as a Service
(MLaaS) platforms, where the users can upload their own data to train their
own ML models and solve a specific classification/prediction task. Thus, the
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users’ data –which in many cases contain sensitive information, such as med-
ical records, photos and other personal descriptors– is used as the training
data by the MLaaS platforms. Additionally, some MLaaS operators may give
data owners the option to sell access to their trained ML models to the general
public.

Despite the massive success of ML in tackling numerous difficult prob-
lems, several security and privacy vulnerabilities have been shown to coexist
with these models [142, 182]. For example, think of the case where an NLP
model misclassifies a movie’s review as "excellent" instead of "bad". This (mis-
classification) error results in a higher score for that particular movie. Thus,
users that consult a specific site for movie ratings will be lured to watch that
movie because of its high rating. After watching that movie users will realise
that it was not as good as the rating site suggested and, as a consequence,
avoid using the same site again. On a more serious note, think of the case
where an image recognition model is deployed on an autonomous driving
vehicle for identifying road signs. If an attacker deliberately perturbs the in-
put (video) to the image recognition model, then the model might wrongly
recognise a “stop” sign as a “minimum speed limit” sign and accelerate in-
stead of stopping the car. As you can easily imagine, such attacks can have
serious consequences, even causing fatalities. In conclusion, since ML has
dominated across many sectors, we need to come up with solutions for en-
suring its secure operation.

4.2 Who Is Going to Be Affected?

Since the widespread adoption of ML models into a variety of services and
applications, anyone who has access to a modern device (e.g. a smartphone,
a personal computer, a vehicle, or even a home appliance) can be affected. In
general, any individual who possesses an electronic device can be affected.
Nonetheless, youngsters are expected to be affected to a larger degree com-
pared to older individuals, since they often utilise newer technologies and
applications that are often powered by ML [124].

A large portion of ML-based applications are often trained on personal
(sensitive) data. Leaks of such data may lead to serious consequences for the
affected individuals. Think of the case where an ML model is trained to as-
sociate a patient’s information with a specific disease class. If an adversary
knows that a patient’s data was included in the model’s training dataset, they
can draw conclusions about the victim’s health status (known as member-
ship inference attacks [211]). In a similar fashion, if an adversary manages
to successfully generate inputs resembling the original ones used for train-
ing the target model, then this might enable the de-anonymisation of users
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and expose personal or sensitive information (known as model inversion at-
tacks [85]). Finally, adversarial image generation attacks, where an adversary
introduces slight modifications to an existing image in order to confuse or
deceive an image recognition ML model into performing a misclassification,
have been proposed in the literature [96].

Finally, companies that provide ML-based solutions may also be impacted,
in addition to individuals. In particular, disclosing that the ML services of-
fered by a company are vulnerable to the aforementioned attacks can seriously
harm that company’s finances and reputation.

4.3 What Is Expected to Happen?

The generalisation ability (performance) of ML-based applications heav-
ily depends on the quantity of available training data. But, as the training
data volume grows, so does the chance that sensitive data will be present.
Thus, it is realistic to assume that the attention of potential adversaries and
malicious groups is going to be focused on attacking systems that utilise ML
components.

The number of data breach incidents that exploit ML components will
increase in the near future. This is because ML models, running in the back-
ground and collecting sensitive personal data, will be deployed within more
and more applications and services. Thus, potential adversaries will have
access to a wider range of exploitable targets.

ML models can be deployed in sectors where wrong decision making im-
plies serious consequences (e.g. in healthcare). Thus, legislations/regulations
will be drawn up in order to explicitly state the liable entities in case some-
thing goes wrong or not as expected. In addition, the security and privacy
standards that must be met by deployed ML models will be released. These
standards will ensure that deployed ML models are robust against specific
(known) threats. Finally, guidelines for best practices will be formed in order
to help non ML-expert developers who wish to incorporate ML technologies
in their applications.

4.4 What Is the Worst That Can Happen?

As already mentioned, it is expected that the number of data breach in-
cidents caused by the exploitation of ML components will increase. In or-
der to prevent potential exploits that could have serious repercussions, rele-
vant authorities, such as the European Union (EU), should keep taking bold
steps (e.g. see Pupillo et al. [144] and ENISA press releases on AI/ML-
security [73, 74, 76]) to strengthen the security and privacy of ML-based sys-
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tems and services. Only with such concrete regulations/policies in place will
the community experience the full potential of ML technologies.

Moreover, for companies that of-
fer ML-based solutions, potential at-
tacks on their systems may imply
millions of dollars in financial dam-
age and loss of reputation. In addi-
tion, attacks such as those described
in Sec. 4.2 might make a large por-
tion of ML-based systems unusable.

Last, but not least, the degree to
which people trust ML-based systems will be greatly decreased if appropriate
security and privacy measures are not considered. This is important, because
the traction (usage) of such systems will be decreased as well. People will
be hesitant to provide their valuable data for training ML models. Thus,
advances in ML, and artificial intelligence (AI) in general, will decline signifi-
cantly. In fact, people will become so suspicious of technology that they will
be hesitant to use it. Much like the 5G case, we may even see uprisings and
protest movements against ML technologies.

4.5 Research Gaps

In order to improve the secure operation of ML-based systems several
actions can be taken.

4.5.1 Exploring the security and privacy robustness of state-of-the-art ML

models under different adversarial scenarios

So far, the scientific community has identified a number of security/privacy
vulnerabilities that coexist with state-of-the-art ML models. Nonetheless, ex-
posing those models in different adversarial scenarios might reveal additional
vulnerabilities from which they may suffer. Discovering those weaknesses
will significantly aid the community in developing generally applicable de-
fences or designing improved architectures in terms of providing specific se-
curity/privacy guarantees. In that sense, ML auditing frameworks can be
developed that will be solely responsible for evaluating the robustness of ML
models against specific security/privacy threats.
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4.5.2 Designing architectures and training algorithms for increasing ML

models’ generalisation and robustness against security/privacy at-

tacks

A number of the attributes of ML models might be related to their vulnerabil-
ity to specific security/privacy attacks. For example, membership inference
attacks (MIAs) have been shown to be more effective on overfitted models
(i.e. models that demonstrate low generalisation) rather than well-generalised
ones [211]. In addition, the architecture of the model itself has been shown
to play an important role in its vulnerability against MIAs. In that sense, re-
searchers have demonstrated that a naive Bayes model is much more resilient
to MIAs compared to a decision tree and, therefore, may be the preferred
model type for a particular ML service [234]. Thus, ML model architectures
that offer increased robustness against security and privacy attacks should be
developed.

In a similar fashion, the training of ML models should be optimised to-
wards offering increased security and privacy guarantees. For example, Dif-
ferential Privacy (DP) [68] offers probabilistic guarantees about the privacy
of individual records in a database. DP retains the global statistical distri-
bution of a dataset, and its contribution to an ML model’s weights, while
at the same time reducing the influence of each training instance. Similarly
to k-anonymity [139] and diversification [9], DP can be used to mitigate the
risk against various privacy attacks, such as membership inference and re-
identification. The application of DP, however, imposes a trade-off between
security and utility (usefulness). In other words, the stronger the security
guarantees that DP offers, the larger the negative impact on the model’s per-
formance. Thus, novel training algorithms and techniques that maximise the
security/privacy guarantees, while also sacrificing as little performance as
possible, should be developed.

4.5.3 On the transparency and interpretability of deep ML models

ML models are often viewed as black boxes that can make a decision based
on any possible input variant. The complex nature of ML models makes
their inner workings difficult to comprehend. However, what is difficult to
understand is also difficult to audit. And what is difficult to audit is also
difficult to trust. Generally speaking, the level of model transparency depends
on the knowledge required to understand the internal mechanics of the ML
algorithm.

There are quite a few ML algorithms that directly or indirectly produce
human comprehensible output, such as a linear model or a decision tree.
Suppose that we can trace the chain of reasoning of each decision that an
algorithm makes. Can we claim the algorithm is transparent? The answer
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is unfortunately no. The chain of reasoning only tells us “how” a decision
was made for a given input but not “why”. For example, knowing “how”
is not sufficient to justify that the decision is made consistently, accurately,
reliably, and validly. Thus, for a learning model to be truly transparent we
need to know both “how” and “why”. Due to the high complexity of deep
ML models, which often incorporate hundreds of fully (or partially) inter-
connected layers, a promising approach for increasing their transparency and
interpretability is to provide justifications and insights for the decisions that
can be gauged externally.

4.6 Example problems

Tangible example problems might include:

Exploring security and privacy attacks on ML models. An important direc-
tion for enhancing the security and privacy of ML algorithms is to reveal
additional hidden vulnerabilities. Apart from the already established se-
curity/privacy attacks, such as model inversion, membership inference,
model extraction and adversarial sample generation, additional effort is
required to determine other possible threats. In addition, we need con-
cepts and techniques to measure the vulnerability/robustness of ML.

Proposing generally applicable defence strategies. Another interesting direc-
tion is the development of generally applicable defences, more specifi-
cally, defences that can be applied to existing trained ML models with-
out the need for retraining, which is a time-consuming process and
would require large computational resources, or any modifications to
their architecture/training algorithm, which would require significant
manual intervention from experts in the field of AI and ML.

Applying vulnerable learning models in a secure way. One might say that
perfectly secure ML is probably an illusion. Thus, instead of focusing on
increasing their robustness, an alternative direction is focusing on how
to apply them in such a secure way that exploiting those ML models
becomes significantly harder.

Developing human-friendly interpretability techniques. This angle involves
the development of systems and services that are able to provide human-
friendly explanations for the decisions of current state-of-the-art ML
models. When we refer to “human-friendly explanations”, we mean
justifications that are preferably simple enough for people who are not
experts in the fields of AI and ML to understand.
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5 Authentication - Beyond Passwords

5.1 Introduction

Nowadays, the increasing use of
cyberspace requires each person to
have several accounts in order to
access the systems and web appli-
cations necessary for everyday ac-
tivities. One of the oldest pro-
tection mechanisms of systems and
web applications is the authentica-
tion method, where the user is asked
to prove his/her identity to gain ac-
cess. The most common method
of authentication by a system or
an application is via the so-called
username-password method. In this method, the user has to provide the user-
name and the password that were chosen during the account creation process
(registration). Despite the fact that username-password is one of the oldest
authentication methods, it is still used by almost every system and applica-
tion (both online and offline). For instance, a doctor in a hospital deploys the
username-password method to access her account in both the hospital and an
online shop. During the past few years, the number of accounts each user
maintains has greatly increased; consequently, users find it difficult to mem-
orize and manage all these passwords. A recent study by NordPass showed
that an average person has 100 different passwords to remember, leading to a
problem called password overload [199]. Moreover, the username-password
paradigm is subject to various cyber-attacks, such as recovering a password
from its leaked hash through brute force (password cracking), recovering a
password when transmitted through an untrusted channel (eavesdropping),
tricking a user into entering his/her password on an untrusted or compro-
mised endpoint (phishing websites, ATM skimmers), or allowing the use of
default passwords that can be used by adversaries [28] [174] [8] [83].
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Hence in order for a password to be considered strong, as suggested by
Microsoft, it should contain at least 12 characters, be complex (i.e. contain
alphanumeric characters, numbers, symbols, and non-dictionary words), be
different from other passwords the user used in the past, and be difficult
for others to guess [152]. All these conditions along with the high number
of different accounts have affected users who find it difficult to memorise
(Strength of Memorized Secrets [173]) and manage all these passwords. To
solve this password overload problem, users have come up with solutions
that directly affect the security of their accounts and the privacy of their data;
they either simplify their passwords to be easy to remember, reuse the same
password on different services, or store their passwords in a “secure” place,
for example on paper or using a password manager. But even if the password
is strong and the user handles it appropriately, the service providers also
have to keep their end of the deal and store their users’ passwords securely.
NIST provides suggestions on how to properly store passwords on databases
(Memorized Secret Verifiers [173]), though many popular open source server
software do not offer adequate security by default [170] and a number of data
breaches exposed improperly stored passwords [113].

Several methods have been introduced to enhance the robustness of the
authentication process, especially on critical systems and applications; with
the best known being two-factor authentication (2FA), also recommended by
ENISA to improve password security [77] [5]. During a 2FA method, the
user has to prove his/her identity based on two factors rather than one. For
instance, to access a web banking account, apart from providing the username
and password, the user is also asked to provide a one-time password (OTP)
that is received via a Short Message Service (SMS) in order to be authenticated.
Although this method improves the security of the authentication process, it
lacks user-friendliness [148], which is an important factor in the authentication
procedure, and can also be exploited through SIM swap attacks (where the
adversary manages to clone the SIM card of the victim, allowing him to steal
the SMS) or by tricking the user into revealing the OTP code through a fake
call, website or email (phishing).

5.2 Who Is Going to Be Affected?

Anyone who uses a computer or smartphone is going to be affected by the
weak security of password-based authenticated methods. However, people
with more accounts are more likely to be affected, since the attack surface is
wider in other words, attackers have greater chances to compromise an ac-
count. For example, if Bob has one account (e.g. an email account) and Alice
has three accounts (e.g. email, online shop and streaming accounts), then
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an attacker can target Bob on one application, while Alice can be targeted
on three different applications. Apart from individuals, companies/organisa-
tions might also be affected, since if an employee’s password-only protected
account is compromised, corporate data could be stolen or malicious software
may be planted, resulting in jeopardising the reputation of the company/or-
ganisation, which will lead to money loss. Last but not least, governments
and critical infrastructures will be affected the most, because if an attacker
were to gain unauthorised access, their malicious actions might also have a
serious effect on European citizens. For example, the compromise of a power
grid will significantly affect the public.

5.3 What Is Expected to Happen?

In a case where a system’s authentication is compromised, not only will
the user’s data be at risk, but also the attacker will have access to the system
to perform various malicious actions, such as stealing personal information
or documents, installing some type of malware, or performing an Advanced
Persistent Threat (APT) attack. Thus, the consequences will vary depend-
ing on the criticality of the system and the attacker’s actions. In most cases,
compromise of the authentication process leads to a data breach and money
loss. However, when the authentication process of a critical infrastructure is
at stake, the consequences might be much more severe than the loss of money.
The worst thing is that we cannot know beforehand the malicious actions that
an attacker will perform.

5.4 What Is the Worst That Can Happen?

Most of our digital services rely upon secure authentication of the users,
and thus we have to make sure that we use adequately secure authentication
methods. Assuming that we will continue to base all of our authentication
methods on passwords, eventually every system will be compromised at least
once. Every company will be affected by incidents and data breaches, re-
sulting in millions of euros lost. Massive amounts of people’s leaked data
(e.g. email, photos, residence, social number, telephone, credit card numbers,
finance status, medical records, etc.) will be available online to the highest
bidder, thus affecting privacy significantly.

Critical infrastructures will also be affected deeply. Such infrastructures
(like the power grid, water systems, hospitals, telephone communications)
still connected to the internet will possibly pose a threat due to the high risk
of being compromised. Cyber-attacks will target such systems, creating a high
risk of espionage, cyber terrorism or even loss of lives.
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5.5 Research Gaps

To ensure we keep authentication modules adequately secure, actions need
to be taken in this area.

5.5.1 Improve passwordless authentication methods

Although passwordless authentication methods — such as the fingerprint
unlock of our phones — are already available (e.g. FIDO [6] and WebAu-
thn [110]), there are a number of points that can be improved. To start with,
we should make sure passwordless authentication is accessible by everyone
(though our personal devices such as our smartphones or personal comput-
ers) in a user-friendly yet secure way, by increasing the adoption of pass-
wordless authentication methods (e.g. increase the number of application and
website that support passwordless login) and improving the interoperability
between authenticator devices and services requiring authentication (e.g. use
the fingerprint sensor on your smartphone to authenticate on your laptop).
Since several popular passwordless authentication methods rely on biometrics
(e.g. iris scan, fingerprint scan, face scan), looking into ensuring the security
and trustworthiness of biometric authentication methods (e.g. by reducing
the false positives where an unauthorised entity may be falsely be identified
as an authorised one) while also respecting user’s privacy (e.g. securely stor-
ing biometrics’ related data locally only for use to authenticate the user) is of
high importance, while also looking into how they can be used along with
fuzzy cryptography (where biometric data can be used as an input to cryp-
tographic functions). Furthermore, the usage of passwordless authentication
in advance authentication scenarios (e.g. multiparty passwordless authentica-
tion, where the authentication/authorisation is performed by more than one
entities) should be investigated in order to meet specialised needs that existing
methods do not cover (e.g. allowing the authorisation of a transaction or the
signing of a document by 2 or more people). We should also look into novel
passwordless authentication approaches for both online (e.g. logging into an
online website) and offline usage (e.g. logging into your laptop). Last but
not least, there needs to be investigation into improving the authentication of
users by leveraging existing technologies (e.g. Single Sign On) and new digital
identity schemes (e.g. Self-sovereign identity, Decentralized Identifiers [219],
Verifiable Credentials [220]) in combination with passwordless authentication
(when needed), as well as secure recovery or fallback mechanics for use when
the main authentication mechanic is not available (e.g. in case you lose your
smartphone or your USB security key).
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5.5.2 Measure/monitor the use of insecure authentication methods

It is of high importance to monitor the security state of authentication meth-
ods in Europe, by measuring both the adoption of passwordless authentica-
tion and the use of insecure password-based authentication methods. With
better insight into the problem, measures could be taken to reduce the se-
curity risk. For instance, we can introduce new regulations or improve ex-
isting ones, targeting critical systems affected by the problem, as well as set
minimum security requirements (e.g. appropriate certification, security as-
sessments and auditing) to ensure an appropriate level of security to protect
European citizens and our society as a whole. Research could also focus on
the economic side of the issue and investigate whether better and newer au-
thentication mechanics are affordable by all kinds of organisations or whether
such technological solutions do not fit the bill.

5.5.3 Understanding user’s psychology related to authentication

An important research gap is related to the human psychology and authen-
tication. Further research into the user’s psychology during authentication
should provide more information related to deception attacks (social engineering-
related attacks) as well as providing valuable information about the user’s
perception regarding the usability of an authentication mechanism.

5.5.4 Enhancing biometric authentication methods using AI methods

Biometric authentication methods, such as fingerprint, face, and voice recog-
nition, are heavily utilised in smart phones to login users without passwords.
Yet those mechanisms come with their own limitations. To name a few, dirty
hands will affect fingerprint recognition, weather conditions face recognition,
and loud environments voice recognition. Thus, further research is required
to alleviate those restrictions. One approach could be to employ AI methods,
such as machine learning (ML) and deep learning (DL), in the authentication
process to make the best of the incoming data in cases where the conditions
are not optimal.

5.5.5 Continuous authentication

The user’s unique characteristics can be deployed for authentication without
needing his/her interaction. For instance, in the case of a mobile phone,
each person holds his/her phone differently, types differently, swipes from
different angles, etc. Utilising all this data regarding each person’s behaviour
and leveraging AI can result in continuous authentication without the use of
passwords or biometrics. Research on this topic should focus on increasing
the accuracy of the behavioural authentication mechanisms, at the same time

23



5. Authentication - Beyond Passwords

reducing the false positives and false negatives, while also looking into how
to preserve user’s privacy and user’s control.

5.5.6 Training people in authentication related topics

There are several 2FA methods that can be used today in combination with
passwords to provide adequate security to systems, but most users opt not
to use them. The research community will have to look into the reasons
why many users do not enable passwordless or multi-factor authentication
(MFA) and develop efficient user training to tackle the issue. Furthermore,
although various recommendations on how to handle passwords exist, both
users and software engineers still fail to follow them resulting in handling
them insecurely (e.g. users continue to share passwords, engineers continue
to store passwords insecurely). Conducting related training (or increasing
their efficiency) will ensure that everyone has access to and knows how to use
correctly and easily strong authentication mechanics, minimising the risk of
their accounts being compromised.

5.6 Example problems

Tangible example problems might include:

User friendliness. Research should be conducted on how the user friendli-
ness of passwordless authentication methods could be improved. Apart
from making the methods easier to use for the general public, new easy
to use methodologies to transfer or backup credentials used by authen-
ticator devices should be tested.

Transition from password-based to passwordless. In many cases the transi-
tion to newer passwordless authentication methods is not trivial as many
systems do not support them out of the box. Furthermore, users not fa-
miliar with passwordless technology may face difficulties in preparing
their environment to use the new authentication methods. Further re-
search in the topic may look into how to introduce passwordless authen-
tication in a user-friendly way and as a security layer wrapping legacy
system.

Resistance to attacks. To secure our future we should also look into how at-
tacks can be mitigated and how measures could be integrated into our
passwordless authentication methods. In many cases such problems
may arise as a result of insecure configuration or faulty implementa-
tion, while in other cases they are among the disadvantages of the se-
lected method (e.g. some passwordless authentication methods are not
phishing-resistant).
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Weak authentication on IoT devices. The introduction of IoT devices to our
lives and their interconnection and exposure to the internet created a
new attack surface for attackers, namely attackers apart from targeting
user authentication, attackers can now target the device authentication
process. Novel passwordless authentication methods should be intro-
duced for such small smart devices (e.g. remotely accessible IP cameras)
that usually feature limited resources.
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6 Security Awareness and Training

6.1 Introduction

Organisational cybersecurity is widely acknowledged to rely on three pillars:
namely, technologies, processes and people. Additionally, transforming raw
data into eligible information, and information into actionable intelligence, is
an increasingly significant component of maintaining situational awareness of
cybersecurity.

People are often perceived as the weakest link in the cybersecurity chain
[32] [164]. Though this negative characterisation of human nature is debatable
[123], it is undeniable that the human is a major contributing factor to the
majority of cybersecurity breaches [128]. Cybercriminals frequently employ
techniques, such as social engineering, that exploit innate human weaknesses
to carry out attacks and to improve their chances of success.

Cybersecurity competence development focuses on enabling people to es-
tablish technical and operational barriers to cybersecurity threats, and to con-
duct themselves appropriately, through the vigilant processing of actionable
intelligence. It is an iterative process of continuous and incremental improve-
ment [249] targeted toward transforming the human factor from a potential
attack vector to a multiplier of organisational preparedness to protect against,
detect, respond to and recover from cyber-attacks. Cybersecurity competence
development is based on a continuum that expands formal education through
added value activities, such as i) hands-on experience, ii) awareness pro-
grammes and iii) training programmes, with each of these multipliers serving
particular functions in maintaining organisational cyber hygiene.

Leveraging human factors in cybersecurity goes beyond traditional train-
ing and awareness methods. It calls for modern approaches that draw on un-
derstandings human behaviour and implementing tools that provide targeted
cyber training and awareness. Hands-on experience (also known as learning
by doing) is an extremely effective approach to teaching and learning cyberse-
curity [213]. It engages the learners and improves knowledge comprehension
and retention, as well as the possibility of translating acquired knowledge into
action [90]. Many successful strategies are used for this purpose, including
exercising cyber-attacks detection and defence skills in a cyber range envi-
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ronment [42], participating in cybersecurity competitions [162], participating
in flagship cybersecurity exercises [55], and learning through gameplay (e.g.,
serious games) [207]. However, integrating cybersecurity awareness and train-
ing only reduces, not eliminates, the possibility of human neglect and errors,
implying that smart technical interventions to check and regulate employees’
mistakes remain vital for an organisation’s overall cybersecurity posture [143].

6.2 Who Is Going to Be Affected?

As mentioned earlier, cybersecurity is widely acknowledged to rely on three
pillars: namely, technologies, processes and people. Humans can be negligent
are prone to errors, and can represent, either intentionally or unintentionally,
a weak link [164]. Therefore, technologies and processes aim to reduce the
overall burden or responsibility by automating and demarcating procedures,
as we see through the ongoing digital transformation [161]. However, it is
people who develop, operationalise and maintain technologies and processes.
Thus, while technologies and processes constitute essential tools for cyberse-
curity hardening, the human factor plays the most critical role in ensuring
cyber hygiene. Regardless of how many expensive and sophisticated tech-
nological security solutions have been deployed, they cannot be considered
secure as long as human factors do not work and behave in a secure manner.
Moreover, technological security solutions require human input for proper
and effective functioning: for example, firewalls must be activated, software
must be updated, and security warnings must be acknowledged and acted
upon.

Lack of emphasis on security awareness and training has personal, or-
ganisational, and even national ramifications, while improved vigilance, or
lack thereof, permeates and spills over between the personal and professional
spheres. We see the rippling effects of low awareness and knowledge across
nearly all cybersecurity topics and sectors [179], from privacy implications to
critical infrastructure security [43]. Human behaviour, more often than not, is
the soft underbelly of security designs and architectures, presenting to poten-
tial attackers a path of least resistance, if not a clear entry point, with a limited
technical threshold. Therefore, the challenge is not to determine who will be
affected by limited cybersecurity awareness and training, but to identify who
may not.

It must also be noted that the overall impact of digital transformation
highly depends on the acceptance of the newly developed digital technolo-
gies, referring to both those that are developed with a cybersecurity focus
and those that are not. Cybersecurity awareness and training can facilitate
stakeholder acceptance and adoption of innovative digital technologies, as it
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enhances understanding of the related cybersecurity risks and develops active
barriers against them.

6.3 What Is Expected to Happen?

Automated and autonomous systems have been developed across several sec-
tors including cybersecurity [161] to assist humans or even to remove them
from the loop. Nevertheless, this process is still in its infancy, and even in
developing those systems, people are the principal contributors [221]. Addi-
tionally, cybersecurity best practices have been developed across all the phases
of secure systems engineering, from planning all the way to disposal. How-
ever, these processes, whether referring to systems, policies or processes, of-
ten include inputs that are biased by qualitative expert knowledge [101], or
require compromises to meet requirements and constraints. Limited cyber-
security awareness and training represent the root causes of vulnerabilities
introduced within the deployed systems, technologies, processes and policies.
This occurs across all the stages of their lifecycle, arising from several factors,
such as design flaws, integration mistakes, or operational negligence. The ex-
act impact and consequences can only be estimated on a case-by-case basis.
However, it is critical to acknowledge that promoting targeted cybersecurity
awareness and training in an iterative process of continuous development is
essential for ensuring cyber hygiene, preparedness and resilience.

6.4 What Is the Worst That Can Happen?

The extent of the potential impact and consequences due to limited cybersecu-
rity awareness and training can only be estimated on a case-by-case basis. The
major consideration in that respect has to do with the fact that a lack of rele-
vant competences has a knock-on effect on the cybersecurity and resilience of
technologies, systems, processes and policies. Therefore, although the impact
and consequences depend on the specifics of an incident (e.g. sector, scope,
objectives, attacker capabilities), limitations in cybersecurity competences play
a critical role in the probability of an incident occurring, and will have an im-
pact on the effectiveness of the response and recovery actions taken. Thus,
it is natural to consider cybersecurity awareness and training as a positive or
negative multiplier across the overall cyber hygiene.

The benefits of cybersecurity awareness and training extend beyond the
detection and mitigation of cybersecurity issues [151]. To begin, with skilled
employees who are familiar with cybersecurity principles and understand
their role in keeping the business secure, downtime of critical business sys-
tems due to security breaches or incidents could be avoided. This will save
organisations from the costly and time-consuming process of repairing and
reinstating normal business operations. Next, employees who are familiar
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with compliance regulations and have a clear understanding of how to handle
sensitive data and information can help to minimise regulatory compliance in-
fractions and their negative reputational and financial impact on businesses.
Finally, organisations that implement proactive cybersecurity measures and
have demonstrated cyber resilience boost customer confidence.

Let us look at the impact of data breaches in organisations to have a bet-
ter idea of the issues that could arise as a result of a lack of cybersecurity
awareness and training. We considered data breaches as the example simply
because 82% of data breaches involved a human factor [240]. These breaches
occurred because people fell victim to social attacks, and either deliberately
(misuse) or inadvertently (errors) acted or failed to act when necessary. More
importantly, they could have been avoided to a greater extent if the people
involved were properly aware and trained in relation to their security opera-
tions and responsibilities. Now let us assess what could potentially happen if
there is a data breach in some organisation. When it comes to hospital data, a
breach could jeopardise and harm the patient’s health and safety, i.e. endan-
ger human life. In the case of financial service data, its breach could result
in a huge financial loss. And in the case of government data, a breach could
compromise national security. Last but not the least, irrespective of the or-
ganisation type, a data breach would cause a loss of customers’ and partners’
trust, diminished market reputation, loss in business, and penalties levied,
which might lead to bankruptcy.

6.5 Research Gaps

6.5.1 Cybersecurity awareness and training needs across levels and fields

of study

The ongoing digitalisation of products, services, supply and value chains
highlights the need for the increased technical literacy of digital natives. There-
fore, in addition to dedicated study programmes for the development of dedi-
cated professional competences (e.g. computer science, network engineering),
relevant modules are integrated across most study programmes, and levels
and fields of study [246]. However, topics related to cybersecurity are scarcely
introduced outside programmes that are particularly targeted towards devel-
oping cybersecurity professionals.

Accordingly, it is essential to identify the cybersecurity skills and compe-
tences that are needed, as well as suitable delivery methods, starting from pri-
mary education all the way to higher education and specialised fields of study.
This requires examining the universal cybersecurity-related components that
are targeted at enhancing the cybersecurity awareness of the broader public,
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as well as specialised topics that are specific to distinct occupations. Fur-
thermore, it requires assessing delivery mechanisms that are adjusted and
optimised with respect to the attributes of the relevant target groups.

6.5.2 Cybersecurity awareness and training needs multidisciplinary ap-

proach investigations

It was and is appropriate at this time to ask, “Why are cybersecurity aware-
ness and training failing to yield the expected outcomes?” [22] The question
has been the subject of numerous investigations, but no clear answer has been
found yet. This may be a result of the narrow or limited perspective from
which we view the issue.

Cybersecurity awareness and training mostly revolve around comprehend-
ing and transforming human thought and behaviour, which are undoubtedly
complex topics. Therefore, as long as cybersecurity researchers and profes-
sionals attempt to specify and control human thinking and behaviour through
a small set of drivers, which most psychologists and social scientists would
consider misleading, the likelihood of successful cybersecurity awareness and
training will probably remain low [22]. This also implies that addressing the
issue would require a more comprehensive and holistic approach that utilises
knowledge and expertise from multiple disciplines, including engineering,
pedagogy, behavioural economics, marketing, and social, cognitive and or-
ganisational psychology, among others.

6.5.3 Computer-based cybersecurity awareness and training need the im-

plementation of AI and ML algorithms for their automation purposes

There are hardly any disciplines that are not utilising the capabilities of arti-
ficial intelligence (AI) and ML, or at least attempting to do so. Cybersecurity
awareness and training cannot be an exception. In fact, there are numerous
ways that AI and ML could be useful to raise the standard and impact of
cybersecurity awareness and training [207].

By utilising AI and ML algorithms, many activities of cybersecurity aware-
ness and training could be automated. Automation would help to achieve
on-demand cybersecurity awareness and training. Additionally, they could
facilitate the design and delivery of a more customised, personalised and op-
timised awareness and training experience to the audience. For example, AI
and ML-assisted computer-based tests could be developed and used to iden-
tify vulnerable groups. Furthermore, based on the test results, and once more
with the application of AI and ML algorithms, more customised, personalised
and optimised awareness and training resources could be prepared for the au-
dience.
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6.6 Example Problems

Tangible example problems might include:

IoT cybersecurity awareness and training modules The use of Internet of Things
(IoT) technology is expanding daily in all spheres of business and soci-
ety, from consumer-focused goods and services to industrial IoT. This
has also introduced unprecedented safety, security and privacy risks
[23]. The majority of IoT security deployments take place at the busi-
ness unit level, where IT does participate, albeit insufficiently. This also
implies that a number of key stakeholders in IoT security are unfamiliar
with the IT security side of things. Further exacerbating the situation,
IoT-related risks are often not well articulated, resulting in low aware-
ness among users and employees. Thus, IoT security cannot be robust if
the people involved do not have a good understanding, and this requires
them to have the relevant awareness and training [134].

Awareness of adversarial AI attacks Contrary to the use of AI/ML methods
to strengthen cybersecurity, threat actors are leveraging AI/ML methods
for malicious purposes, for example, to increase the number of attack
surfaces and bolster their attacking capabilities [154].

Adversarial AI methods are used to craft misleading data or behaviours
with the intention of manipulating and disrupting critical AI systems.
There is growing evidence that adversarial AI methods have been im-
plemented in real-world attacks. In spite of this, the effort to defend
AI systems from adversarial AI attacks is generally an afterthought. It
is unfortunate that many companies still remain unaware of adversarial
AI attacks and the failure of AI systems the attacks can cause. There-
fore, it is urgent to raise companies’ awareness of adversarial AI attacks
and motivate them to be alert and prepared to defend their AI systems,
especially those used in crucial sectors, against the attacks.

Cybersecurity awareness and training modules for mobile users The mobile
phone has gained widespread acceptance as a commonplace tool for ac-
cessing the Internet and doing sensitive jobs. These could be the causes
of the daily rise in cyberattacks and crimes aimed at mobile phone
users [200] [31]. However, suitable cybersecurity awareness and training
for mobile phone users are still rare. There is a common assumption
that mobile phone use is similar to using a desktop or laptop, which
is only partially correct. Indeed they share a commonality as comput-
ing devices; however, at the same time they also have many differences.
For example, mobile phones possess a higher risk for theft or loss, au-
thentication used to lock a mobile phone is often weak as a result of
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the high frequency of logins to mobile phones, and the smaller screen
size of mobile phones often makes it difficult to notice security warn-
ings. Additionally, mobile phone users are far more diverse than those
of laptops or desktops. People of various backgrounds, from urban to
rural, educated to uneducated, white-collar to blue-collar, and so on,
use mobile phones. There have not been many investigations into why
and how these diverse individuals use a mobile phone, and what their
expectations from cybersecurity awareness and training might be.

Cybersecurity awareness and training evaluation focusing on behavioural change.

Evaluations of cybersecurity awareness and training are frequently re-
stricted to gauging security knowledge and self-reported attitude shifts.
Indeed, improvement in knowledge and attitude is important, but the
evaluation should actually measure the change in cybersecurity behaviour;
after all, behaviour change is what the awareness and training pro-
grammes are ultimately aiming to achieve [39]. Studies examining actual
cybersecurity behaviour are uncommon (most studies are often limited
to assessing intention), and those that do so are often incomprehensible
and incomplete. Regrettably, while numerous components of cybersecu-
rity awareness and training are being discussed, there is still no proper
and reliable method to measure cybersecurity behavioural change.
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7.1 Introduction

In the last two decades, almost every aspect
of people’s daily lives and all areas of hu-
man activity have been pervaded and revo-
lutionised by digital technology. Sectors vi-
tal to society and nations, such as the econ-
omy, industry, culture, healthcare, social and
government activities, nowadays use mas-
sive amounts of software to deliver their ser-
vices, benefiting from indisputable advan-
tages in terms of time, cost and efficiency.
However, IT systems are vulnerable to a huge number of cyber-attacks, that
are constantly growing in both number and severity, thus trusted software
execution is the goal that industry and academia are pursuing to protect IT
systems and their sensitive data from cybercrime attacks.

Traditionally, hardware isolation mechanisms have been introduced to pro-
vide various protection mechanisms: virtual address spaces and memory con-
trol units protect user applications from each other, privileged instructions
protect system software from user applications, and hardware virtualisation
creates isolated execution environments protected from each other. However,
user applications remain unprotected by the privileged software of the oper-
ating system and hypervisor, consisting of millions of lines of code that host a
very high number of bugs [53, 88], exploitable by attackers to gain privileged
access to the platform [187].

This scenario is further complicated by the advent of cloud computing,
nowadays increasingly used by companies due to its indisputable economic
advantages. In this case, the user applications have to trust the honesty of the
infrastructure provider, the employees with privileged accounts or physical
access to the cloud nodes, and the other tenants running their workloads on
the same platform.

Trusted Execution Environments (TEEs) were introduced to allow security-
sensitive user applications, or the most critical portions of them, to trust only
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the hardware support for the TEE plus a software layer that runs in isola-
tion and constitutes the Trusted Computing Base (TCB) for the application. The
smaller the TCB and the better its security, because this reduces the attack
surface and the likley number of vulnerabilities. TEEs also protect applica-
tions from physical attackers, for example those that could read sensitive data
loaded in clear into the RAM of the platform. This protection is achieved by
means of cryptographic layers that shield data while they are processed.

In the 2000s the Trusted Computing Group (TCG) proposed the Trusted
Platform Module (TPM) as a secure co-processor to perform particular services
defined by the TCG, mainly aimed at the verification of the platform’s in-
tegrity status and the protection of private keys from unauthorised access.
However, the TPM is not intended to execute arbitrary applications in its iso-
lated environment, nor can it be installed on any type of device. To meet
the need to protect arbitrary user code and data, the industry world began to
work towards the creation of TEEs solutions based on special secure modes
of the main processor, the first of which was TrustZone [17], proposed in 2002
by ARM, followed in 2014 by Intel with Software Guard Extensions (SGX) [119],
and in 2016 by AMD with Secure Encrypted Virtualization (SEV) [125]. At the
same time, the academy also looked for suitable software solutions to create
TEEs, among which we find AEGIS [225], proposed in 2003, Bastion [37] in
2010, Sanctum [54] in 2016, and Keystone [138] in 2020.

Despite the improvements introduced by TEE solutions to pursue trusted
software execution through smaller TCB and strong isolation, achieving secu-
rity depends not only on the TEE technology adopted but also on the trust-
worthiness of the application code that runs inside it. Identifying vulnera-
bilities present in the code running in the TEE, as well as detecting its com-
promise at run-time, constitute challenges that current state-of-the-art TEEs
do not address but need to be considered by the scientific community in next
years [166].

7.2 Who Is Going to Be Affected?

As the IT systems are becoming more pervasive, distributed, and vital in the
current world, there is no sector of our society that can live without trust in
the execution of its software components and protection of the sensitive data.

Of course, there is a relative scale of importance. If individuals are not
offered trusted execution on their personal systems, then the risks are limited
to the assets of that specific individual. On another hand, if the IT system of
a commercial company or a government body does not support trusted exe-
cution, then the stakes are much higher, depending on the application area of
the affected system. In particular, such large systems are the preferred targets
for ransomware attacks (i.e., a malware that encrypts data and ask a ransom
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to decrypt them) and APT injection (Advanced Persistent Threat, i.e., a per-
manent malicious application that remains hidden to continuously exfiltrate
information or waiting a critical time to perform a destructive attack). Recov-
ering from ransomware may take a very long time, from days to months (note
that paying the ransom is no guarantee to have all the data back). APT are
even more insidious as they can go undetected for years.

7.3 What Is Expected to Happen?

If software components are executed without proper protection, then the re-
sults generated cannot be relied upon for any purpose. Hence any kind of
damage can be expected.

If used in an industrial control system (ICS) then production can be blocked
or products may be manufactured in the wrong way, eventually leading to de-
fects or damage in other systems using these products as components.

If the attacked software element is an application handling (directly or
indirectly) money (such as an Internet banking app or a company payment
system) then financial loss can be expected.

Trusted execution is particularly important for cyber-physical systems in-
teracting with humans. For example, this is the case of railway or air traffic
control systems or autonomous vehicles. Injection of malware or modification
of the configuration of these systems may lead to physical harm to persons,
up to death.

Another possible scenario concerns the theft of sensitive user data, such
as digital identity, bank credentials, or commercial plans. If this information
is not properly protected and used within trusted execution environments, it
is vulnerable to theft by an attacker, who can use it to impersonate another
person to obtain money illegally through unauthorised banking transactions,
commit scams, discredit or put a person in a bad light by carrying out illegit-
imate actions on his behalf.

In the field of commercial espionage, companies can suffer considerable
economic and image damage if attackers manage to steal customer data or
confidential information, related to production processes or new projects upon
which the future development of the company depends, thus bringing illicit
advantage to competing companies.

7.4 What Is the Worst That Can Happen?

The worst possible consequences depend on the application controlled by the
system targeted by the attacker. Therefore, it is obvious that the more critical
the system and the worst the effect of the attack.

The study "Cost of a Data Breach Report 2022" [116] shows that ran-
somware and destructive attacks represented 28% of breaches against the
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critical infrastructures examined, highlighting that attackers aim to interrupt
financial services and to damage industrial, transportation and health-care
organisations. The criticality of these infrastructures requires the adoption
of cutting-edge security techniques, such as the creation of trusted execution
environments and the timely detection of any tampering with the code and
configuration of the systems.

For example, in the event that a group of attackers succeeds in blocking a
nation’s electricity grid, millions of families would be left in the dark, com-
panies’ production would be blocked, communications would be cut, banks
would be offline, hospitals would not be able to guarantee health care, air
and train traffic would stop. One such attack happened in December 2015 in
Ukraine, when three utility companies were attacked simultaneously by the
BlackEnergy malware, leaving hundreds of thousands of homes without elec-
tricity for six hours. Another attack of considerable gravity occurred in Iran
in 2010, when the Iranian nuclear program was blocked due to sabotage of
the Natanz enrichment plant by means of the Stuxnet virus, which caused the
destruction of the centrifuges of the plant while preventing the detection of
the malfunctioning of the system itself. Running the critical application that
supervises the operation of the centrifuges within a TEE would have protected
it from a virus that infects the Rich OS.

This last attack is a clear example of what is the worst scenario: the injected
malicious application does not limit itself to block the normal behaviour of the
system but completely subverts it to perform wrong operations that would
directly damage the system itself or persons that use it.

7.5 Research Gaps

Over the past two decades, a lot of work has been done to build execution en-
vironments able to guarantee confidentiality and integrity to execution and to
allow external entities to assess the trustworthiness level of systems. Nonethe-
less, the TEEs themselves pose new challenges that need to be addressed by
the scientific community.

7.5.1 Attack vectors against TEE security guarantees

A TEE can be exposed to typical software vulnerabilities, with the addition of
architectural vulnerabilities native to a particular TEE solution. A TEE should
have a small TCB with a narrow interface to minimise the attack surface. Over
the years, several software and structural vulnerabilities have been found in
specific TEE implementations. However, more experienced teams are devel-
oping smaller and more secure TEEs, thanks to the scrupulous adoption of
secure software development best practices and rigorous validation of the
TEE design and code. This has caused attackers to shift their focus to more
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sophisticated attacks at the edge between hardware and software [197]. An
important research area for the next years will concern the study of micro-
architectural side-channel attacks, that is, attacks that exploit information
leakage from the hardware infrastructure to reveal sensitive information, such
as private keys.

7.5.2 Protection mechanisms against compromised TEE applications

TEEs represent a valid technological solution to execute security sensitive
workloads in a protected environment. However, if the application code de-
ployed within them contains vulnerabilities, they can be exploited by an at-
tacker to compromise the security of the entire TEE. This problem is becoming
more and more concrete, and its solution more urgent, because developers be-
gin to use TEEs to run complex applications containing a large code base, thus
increasing the likelihood that exploitable bugs are present within the TEE. It
has also been observed that the security features of the TEEs themselves can
help attackers to install higher level stealthy rootkits that are extremely diffi-
cult to detect through current defense mechanisms [166]. For example, anti-
virus tools running on the operating system can not detect malicious code
nested in a TEE because, by design, the OS cannot access the TEE memory,
which is often also encrypted.

For what has been said, the security of a TEE cannot be given for granted
because it’s a complex matter, not guaranteed just by a perfect architectural
design and implementation. Therefore the creation of solutions able to detect
bugs in the application code developed for a TEE and monitor its trustwor-
thiness at run-time represents an important research area.

7.5.3 TEEs and cloud computing: interoperability and management chal-

lenges

Some of the major cloud infrastructure providers have included TEEs in their
service offering, since TEEs are able to improve the security and privacy guar-
antees of cloud computing. However, two conceptually different TEEs models
can be adopted for cloud computing [94]: the virtual machine-based model
encrypts the entire system memory of a virtual machine; the process-based
model selectively encrypts a memory zone of the deployed application, del-
egating to the developer the decision to choose which section of an applica-
tion’s code to protect. Concrete implementations of these models have been
developed for different platforms – SGX and the new Trusted Domain Extension
(TDX) for Intel platforms, SEV and the forthcoming Secure Nested Paging (SNP)
for AMD platforms, TrustZone and Realms for ARM – and CPU architectures
(x86, RISC-V, ARM). The great variety of proposals fielded by research and
industry causes interoperability problems in moving a service from one ar-
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chitecture to another, and compatibility problems in deploying applications
written for traditional systems within TEEs. An important research area is
the study and development of frameworks that offer a level of abstraction
capable of making the heterogeneity of TEE solutions transparent to the ap-
plication developer, while maintaining the same security guarantees offered
by the underlying TEE.

Another aspect that is gaining more and more importance is the devel-
opment of solutions that allow to combine TEE technologies with container
technologies, in order to promote the use of TEEs in cloud-native scenarios
and facilitate the deployment of TEEs-based applications inside containers, at
the same time offering the same user experience as ordinary containers and a
smooth integration with the Kubernetes ecosystem.

7.5.4 TEEs cryptographic primitives in the post-quantum era

In recent years we have witnessed remarkable advances in the field of quan-
tum computers, which allow us to push computational capabilities far be-
yond classical ones. This has inevitably caused important consequences in
the field of cryptography, as quantum computers allow the execution of al-
gorithms that offer quantum speed to the solution of the mathematical prob-
lems on which classical cryptosystems are based. This threat was highlighted
with NIST’s call, in 2016, to present new cryptographic algorithms resistant
to quantum computer attacks. In July 2022, NIST selected the first four al-
gorithms that will become part of NIST’s post-quantum cryptographic stan-
dard [168]: CRYSTALS-Kyber for general encryption, CRYSTALS-Dilithium,
FALCON and SPHINCS+ for digital signatures.

TEEs base their security on cryptographic primitives implemented in the
hardware root of trust of the platform, currently based on classical cryptosys-
tems. An important research area for the next few years will be the design and
implementation of hardware root of trust relying on post-quantum cryptogra-
phy, in order to withstand quantum computation and quantum side-channel
attacks.

7.6 Example problems

Tangible example problems might include the following ones:

Detecting a compromised TEE application. An application running in a TEE
could be compromised by an attacker due to the presence of vulnera-
bilities in its code. The strong security and isolation guarantees offered
by TEEs can be exploited by attackers to implement and install hard-
to-detect advanced rootkits in a platform [166]. Aim of the research
is to develop solutions able to detect compromised TEE applications at
run-time.
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Technology-agnostic TEE solutions in cloud computing. In 2019, a group of
companies, including Intel, Microsoft, Google and ARM, founded the
Confidential Computing Consortium (CCC) with the aim of promoting
the adoption of TEE solutions in the Cloud. CCC sponsors several
open-source projects that offer solutions to the compatibility and in-
teroperability problems that TEE technologies pose, such as Enarx [70],
Gramine [98], and Occlum [172]. The objective of this research is to anal-
yse the effectiveness of current technology-agnostic confidential com-
puting solutions, evaluate their performance, study their possible secu-
rity shortcomings, apply them to the cloud computing domain.

TEE applications in cloud-native scenarios. Today, many service providers
offer technical solutions to facilitate the development and execution of
TEE applications in the cloud- Google’s Asylo [97] and Azure’s OpenEn-
clave [21] are two important examples of them. However, while they
simplify the development of TEE-based applications, they still require
the developer to acquire new programming skills and develop the code
using the corresponding SDKs. Furthermore, even though the goal of
these frameworks is to support heterogeneous TEEs by using the same
API, they still rely primarily on Intel SGX technology. The aim of the
research is to design and develop solutions that allow users to run their
services inside “TEE-based containers”, without requiring modifications
to the application code, while supporting heterogeneous TEE back-ends
and providing easy integration with the Kubernetes orchestrator.

Trusted execution in low-end IoT devices. Nowadays, the security of IoT de-
vices is essential as they are increasingly used in multiple fields (e.g. ve-
hicles, industry, smart cities, healthcare). However, IoT systems present
special security challenges due to their heterogeneity, considering not
only the embedded devices but also the networks, the management
and data analysis services, and the storage. Furthermore, while high-
/middle-end devices can benefit from the security guarantees offered by
TEEs, low-end devices typically do not have hardware security mecha-
nisms to protect security-sensitive applications. A research area in the
IoT field concerns the design of TEE architectures that meet the chal-
lenges posed by low-cost and low-power devices, to ensure the trustwor-
thiness of a wider range of IoT applications and the data they produce.
This should go along with the development of solutions for a secure re-
mote and automated management of the IoT devices, often installed in
uncontrolled environments.

TEE’s security functions integration in the network. Goal of the research is
the integration of TEEs technologies within the common network op-
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erational mechanisms and the enhancement of their security thanks to
TEE’s hardware and software guarantees. For example, an important
aspect concerns the creation of mutually trusted channels between TEE-
based applications, extending the TLS protocol with mechanisms that
allow the verification of the integrity and authenticity of the end-points
of the communication channel, portable for heterogeneous TEEs.

Quantum-resistant roots of trust for TEEs. OpenTitan [177] is an open-source
framework that supports the design and integration of vendor- and
platform-agnostic silicon roots of trust to integrate into servers, stor-
age devices, peripherals or other types of platforms. The goal of this
research is to realise an OpenTitan extension capable of using post-
quantum cryptography in silicon design and firmware implementation
of a root of trust, in order to support quantum-resistant TEEs.

Runtime detection of manipulation of system conditions Altering the correct
configuration in which a chip has to operate can lead to unexpected
software behaviour or changes in the execution flow of the code; this
is typically accomplished by physically modifying the power of the de-
vice, the clock, the electromagnetic field or the physical interfaces [197].
The aim of this research is the creation of runtime mechanisms capable
of dynamically sending alerts when a change in system conditions is
detected.
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8 Privacy by Design

8.1 Introduction

Figure 8.1: Cavoukian’s 7 Founda-
tional PbD Principles [35]

In a world that is increasingly
digital, vast amounts of personal
data are collected and processed,
often ubiquitously and intranspar-
ently, and used by governments
and/or commercialised among sev-
eral service providers, data bro-
kers, and advertisers. This com-
moditisation of personal data has
further eroded individuals’ rights
to privacy. For many decades,
researchers have looked into this
growing Orwellian trend of profil-
ing and surveillance, attempting to
find a balance between the advances
in technology and the protection of
privacy. Aiming at the very core of
the systems’ design, Ann Cavoukian
coined the term Privacy by Design
(PbD) back in the ’90s, proposing a
series of seven foundational principles, instilling privacy assurance as an or-
ganisation’s default mode of operation [35] (see Figure 8.1). Behind these
principles is also the observation that privacy is best achieved when addressed
at the earliest stages of technology development, i.e. in the conceptual design
phase.

Although acclaimed by many researchers and policymakers, PbD is of-
ten criticised as being too vague and hard to translate into concrete software
engineering practices [239]. In fact, today, there is still a significant gap be-
tween research and practice, e.g., translating high-level PbD principles into
concrete engineering practices that software practitioners can effectively and
efficiently adopt. Aiming to close this gap, the emerging discipline of Privacy
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Engineering has been formed that focuses on designing, implementing, adapt-
ing, and evaluating theories, methods, techniques, and tools to systematically
capture and address privacy issues in the development of socio-technical sys-
tems [102]. Therefore, further developing this area of Privacy Engineering is
a significant challenge for researchers as well as for organisations that want
to integrate and operationalise PbD. For organisations, this challenge is also a
matter of regulatory compliance now that the notions of data-protection-by-
design and data-protection-by-default have been incorporated as part of the
European General Data Protection Regulation (GDPR), in force since 2018.

8.2 Who Is Going to Be Affected?

As mentioned, the GDPR has raised the bar for privacy, including PbD as
part of Article 25 “Data protection by design and by default” for protecting
the fundamental rights of individuals in Europe. This regulation affects all
organisations that collect and process personal data of EU citizens and resi-
dents, meaning that it can apply even if an organisation is based outside EU.
However, the legislation leaves it open to which exact technical and organisa-
tional protective measures are to be taken to fulfil the requirements of PbD.
This, of course, creates further challenges to organisations, but more specif-
ically, to software architects and developers, who are ultimately responsible
for designing the systems.

Besides that, large technology organisations have started hiring privacy
engineers and establishing privacy red team operations, which help to em-
bed privacy in the system’s design and proactively test processes and sys-
tems to identify privacy risks. However, not many organisations have the
resources to hire privacy engineers, let alone to maintain an entire privacy
engineering department. From what we see, this is especially the case for
small and medium-sized enterprises which comprise the majority of organi-
sations nowadays. Even though the practical effects of GDPR are beneficial
to individuals and society as a whole, they pose significant challenges for or-
ganisations, and in turn, to the research community that aims to make PbD a
reality in an ever-changing technology landscape.

8.3 What Is Expected to Happen?

In our daily lives we are surrounded by technology, with a wide range of
data-intensive software systems being used for personal and professional ac-
tivities. Failing to accomplish PbD in today’s working systems can severely
jeopardise individuals and the democratic society as a whole [205]. The lack
of privacy has negative impacts to individuals ranging from embarrassment
and reputation damage to various forms of discrimination that adversely af-
fect individuals’ rights and freedoms and physical and mental health. On a
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societal level, privacy is also considered as an essential component for a func-
tioning democratic society [26, 69]. If people cannot fully exercise their rights
and freedoms, such as freedom of association (e.g., political and religious)
and freedom of opinion and expression (including holding back one’s views),
there are negative impacts on the individuals democratic participation, also
harming their human dignity and personal autonomy.

For such reasons, it is expected that organisations will responsibly create
and adapt software systems following PbD principles, adhering to privacy
rights as enshrined in today’s regulations. As a result, people would be able
to take privacy for granted, with the full expectation that any data that is col-
lected and processed has been lawfully acquired, that the specific purposes for
processing are transparently communicated and adhered to, and that when-
ever possible users are able to exercise various rights over their data, e.g.,
access, correction, deletion, object processing, etc.

8.4 What Is the Worst That Can Happen?

The GDPR is sometimes referred as a regulation that has “real teeth”, apply-
ing massive fines to organisations that violate privacy rights. Non-compliance
with the GDPR can lead to fines of up to 20 million euros or up to 4% of an
organisation’s worldwide annual turnover, whichever is higher. Studies are
showing an increasing number of fines based on the GDPR since its publica-
tion in 2018 [190,250], with the largest fine so far of 746 million euros imposed
by Luxembourg’s Data Protection Authority against the tech giant Amazon in
July 2021 [141].

However, arguably, the collective societal costs of privacy violations can
be much higher than any legal fines. As mentioned, the deterioration of in-
dividual privacy rights incurs in the weakening of democracy in itself. If left
unchecked, organisations can exploit advanced technologies such as artificial
intelligence to carefully craft and target advertisements, generating a scenario
of social manipulation [147]. Evidences for such exploitative use of AI-based
profiling of users have been seen in social media manipulation, spreading
fake news and misinformation, and targeting voters with the intent to tilt the
results of elections – the Cambridge Analytica scandal probably as the most
widely known case, but there is also evidence of interference in the Brexit
referendum and elections in Brazil, Sweden, and India [15].

8.5 Research Gaps

8.5.1 Privacy Goals vs. Other Goals

Solving trade-offs that need to be made between privacy protection and other
goals constitutes a major challenge, as illustrated in [104]. Also, our inter-
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views conducted within the requirement elicitation phase of CyberSec4Europe
[82] conveyed that for the domain of privacy-enhancing identity management
systems, research and practical challenges for adequately addressing trade-
offs that need to be made between privacy protection, usability and trust need
to be addressed. Preferences for privacy trade-off preferences also differs cul-
turally, which also needs to be considered for achieving usable privacy and
identity management solutions by design [121].

8.5.2 Building the Theory of Organisational Privacy Culture and Climate

As advocated by [24], organisations can be seen as living human entities, and
as a human group structure, they have a culture. This group culture is a reflec-
tion of the consciousness of its leaders. Therefore, the values and behaviours
of the leaders will largely influence the culture of the entire organisation. If
a culture is “toxic” in one or more of its facets, it is important to look closely
at the values and behaviours displayed by leaders and top management. And
this includes the facet of privacy and how it is perceived inside the organisa-
tion.

Many researchers have addressed the topics of organisational privacy cul-
ture [57] and climate [16, 103], showing that these components strongly in-
fluence the employees’ perceptions, attitudes, and behaviours concerning pri-
vacy. Such research emphasises that leaders must create a conducive environ-
ment to integrate PbD successfully into the organisational processes. How-
ever, since this area of Organisational Privacy Culture and Climate (OPCC) is
in its embryonic stage [122], there still needs to be more primary research to
solidly build the theory around the topic, as well as to define ways to measure
and embed privacy in organisations reliably.

8.5.3 Countering Device Fingerprinting

Device fingerprinting attacks, which can recall a device by coincidental data
that the device leaves while communicating in a network, become serious
threat for location privacy. Network devices become increasingly heteroge-
neous, which enables a diversity of fingerprints that can be exploited for at-
tacks. Further research is needed for understanding and measuring the accu-
racy of fingerprinting attacks, e.g., by measuring how much entropy is con-
tained in a specific fingerprinting source for providing guidance on achieving
data minimisation in a PbD process.

8.5.4 Data Subject Rights Engineering

According to Art. 15-21 GDPR, European citizens whose personal data is pro-
cessed at any organisation globally have a set of rights towards these data
processing organisations. For instance, the right of access allows them to
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be informed about the nature and purpose of processing, as well as about
the set of data stored and processed. To some degree, this even spreads to
sub-processors that are involved in the data processing as well. The right to
erasure, often also dubbed the right to be forgotten, allows for demanding
deletion of all (or part of the) personal data stored at an organisation – un-
less other explicit reasoning restricts this (e.g., concerning personal records
at law enforcement agencies). The right to rectification enables the individu-
als concerned to change their data, e.g., to correct false information in a data
record.

However, when it comes to enforcement of these data subject rights granted
by the GDPR, a lot of open issues arise. How can the transparency demanded
by the right of access be realised in a multi-organisational, distributed work-
flow? How can restrictions to processing according to Art. 18 GDPR be
implemented into such a workflow? How can a request for erasure or rec-
tification be propagated throughout a processing chain, and which part of the
processing constitute the same workflow with respect to the specific purpose
of processing? When do two processing activities belong to the same work-
flow, and when do they instantiate a separate data processing instance, with
separate needs for user consent and data subject rights enforcement?

8.6 Example Problems

When addressing these and other open research challenges in the domain
of Privacy by Design or Privacy Engineering, the following specific problem
domains need to be addressed more closely.

Identifying factors and defining constructs in the OPCC area. Organisations
can greatly benefit from practical instruments, such as questionnaires
[57], that could help them to measure or assess organisational aspects
such as “privacy culture” and “privacy climate”. To do so, researchers
still need to understand and identify the key factors that form OPCC
constructs, and test instruments in terms of validity and reliability.

Algorithmic fairness vs. data minimisation. Trade-offs between data minimi-
sation and fairness for machine learning models was recently discussed
[38] and is still to a large extend an unsolved issue.

Metering risks in device fingerprinting. Further research is needed on de-
fence mechanisms for device finger printing risks that can be avoided
(e.g. based on software-defined behaviour such as APIs) and on remain-
ing risks that will be hard to defend (e.g., finger printing attacks based
on physical device properties, such as drift of physical clocks).

Measuring the level of privacy protection offered. It is often unclear what
level of protection is actually provided by a certain privacy-enhancing
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technology of privacy-aware design decision. Along with this uncer-
tainty comes the question whether a given set of privacy-enhancing
measures was sufficient to be considered state of the art in the sense
of GDPR, or what other levels of protection would have been adequate.
Hence, the selection of Privacy-Enhancing Technologies (PETs) to ap-
ply in a given context and scenario, along with the determination of
the protection achieved, is an open research question. Early methodolo-
gies exist (like the Privacy Design Strategies [111], LINDDUN [60], or
the Standard Data Protection Model [51]), but these are not sufficient in
detailing the metering of the level of protection provided.

Threat modelling as “by design” enabler. Privacy needs to become integrated
into all steps of software development by design. According to GDPR’s
risk-based approach, it is crucial to first determine the privacy prob-
lems that can arise in order to properly resolve them. Threat modelling
is a well-known approach in the security domain1 and has been gain-
ing momentum in the privacy community as well. Privacy threat mod-
elling allows to systematically identify and mitigate privacy issues at
the architectural level. By identifying these problems early, they can be
tackled at the system’s core in a more efficient way. The threat model
should inform decisions in subsequent design, development, testing,
and post-deployment phases2 (e.g. determine the key verification tar-
gets for software testing). Risk assessment should guide prioritisation.
Threat modelling automation is the next step to facilitate a growing
adoption. Developments in run-time and adaptive threat modelling will
also strengthen the incorporation in Continuous Integration and Con-
tinuous Delivery (CI/CD) settings.

Data custodians and delegated data subject rights. Utilising data subject rights
against a data controller requires a specific type of interaction accord-
ing to the rules outlined in the GDPR. Data Controllers have to provide
communication means for such requests accordingly, and may have a
large incentive to automate or at least structure such requests as far as
possible, e.g. to save workforce. At the same time, the burden of utilis-
ing one’s data subjects rights over time can easily become cumbersome,
e.g. if requests for erasure need to be done repetitively due to data
collection processes not properly controlled by the data controller, or if
right of access requests must be preprocessed to become understandable
to human readers. In such cases, the instantiation of a dedicated data
custodian that enforces data subject rights on behalf of the data subject

1see e.g. OWASP’s top 10: https://owasp.org/Top10/
2see also www.threatmodelingmanifesto.org
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may become essential. As foreseen in the European Data Governance
Act, data intermediaries that enforce data subject rights must fulfil spe-
cial requirements, and may be tempted to automate their operations as
far as possible as well. Here, open research challenges can be identified
in these aspects, such as data subject rights engineering, transparency
by design, right of access as a service, or data custodian trust delegation
models.
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9 Critical Infrastructures

9.1 Introduction

Although the protection of critical infrastructures (CIs) has received the at-
tention of the research community for more than a decade, securing CIs from
emerging cyber and hybrid (cyber-physical) attacks is still an open challenge.
Various definitions of CIs can be found in the scientific literature, interna-
tional standards and regulatory documents. In simple terms, and in line with
the relevant European Council Directive [64], CIs are large-scale systems or
systems-of-systems, that are essential for the proper operation of vital societal
functions and for people’s well-being.

Take for example the
healthcare sector: this sector
is comprised, among other
things, of hospitals, health-
care centres, pharmaceutical
labs, blood supply facilities,
emergency services and re-
search facilities. The disrup-
tion or destruction of such
facilities, especially if exten-
sive or for a significant dura-
tion, may have a severe im-
pact on public health. As an-
other example, consider the transport sector: in this case airports, ports, rail-
way infrastructures and road traffic control systems play a significant role
in people’s mobility, as well as in the proper operation of the supply chain.
Other examples of CI sectors include information and communication technology
infrastructures, such as telecommunication networks and cloud infrastruc-
tures; energy installations including electrical, gas, oil or nuclear power produc-
tion, storage, transmission and distribution networks; water facilities, including
dams, water storage, management and networks; finance, such as banking fa-
cilities and inter-banking communications; food management, including food
production, food safety systems, wholesale supply chain, and many more.



9. Critical Infrastructures

One might argue that, “since CIs have been are around for several decades
(or even centuries), they must already be mature enough and adequately pro-
tected". Unfortunately this is far from being true, for several reasons. The first
reason is the increased accessibility of modern CIs and their increased cou-
pling with information and communication systems. A few decades ago, CIs
used to be closed systems. Nowadays, Internet connectivity offers CI admin-
istrators more efficient, real-time and remote management, without requiring
physical proximity to the infrastructure. On top of that, CIs have also become
more accessible to end users and closely connected with Internet-of-things
(IoT) systems. For example, while some years ago measurement consumption
in the electric grid required physical access to the end-user metering systems,
nowadays smart metering systems allow not only remote measurement, but
also remote control. While changes like the ones described above have in-
creased the efficiency of CI operations, at the same time they have increased
their attack surface and have enabled their exposure to remote cyber-attacks.

Last but not least, the increased connectivity of CIs has also increased the
dependencies between those infrastructures. Different types of infrastructure
dependencies exist. For example, an energy provider who receives communi-
cation services from a telecommunication operator has a cyber dependency. On
the other hand, the telecom operator will require electrical power to support
its network operations. Any dependency on a physical resource, such as on
the energy supply as described above, is a physical dependency. Other types
of dependencies include geographical (when two CIs depend on each other
because of their physical location) and logical (when some kind of dependency
other than those above can be identified).

9.2 Who Is Going to Be Affected?

Anyone who acts as a “consumer" of the services provided by a CI will be
affected if a CI is compromised, including people, companies and other or-
ganisations. Unfortunately, the dependencies between CI providers increase
the significance of potential attacks, as well as the extent of the organisa-
tions and people that will eventually be affected. Consider for example a
cyber-attack against an electrical distribution network, which supports many
other nearby CIs (geographical and physical dependencies), such as telecom
providers, traffic-light systems, government services, data facilities, hospitals,
data centres or airports. The disruption or the degradation of the electrical
supply will concurrently affect to some extent, all the CIs that depend on the
specific electrical distribution network under attack. Such types of concurrent
dependencies of multiple infrastructures on a single CI may result in what is
known as common-cause failures. Common-cause failures will obviously affect
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multiple organisations, in both the public and in the private sector, as well as
many people who “consume" the affected services.

Another type of dependencies that may concurrently affect a considerable
number of people, companies and organisations are those dependencies that
cascade from one CI to another. One of the most famous and well-studied
cases is the California black-out [196], where the failure of a power station
caused multiple cascading failures, due to a series of CI dependencies. For
example, the energy reduction caused a decrease in the amount of petroleum
that was channelled to the airport facilities, therefore causing severe problems
to the airport services and ultimately to the flight schedules of the airport
operators. At the same time, the loss of electrical power led to the degradation
of the steam injection units that were used to power oil recovery units. The
latter led to a feedback effect, since the produced oil was also used as a fuel by
the electrical power operator that was initially affected! Finally the electrical
power reduction also affected the water pumps that were used in crop fields.

9.3 What Is Expected to Happen?

Attacks against CIs may lead to all kinds of consequences, such as loss of
life, financial loss, public disorder or disruption of business operations [222].
Attacks against hospitals may affect patient treatment. For example, a ran-
somware attack in a German hospital caused a delay on a patient’s emergency
treatment, who eventually lost her life1. Although the relevant police investi-
gation concluded that “the delay was of no relevance to the final outcome"2,
it also warned that it’s a matter of time before hacking hospitals leads to
tragic results. Attacks against energy infrastructures can directly lead to loss
of productivity, and to severe economic loss, especially if cascading effects on
other infrastructures are also considered. Examples of cyber attacks of this
kind, allegedly caused by nation-state adversaries, include the attacks against
Ukraine’s electrical grid in 2015 and in 20163. Telecommunication infrastruc-
tures are also very attractive attack targets, since they and energy are the two
sectors with the highest level of incoming dependencies from other infras-
tructures (almost any CI depends on energy and telecommunication services).
Attacks against road traffic management infrastructures or direct attacks on

1The untold story of a cyberattack, a hospital and a dying woman: https://www.wired.co.
uk/article/ransomware-hospital-death-germany

2Ransomware attack in German hospital. A report on the investigation findings and warn-
ings can be found in: https://www.technologyreview.com/2020/11/12/1012015/ransomware-
did-not-kill-a-german-hospital-patient/

3Hackers trigger yet another power outage in Ukraine: https://arstechnica.com/

information-technology/2017/01/the-new-normal-yet-another-hacker-caused-power-

outage-hits-ukraine/
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vehicles of any kind (cars, ships or planes) may lead to disruption of traffic or
even to lethal accidents.

9.4 What Is the Worst That Can Happen?

As CIs are vital for people’s well-being and their disruption could lead to
severe societal, financial and safety consequences, they are very attractive tar-
gets for malicious attackers.

The preparation of cyberattacks against CIs requires high motivation, usu-
ally high resources and skills and some kind of capability for initial access by
the adversaries. Unfortunately, various such adversaries exist in the current
threat landscape. For example, nation state adversaries may be sufficiently
motivated and may have the required time, resources and skills to deploy
Advanced Persistent Threats (APT) against targeted CIs, with the intention of
causing severe damage to the CIs of an enemy state. This may be used as
an asymmetric attack or as part of a hybrid cyber-physical war. Terrorists
may also be motivated to cause severe disorder and loss of public confidence.
Finally, cybercriminals may be motivated to attack CIs, aiming to a high eco-
nomic gain, e.g. through ransomware and blackmailing attacks.

The increased network connectivity and the inter-connectivity of CIs is
increasing the attack surface, as it may provide adversaries with several initial
points of entry. In addition, the lack of security training and awareness may
also be exploited by adversaries to gain initial access. For example, spear
phishing campaigns aimed at targeted users can be a preparatory action for
an APT.

9.5 Research Gaps

Obviously the protection of CIs from attacks such as those described above
is not a trivial task. CI protection is a multi-disciplinary process. From a
technical point of view, it requires a better understanding of the threats, vul-
nerabilities and exposures, as well as an efficient and effective protection.
From a social and business perspective, it requires a better understanding of
the dependencies between CIs and the impact related to the specific attacks,
as well as increased training and awareness of the people involved.

9.5.1 Modelling, analysis and simulation of non-trivial threats including

APTs, cyber-physical and climate-change related disasters

APTs are expected to become more powerful, even more sophisticated and
more frequent. The same is true for other types of man-made hybrid (cyber-
physical) attacks or even for natural and climate-change disasters. Because of
their complexity [209], CIs are not currently equipped with advanced mod-
elling tools that will allow them to adequately prepare themselves for such
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non-trivial threats and to effectively manage any likely attack [242]. There is a
need for novel approaches to support the modelling, analysis and simulation
of such threats, e.g. [254], in order to better prepare CIs to deal with them in
the real world, but also to propose fast, efficient and reliable response tactics.

9.5.2 Develop risk assessment and management methodologies for sys-

temic and supply-chain risks

As was highlighted very clearly through the events triggered by the war in
Ukraine, several CI sectors, such as energy and transport, may trigger sys-
temic, cross-sector and cross-border risks for society and the economy (e.g. by
disrupting energy or food sufficiency on a European or global scale). Given
their special characteristics [256], there is a need to develop novel methods for
the early identification and proactive management of such risks, especially in
a cross-sector and cross-border context.

9.5.3 Resilience of Critical Infrastructures

Increasing the resilience of CIs is an ongoing research goal, at both a “mi-
croscopic" and at a “macroscopic" level [193]. From a component-wise point
of view, there is a need for additional research into resilient and fault-tolerant
embedded systems, which are essential for the proper monitoring and control
of critical cyber-physical systems. From a system-wise view, assuring a level
of resilience for critical operations and services in a cost-efficient way is an open
challenge. There is a need for (re)designing resilient-by-design infrastruc-
tures, by developing nearly cost-optimal solutions that assure the controlled
redundancy, resourcefulness and quick recovery of critical operations [210].
A resilient design should also consider the integration of cost-efficient (semi-
)automated response capabilities to effectively minimise the impact of cyber
attacks at the earliest possible stage.

9.5.4 Improved AI/ML assisted models for (inter)dependency analysis

Despite past and recent research efforts (e.g. [204, 208, 224, 243]), there is still
a need for improved models for the analysis of CI (inter)dependencies, ex-
ploiting real-time threat and risk monitoring systems assisted by artificial
intelligence (AI) and machine learning (ML). For example, there is a need
to develop models for understanding the perturbation flux from one system
to another, which encompass non-local effects with large difference in time
scales. As model training should be based on real data from actual systems,
this requires a more direct involvement of the infrastructure operators.
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9.5.5 Event prediction based on all types of dependencies

Although cyber and physical dependencies are generally captured in depth
in current event prediction models, geographical dependencies are not ade-
quately captured. Because of this, prediction of disruptive events is not accu-
rately mapped on a specific territory. Efforts should be made in that direction,
for example using geographic information systems to capture the maximum
possible level of spatial resolution and to map this information onto data
concerning dislocation of assets, also considering the most important pertur-
bation types for each asset (e.g. ground-shaking, rain, wind, or temperature).

9.5.6 Collaborative situational awareness for the CI ecosystem

As a continuously increasing amount of cybersecurity data (e.g. emerging
threats, zero-day vulnerabilities) becomes available on a daily basis, it be-
comes more difficult to effectively utilise that data to improve the cyberse-
curity situation in an organisation [11]. Improving situational awareness for
CI operators requires a multi-disciplinary socio-technical approach, which in-
cludes people as part of the solution. Methods and tools are needed to facil-
itate cooperation and collaboration within and between the CI operators and
the relevant sectoral, national and European authorities.

9.6 Example problems

Tangible example problems might include:

Digital twins of CIs. Develop 4-dimensional models to continuously moni-
tor the behaviour of the infrastructure, by constantly receiving input
from IoT devices. This may be a priority for infrastructures suffering
from ageing problems, in order to continuously analyse their expected
state and to perceive possible deviations from their normal structural
behaviour.

Supply chain security for CIs. CI operators depend on various supply chains
to deliver their services to end-users. Attackers are increasingly using
the whole supply-chain to perform attacks. As supply chain security is
also mandated by the NIS/NIS2, supply chain security for CIs requires
further investigation.

Develop tools to support effective recovery from critical all-hazard events.

The increased number of interdependencies requires the development of
innovative decision support tools to assist in the early identification of
critical events and in the most effective recovery strategy, taking into
consideration their dependencies and other constraints.
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Develop methods and tools for the early detection of cyber-physical events.

Since CIs are cyber-physical systems with strongly tight dimensions,
there is a need to develop methods and tools to detect and assess cyber-
physical attacks, by concurrently considering both their cyber and phys-
ical vulnerabilities from a holistic perspective.

Design improved multi-disciplinary regulatory framework. Competent au-
thorities, as defined in NIS/NIS2, are playing a key role in CI protec-
tion. It is necessary to develop sustainable and collaborative regulatory
frameworks that can consider all pertinent risks and handle incidents
involving various dimensions such as technical, societal or legal aspects.
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10 Metaverses

10.1 Introduction

Despite what many readers may think, the metaverse is not a product, not
even a brand of some social network company, but a name given to a set of
technologies applied in platforms for the Web on the Internet. In fact, the
concept of virtual worlds dates back at least to the 19th Century [27]. Still, the
term metaverse was used to name a futuristic concept, described in a science
fiction book in 1992, which popularised it [223], and was shown in a visual
format in a movie 20 years later (i.e. 10 years ago) [159]. Metaverse in practice
today, refers to a new type of Web platform, which is supported through a
comprehensive set of technologies, some of which already consolidated and
others in evolution, which will allow users greater interactivity and socialisa-
tion in immersive 3D digital environments, represented by a universe of new
digital virtual worlds, preferably mirrored in the physical world.

Metaverse research witnessed a first wave of "hype" between the years
2000 and 2006, with many results and visibility. Currently, in 2022, it is going
through a second wave of interest, now brought about by commercial players
that started to market their metaverses and events held inside them, but also
by a widely publicised metaverse-related public announcement by one of the
Western Big-Techs in late 2021.

Today, it is possible to understand what metaverses are, or could be, by
browsing through Web platforms such as Second Life, Decentraland, Som-
nium Space, The Sandbox, Roblox, Horizon Worlds, Avakin Life, Mesh, among
others.

The concepts of digital virtual worlds of today’s metaverses are typically
based on Web 2.0 technologies that include 2D and 3D Virtual Reality spaces,
with computer graphics images ranging from low to high resolution, and
some platforms using Augmented Reality technologies in various activities.
The representation of users is always through avatars, and, as access to plat-
forms depends on an exclusive login, there is a lack of interoperability, as
avatars are confined to a single metaverse and its worlds, not being allowed
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to move from one metaverse to another, on another platform, without logging
in again in the physical world.

The means of accessing the platforms can be done through various devices
that include smartphones, tablets, laptops, desktops, workstations, and even
head-mounted displays or virtual reality glasses. Some platforms already
use monetisation through blockchain and cryptocurrencies, with the adoption
of smart contracts and fungible and non-fungible tokens (NFTs) that enable
mercantile activities. Note, however, that today there are still few platforms
for metaverses that use Web 3.0 technologies, the HTTP/3 protocol, and other
more advanced and secure technological resources, but this is clearly the path
for the future.

To support these features, the most advanced technologies such as Web
3.0 (latest Internet version), Artificial Intelligence, Brain-Computer Interfaces,
IoT (Internet of Things), Blockchains, and Virtual, Augmented, Extended, and
Mixed Reality will usher in a large number of opportunities that will probably
impact large parts of our societies, just like Social Networks did.

10.2 Who Is Going to Be Affected?

In order to analyse the plausible impact of metaverses in future, let’s em-
brace in this chapter their full vision as digital worlds that are massive, im-
mersive, persistent, open and economically developed, as follows [95].

• Massive: They can host an unlimited number, or at least a very high
number of concurrent users, as the computing power of the Web plat-
forms and of the users’ machines evolves in terms of graphics processing
and connectivity.

• Immersive: They offer three-dimensional and embodied experiences,
based on Virtual Reality (VR) and Extended Reality (XR). Imagine that
after work you go to a small room in your house or neighbourhood,
dress up in a connected “sensory suit”, and tell the computer the meta-
verse of your choice and, from there, you enter the site, having the sensa-
tion of being present and living “inside” a chosen digital virtual world,
controlling many things with your thoughts. This is in contrast to the
current experience of most game universes, which are two-dimensional,
confined to screens, and mediated by clicks, typing, and either screen or
mouse.

• Persistent: Metaverses will never stop or reset. Or at least that will be
the perception of their users. The life and society of a metaverse will
continuously evolve, even if some avatars are not present, as it happens
to normal life in our world.
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• Open: Anyone with good Internet connectivity and VR/XR computing
power can go into metaverses, move within them as an avatar, interact
with other avatars, socialise, trade, build, produce intellectually, and so
on.

• Economically developed: There will be extensive trade in goods and
services within the metaverses, which may or may not have an impact in
the physical world outside them. They will likely be supported by De-
centralized Finance (DeFi) architectures and digital monetary systems
that encompass blockchain technologies, cryptocurrencies, smart con-
tracts, and fungible and non-fungible tokens that will enable property
rights assurance practices.

Clearly, such an ambitious vision points to a high likelihood of a renewed
collision between Industrial Age Governance and Digital Age Governance,
which would affect all layers of the population, from simple metaverse users
to policy makers.

In fact, governments are already nervous. In the EU the European Parlia-
ment is concerned mainly about Competition, Data Protection, Responsibil-
ities, Financial Transactions, Cybersecurity, Health, Accessibility, and Inclu-
sion [145], while the EU Council’s main points of preoccupation are Geopol-
itics, Economic growth, Jurisdiction, Health, Consumer protection, Civil and
Penal codes, and Climate change [19]. We note that massive intellectual in-
vestment would be required in order for practical solutions to be found and
implemented in each of these areas. Besides, there will be thorny issues
around reaching consensus in any of these topics. These are some reasons
why the European Commission has just included metaverse policy among its
priorities [44, 50].

10.3 What Is Expected to Happen?

An analysis of the evolution of metaverse support technologies, such as
those described above, the Internet, and the Web – from the Web 1.0 version
and the current Web 2.0, to the new level of Web 3.0, especially when think-
ing about Web platforms with great interactivity and greater social reach –,
brings many question and concerns, especially regarding cybersecurity, pri-
vacy and protection of (personal) data, regulations, and various aspects of the
governance of such digital worlds [216].

Take governance inside of metaverses as an example. The concept of “in-
side” is highlighted because it is different from the concept of interface be-
tween the digital world of a metaverse and our physical world since such an
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interface is becoming regulated, at least in the European Union (EU), since
2016.

In the EU, the rule-of-law is dominant and its institutions are mostly fit
for purpose. However, in this new technological frontier that are metaverses,
it is not clear what will be regulated, who will establish and enforce rules, or
how this will be done. But any place, physical or digital, at some point of
population density will need some kind of order maintenance, including the
notion of fundamental rights.

Indeed, thinking of unregulated parallel digital universes is worrisome.
And as commerce will be ubiquitous, products, transactions, property rights,
and other businesses will need some kind of protocols for markets to thrive.
Then all kinds of conflicting situations will have to be resolved by some form
of authorities, police, and courts. As well, there must be rules of trade, taxa-
tion, income, etc. But then, if a large set of rules has to be established, another
important question is who is going to set them: Are they going to be the own-
ers of the platforms of metaverses, since these universes are privately owned?
Will they put users to help set up local rules? Or are public authorities from
the physical world starting out and expanding their reach into the digital
world as well? Whose public authorities to start with? Or are libertarians
thinking about creative technologies to govern the metaverses, promoting the
ideology that "code is law"? Likewise, what form does such a body of rules
take? Accordingly, we can think of the following forms of regulation.

• Signing of usage contracts. However, they may be as long as constitu-
tions.

• Replication of laws and regulations from the physical world. However,
this may hinder innovation, and good justifications would be expected
for the choice of one model over another.

• Distributed models, based on digital technologies, like blockchain, bit-
coins, NFTs, smart contracts (i.e. , persistent scripts).

In addition, the very technological offer of interactivity and immersion of
next-generation metaverses will heavily depend on wearable devices monitor-
ing both biometric (e.g., gait, facial expressions, temperature) and neurometric
(e.g., fear, satisfaction, attention) data, which will imply continuous and full
surveillance of users. In Western societies, where privacy and protection of
personal data are fundamental rights, commercial and public interests will
have a very difficult relationship concerning this topic.

To compound such issues, the attack surface for security breaches and pri-
vacy invasions can become very large in the metaverse, because it integrates
a variety of older, current, as well as untested new technologies and systems
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whose intrinsic vulnerabilities and flaws will be inherited by the larger sys-
tem. As a consequence, existing security threats will be amplified, with more
severe effects. They include the following (non exhaustive) [244]:

• Lack of security culture from the part of users in such new environ-
ments,

• Mismanagement of massive data streams,

• Widespread user-profiling activities,

• Unfair results from Artificial Intelligence (AI) algorithms,

• Digital twins security,

• Security of metaverse physical infrastructures,

• Personal data involved in the metaverse will be more granular and bio-
metric, including emotional, etc.

Finally, the enlargement of the attack surface brought by metaverses will
facilitate existing threats in physical and cyber spaces, like persecution, ha-
rassment, and espionage, which may increase in frequency and impact. The
use of emerging technologies will make more likely security incidents, like
hijacking wearable devices or cloud storage, virtual currency theft, or AI mis-
conduct to produce fake news autonomously within metaverses [67].

10.4 What Is the Worst That Can Happen?

Many things can go wrong if provision and usage of metaverses run amok
in future, and most of them are related to the notion of trust in them.

It is certain that the vast majority of metaverse users are and will be law-
abiding citizens and people who value civilised behaviour. However, among
the users is also certain that there will be cheaters and other less honest per-
sons who will join in just to try and make easy money out of what would
be defined in most parts of the physical world as criminal activity. Such an
environment would not invite trust from users, and licit commercial returns
over investment may plunge as a consequence, while illicit undertakings may
flourish.

On another, perhaps more important registry, metaverses place major chal-
lenges to privacy and governance and they may have the potential to accel-
erate the geopolitical shift of power from Nation States to private companies.
Remind that already today some social network companies have populations
that are larger than that of the largest country on Earth. If national govern-
ments cannot trust that metaverses will treat their citizens in a legal manner,
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then governments may decide to over-regulate metaverses, hampering inno-
vation and increasing fragmentation.

Accordingly, the lack of trustworthy governance and of security and pri-
vacy regulations inside metaverses may turn this high-tech Eldorado into a
21st Century Wild-West, where fortunes will be made and lawlessness will be
the rule rather than the exception.

10.5 Research Gaps

As seen above, the field for State regulation of metaverses is vast, ranging
from issues at macro levels (e.g., geopolitics) to micro levels (e.g., selling a dig-
ital bracelet in the metaverse). In a nutshell, the major current EU legislation
and policies governing the digital sphere are as follows.

• Digital Markets Act : Regulation of competition for online markets. It
establishes harmonised rules that define and prohibit unfair practices,
such as the use of competitors’ data and lack of interoperability, on the
part of “gatekeepers” of the Web.

• Digital Services Act : Due diligence obligations on all digital services
that connect consumers to goods, services, or content, including pro-
cedures for faster removal of illegal content as well as comprehensive
protection for the fundamental rights of online users [46].

• GDPR : Protection of personal data. Due diligence and cybersecurity [49].

• Data Governance Regulation and Data Act: While the Data Governance
Regulation creates the processes and structures to facilitate data, the
Data Act clarifies who can create value from data and under which con-
ditions. [48]

• Various in cybersecurity: Cybersecurity Act (eg certification), NIS2, ENISA,
ECCC / NCCs , Joint Cyber Unit, Cyber Resilience Act, etc. [45]

However, from a governance and policy viewpoint such existing legisla-
tion are probably not sufficient to induce trust in the domain, and perhaps
not even suitable for metaverses. Consequently, much research is needed in
these areas in the near future. For instance, there will be a need to regulate
security and privacy in multiple universes that are being built from scratch.
Questions may be simple extensions of existing concerns, like whether meta-
verses should be subject to existing laws for the physical world and, if so, how
not to hinder innovation and creativity. Or they may be turned much more
towards future concepts, like whether avatars should be given citizen status.
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Likewise, the technologies needed to build metaverses as envisioned here
are just emerging, and a great deal of technological research will be required
in the next few years. Moreover, one likely result of market forces is that
several metaverses will be created, representing parallel universes, not only
between them, but also to the physical one we are used to live in.

What is certain is that a new gold rush has already begun. Required
research areas can be presented in clusters, as follows.

10.5.1 Building trustworthy metaverses

One governance research area should analyse all aspects within metaverses
that would impact individual users. These encompass inter alia Data pro-
tection, Liability, Digital Identities, Cybersecurity at the user level, Mental
and Physical Health, Accessibility, Inclusion, Financial transactions, and Con-
sumer protection.

10.5.2 Metaverses and the physical world

Another governance research area should propose new societal systems for
metaverses and their interrelation with existing forms of governance and gov-
ernment. These would include Cybersecurity at physical infrastructure and
at systems levels, Privacy, Competition, Global governance, Jurisdiction, Civil
rights, Penal code, Climate change, Innovation.

10.5.3 Compliance by design

The emergence of metaverses raise a wide range of concerns regarding their
compatibility with the law, as seen above. Therefore, it will be necessary to go
beyond the well-known concepts of security-by-design and privacy-by-design
towards an encompassing compliance-by-design paradigm, if at all possible.
For instance, research will be required about adapted technical regulations to
guide hardware manufacturers and software developers with respect to com-
pliance, including data governance and operational governance rules.

Such governance topics should be addressed together with research in
the new technologies and systems integration that will be needed in order
to achieve the full metaverse concept described above in this chapter. Some
technological and systems research areas are as follows. Note that they are
intrinsically transdisciplinary.

10.5.4 Interactivity and immersive technologies

Making the metaverse fully interactive and immersive is an evolutionary re-
search area. it should be focused on the massive capture and fast analy-
sis of data (telemetry, biometric, and neurometric tracking, among others) of
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users and their avatars. Data will be collected through "wearable interfaces"
(wearable devices) of different types that will gradually bring to metaverse
XR platforms more and more sensitive personal information, which will need
systemic protection.

10.5.5 Metaverses design

The area of research on the establishment of structured projects and design
of digital virtual worlds in a metaverse environment now has great potential
to study and establish a minimum necessary architecture. These can be plat-
form infrastructures, usual protocol standards, security systems, or even the
constructive and operational aspects of the application of XR in 3D. The estab-
lishment of a minimum standard should not make creativity unfeasible, but
encourage the effective construction of interoperable metaverses with rules for
social coexistence among avatars, which are acceptable in ethical and moral
terms, universally, whether in digital or physical worlds.

10.5.6 Interoperability between metaverse platforms

Interoperability of metaverses needs to be intensified, so that it should be
possible for avatars (users) who are experiencing a digital virtual world on a
particular metaverse platform of a company, to be able to move, without im-
pediments and in a transparent way, into another platform of metaverse, from
another company, without the need to identify themselves again in the phys-
ical world. Research on interoperability in metaverse environments would
touch upon digital identities and allow the establishment of a seamless collec-
tion of metaverses, maybe using the concept of self-sovereign digital identities
and digital passports [248].

10.5.7 Metaverses and Environmental, Social, and Governance (ESG) is-

sues

One of the key research points concerning metaverses relates to their impact
on climate change, because of their need to rely on huge data centres, high
performance computing, and even blockchain platforms, all of which neces-
sitate very high electricity consumption. This area of research requires ad-
vances in architectures and algorithms, but also in other areas such as cooling
techniques, that can enable the use of those technologies without major envi-
ronmental impact. ESG considerations will play a major role in the provision
and adoption of metaverses in future.

It’s worth noticing that in the areas mentioned above, isolated and uncon-
solidated actions are already ongoing, which aim to cover the existing gaps
in metaverse research. We can mention the actions of: the World Economic
Forum [84], the Metaverses Standards Forum [150], the Open Metaverses In-
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teroperability Group [175], and the Metaverses Interoperability Community
Group at the W3C [229], among others.

10.6 Example problems

Tangible example problems include:

Data protection inside the metaverse. Personal data collected in the meta-
verse will be more granular, biometric, and neurometric. The question
is then how to reconcile the fundamental need of metaverse immersion
technologies to implement widespread user-profiling and the funda-
mental right to data protection, including bioethics. Note that such a
question touches upon protecting the data from both the physical user
and the digital avatar. More specifically, it should be investigated how
to ensure that metaverses will not make illegal use of such data, for ex-
ample for sales and monetisation (such as social networks already do),
for promoting media influence, or in the effective production of sub-
liminal advertisements, among other aspects of active and interactive
persuasion.

Protecting avatars from identity theft. The protection of avatars’ identity is
a very important issue to be solved. Although there are already several
proposals and strategies for applying security in databases, with the
use of technologies such as distributed ledgers and scatter or hash tree
structures, such as Merkle Trees (which are, by the way, key elements
of Blockchain), there is still no consensus on how to keep avatars’ dig-
ital identities without compromising their Lifelogging (metaverses life
history).

Regulation of creation of metaverses. The technologies currently applied by
many Web platforms already provide easy-to-use tools that allow users
to create their own metaverses. Even if these are simple, they are totally
under the users’ control. The problem here is centred on the improper
creation of metaverses that camouflage digital worlds meant to harbour
avatar gangs for criminal practices, social activism, racism, and terror-
ism, among other unethical and illegal practices.

Equal opportunities in the metaverse. Ensure accessibility and inclusion in
the metaverse in order to safeguard equal opportunities. The Web plat-
forms that host metaverses will be able to segregate avatars based on
their physical users’ hardware characteristics, computing capacity, per-
sonal profile, or according to the geographic region of their access, giv-
ing more privileges to some than others.
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Cryptocurrencies and NFTs usage in the metaverse. Issues of ownership, mis-
use, interoperability and portability. As the Web platforms are propri-
etary, they maintain control over the digital assets owned by avatars, as
well as, determine the monetary standards used. Some platforms have
their own internal cryptocurrencies, a fact that can jeopardise the porta-
bility and interoperability of avatars’ digital assets between platforms.
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11.1 Introduction

Modern malware comes in different forms: viruses, worms, spyware, ad-
ware, trojans, backdoors, and ransomware, to name a few. Although, com-
puter viruses were the most frequent form of malware a couple of decades
ago, nowadays, it is ransomware that seems to be the most prevalent. This
is because ransomware provides a highly profitable and direct way for ma-
licious actors to monetise the infected systems. Indeed, using ransomware
these actors infect victim systems, encrypt all data, and then ask for money
(ransom) in order to provide the decryption key. Without the decryption key,
the legitimate owners of the victim systems can not really use them as all
information is encrypted.

To defend against mal-
ware, computer security prac-
titioners usually need a way
to detect it in the first place.
Detecting a file containing
malware used to be easy:
computer security compa-
nies computed a hash (a
summary) of the malicious
file and just tried to find
files that matched this hash
value. Antivirus systems
used to be nothing more
than a set of hash values
(one hash value for each piece of malware) and just searched for files that
matched any of these hash values. To avoid this type of (static) detection,
modern malware mutates so that two “copies” of the same malware are not
the same. For example, in each “copy” of the malware they introduce small
changes that, while not changing the main functionality of the software, do
change its appearance, and consequently its hash value. Following this phi-
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losophy, malware authors obfuscate their code to deter or at least impede the
reverse engineering of their binaries but also to remove possible code pat-
terns that could be used to detect the malware. This may come in the form
of packers, programs that try to compress and/or encrypt the code of the
malware so that the malicious code is unpacked and executed after several
steps that would make the life of a malware author difficult. Finally, modern
malware is armoured in the sense that it has anti-analysis functionalities such
as anti-debugging, anti-hooking, and anti-VM to name a few.

Setting aside the differences of scope that malware may have, e.g. worms,
trojans, miners, it is important to highlight some differences in the sophisti-
cation and range of targets. Practically, highly sophisticated malware, from
Pegasus to Stuxnet, is mostly focused on attacking a specific individual or
crafted for a single organisation. In this case, a chain of exploits is used,
many of which may be zero-days yet the attacker is not financially motivated.
However, the sophistication of the malware significantly decreases when the
attack is targeted at general information systems. This sophistication is what
can make malware stay below the radar and increase its impact on its victims.

11.2 Who Is Going to Be Affected?

Common practice proves that malware can infect almost any computing
device. Indeed, in the past few years we have witnessed a long list of high-
profile organisations being compromised: e.g. the Colonial Pipeline [236],
Uber [52], AXA [194] to name a few, however, the ransomware cases are the
ones that surface in the news mainly because of the monetisation method that
the ransomware groups adopt. In essence, beyond encrypting the data and
asking for ransom in return for providing the decryption key, the attackers
also exfiltrate the data so that they can still threaten the victim with publi-
cation of the sensitive data. Malware may also try to exfiltrate sensitive user
information via keyloggers, compromised recording media (e.g., cameras and
microphones), etc.

Attackers may also use malware to infect thousands of hosts and use them
as an army that obediently carries out all the tasks that it is assigned. The
network is called a botnet and may also be used for denial-of-service attacks.
One striking example that stands out in this category, not because of its size
but because of the devices that comprised it, is Mirai. Mirai [14] is a botnet
that mainly infects insecure IoT devices and uses them to perform denial
of service attacks. The size of the produced bandwidth targeted a popular
DNS provider DYN and as a result, high-profile websites and services such
as GitHub, Twitter, and Netflix were inaccessible [34, 251]. Beyond Mirai,
there are several botnets which are currently active, e.g. Emotet [185] which
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was resurrected [117] after its shutdown [80] after compromising a host used
to deliver several other malware such as Trickbot and Ryuk, Mozi [20], and
Mantis [252]. Notably, they have also been used by state actors to launch
attacks for cyber warfare [237].

11.3 What Is Expected to Happen?

The impact of malware is multifaceted. There are several direct costs that
can be relatively easily quantified, such as the amount of ransom requested.
However, there are also costs that are more difficult to quantify, such as lost
customers, lost productivity, etc. According to Sophos, the average cost to
recover from a ransomware attack is on the order of $810,000 for organisations
that did not pay ransom and double that for organisations that did pay [218].
These costs cover all the operational costs and downtime costs caused by the
ransomware. In fact, the damages caused by ransomware are estimated to
reach the staggering amount of $265 billion by 2031 [29].

Even organisations that are not IT-oriented may suffer from malware. Con-
sider, for example, the case of a hotel. While its core business is not delivering
IT products and services, hotels that have suffered a ransomware attack [160]
have witnessed their guests being locked out of their rooms, and their billing,
reservations, check-in/out systems rendered useless effectively blocking any
possible business transaction. Similarly, several health organisations have suf-
fered malware attacks, and we have reached a point where it is just a matter
of time until there are casualties [176].

Based on the above, there are obvious monetary and reputation loses for
organisations and individuals whose systems are compromised by malware.
Consider that for individuals, other mechanisms such as sextortion may be
used to harm the victim further on the personal level [183].

11.4 What Is the Worst That Can Happen?

As highlighted in the previous paragraph, we are on the verge of having
casualties due to malware attacks. However, this is not the only nefarious
scenario. Stuxnet [137] was a worm targeted to disrupt Iran’s nuclear pro-
gram. While this may be more than a decade ago, considering the current
turmoil in the political landscape, malware attacks are expected to be further
utilised as a means to attack a country’s digital infrastructure. In this regard,
malware attacks to cripple smart cities, critical infrastructures or big service
providers are expected to increase, as proved by the recent cyber attacks on
HSE [191], the Colonial Pipeline, and the Danish train operator [195]. Unfortu-
nately, this is aligned with the modus operandi of several advanced persistent
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threat (APT) groups which are not necessarily financially motivated but are
state actors or state-supported. In fact, as recently reported by ENISA, APT
groups were responsible for more than half of the supply chain attacks that
were investigated [75]. Indeed, this leads to several unprecedented attacks,
e.g. the recent Sandworm attack which targeted a Ukrainian agricultural
firm’s network to disrupt grain production and exports [155]. The presence
of APT groups in conjunction with the shifts to IoT and remote working is
significantly increasing the potential impact of a cyber-attack. Indeed, using
the Zmap network scanner [66], one can easily see that millions of vulner-
able devices are connected to the Internet. To make matters worse, a quick
search in search engines, such as Shodan(https://shodan.io/) and Censys
(https://censys.io/), reveals similar results. Such techniques have been
used by, e.g. APT41 to target U.S. State Governments [30],

All this creates a dangerous mix where strategically motivated threat ac-
tors have access to a myriad of vulnerable devices that may access, directly or
indirectly, systems that store, exchange and process sensitive and/or critical
information. Therefore, in the coming years, cyber warfare as an extension
of geopolitical turbulence, and the resulting use of malware, is going to lead
to large-scale cyber-attacks on critical infrastructures significantly impacting
sectors such as banking, energy, telecommunications to name but a few, or
even organizations in the defence industry [92]. The latter implies that we
may face unprecedented attacks that may paralyse mission-critical systems
and services, and impact organisations, individuals, and the social fabric in
both the cyber and the physical layer.

11.5 Research Gaps

11.5.1 Provably secure systems

As discussed, malware often exploits system vulnerabilities. Therefore, an ob-
vious question is how do we build systems free from any vulnerabilities that
malware can exploit? While this line of research might be too broad, there
is still plenty of security to be had from impervious containers or sandboxes.
For example, while some malware may compromise the underlying operat-
ing system or firmware the research question is whether we can build micro-
kernel and sandboxing architectures that are provably secure. Of course, this
would still leave us vulnerable to malware that compromises application-level
software, but containing the adversary in a sandbox would allow us to keep
core system functionality secure and also maintain separation between differ-
ent applications and services running in different sandboxes. seL4 (https:
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//sel4.systems/) as microkernel and Qubes (https://www.qubes-os.org/)
as OS can be considered well-known examples in this direction.

11.5.2 Malware detection

Currently there is an ongoing arms race between malware authors and the
“defenders", whether they are malware analysts, digital forensics investiga-
tors, SOCs, CERTs, CSIRTs etc. As already discussed, modern malware is
armoured to prevent analysis and to be more stealthy. Therefore, malware
detection is still a core issue in this research field. Although modern antivirus
(AV) software may be far more accurate than in the past, it is not enough
to prevent the infection of millions of devices, primarily because AVs are fo-
cused on static features. A new stream of anti-malware mechanisms, namely
endpoint detection and response systems has emerged during the past few
years. These, along with their variants, e.g. extended detection and response
systems (XDR), try to exploit behavioural features and AI/ML mechanisms to
detect and block malware attacks. While more efficient than AVs as they can
detect advanced techniques and lateral movement, EDRs are far from being
considered silver bullets [126]. To this end, a critical research question is how
to determine that a file is malicious at runtime, and block it once it performs
a malicious action without allocating a lot of resources.

This research question also has many more extensions. For instance, when
analysing malware we often execute it in sandboxes to record and understand
its capabilities in a highly monitored environment. This sandboxed-based ex-
ecution has two main disadvantages: (i) it consumes a lot of resources and (ii)
if the malware realises that it is being executed in a sandbox, it may alter its
behaviour to avoid being detected. Therefore, the research here lies in how to
perform dynamic malware analysis without wasting precious resources and
how this can be performed against evasive malware [132, 133]. Moreover,
we need to find methods to automatically trigger the malware appropriately
without creating long execution paths and unlock its functionality. To this
end, binary emulation and symbolic execution may come to the rescue. Fi-
nally, we have to highlight that many system calls performed by malware, if
treated individually, do not always differ much from those issued by benign
programs; thus, evasive malware can still bypass many classifiers that cannot
see the whole picture [171].

11.5.3 Machine learning in malware detection and classification

The continuous use of machine learning and artificial intelligence in cyber
security has also paved the way for its application in malware detection and
analysis. Nevertheless, we have to consider that it can also be leveraged by
malware authors to bypass the detection mechanisms. Hence, it is essential to
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consider that malware authors will try to exploit feature selection algorithms
to make their malware undetectable by some classifiers. As a result, machine
learning and artificial intelligence cannot simply be used and expected to pro-
vide excellent results. First, we have to devote major research efforts in order
to understand how to fill in the gap in imbalanced datasets where a malware
family may be underrepresented. Next, we have to study adversarial machine
learning and how to make our mechanisms robust against possible feature
injection or blinding [255]. One should also consider the explainability and
interpretability of the results of machine learning and artificial intelligence
algorithms and how feature engineering can impact them as malware sam-
ples may have thousands of sparsely distributed features. Finally, one should
also consider the relevance of the datasets and models over time. Using older
datasets and models that might be state of the art now may soon be out-
performed or perform poorly due to the evolution of both malware and ICT
systems.

11.5.4 Extend the platform scope

While most users of personal computers are using Windows and represent
one of the biggest targets of malware attacks, they are not the only ones.
Similarly, in mobile devices Android may have the biggest share in smart
phones, but it is not the only platform for mobile devices. Moreover, we all
know that a significant part of the Internet is not running on only these two
platforms and that malware has been developed for, e.g., IoT devices, Linux-
based hosts, and MacOS, among others, focusing research only on Windows
and Android creates a huge gap that is exploited by threat actors who find
many of the less-focused platforms unprepared. For instance, the bulk of
research focuses on PE32 files, overlooking e.g. ELF files that target Unix
and Linux hosts. Even when researchers try to study ELF files the datasets
are highly unbalanced as most samples come from a single family, i.e., Mirai,
which may severely bias the outcomes. Therefore, there is a definite need
to extend the scope of platforms and architectures that are used in malware
analysis research and to develop new methods and tools.

11.5.5 Command and control servers

Finally, a rather thorny issue is the gradual integration of decentralised mech-
anisms by malware to control the botnet but also to deliver payloads. For
example, blockchains and decentralised storage (e.g. IPFS) have been proven
to be a very robust mechanisms to act as Command and Control servers but
also to host payloads [12,184,188]. The crucial point here is that most of these
decentralised mechanisms are not regulated (indeed some of them cannot be)
and takedown mechanisms may not be possible, for example, once something
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is committed in bitcoin’s blockchain, it cannot be erased. Thus, there is a lot
of research on how to protect against such malware and how to minimise the
exploitation of such ecosystems.

11.5.6 Post-infection management

Acknowledging that there is no 100% accuracy in malware detection and pre-
vention means that in practice a given system will be infected with malware
at least once. Naturally, one may wonder what should be the next steps when
malware is detected. Most of the existing antimalware solutions try to thwart
attempts at infection and clean up. Perhaps there are other things we can
do post-infection to minimise harm or facilitate digital forensics. This could
involve automatically rolling the system back to a state just before infection.
While for storage the option of incremental file systems may provide a solu-
tion, the same does not apply for memory.

11.6 Example problems

Tangible example problems might include:

Command and Control (C2) servers and defence mechanisms To manage the
compromised hosts, many malware authors use C2 servers, some of
which are commercial, e.g. Cobalt Strike, whose copies have been leaked
but are legitimately used in red team scenarios. Regardless of their ori-
gin, C2 servers allow threat actors to coordinate the actions of their bots,
issue commands, exfiltrate data and perform other attacks. Currently,
there are many C2 servers, many of which are open source, and it would
be interesting to study how different security mechanisms, e.g., AVs,
EDRs, firewalls, treat these beacons and whether they are detected as
malicious. Malicious patterns in memory and system calls can be lever-
aged through memory scanners and hooking to promptly block their
functionalities.

Malware classifiers The sheer amount of malware samples on a daily basis
imposes many constraints on resources and timing. Binary classification
(benign and malware) is a traditional problem in the field. Going a step
further, family classification and clustering are very important. Regard-
less of whether these analyses are performed based on binary similarity
measures, static or dynamic features, it is crucial to determine their ac-
curacy and robustness, especially in an adversarial scenario where the
threat actors may want to bypass security mechanisms but if this fails,
raise a false flag [25].
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Anti-evasion mechanisms and triggering mechanisms Malware may try to
evade detection and analysis in various ways. Automating the bypassing
of such mechanisms and collecting robust results from malware through
the correlation of static and dynamic features is a big challenge. How
do we trigger the malware properly to exhibit its behaviour when static
analysis indicates that a file is malicious yet the dynamic analysis fails
to detect the maliciousness of the file in question?

Covert communication channels and malware Many malware instances would
try to hide their communication channels by mixing their interventions
with legitimate traffic, e.g. using a social network or another legitimate
service to communicate between the C2 server and the compromised
host. However, malware may use steganography and other covert chan-
nels to exfiltrate data or to disseminate commands. Detecting possi-
ble malicious covert communication and stegomalware is a challenging
problem.

Abuse of legitimate processes Living Off The Land Binaries and Scripts (and
also Libraries)1, commonly referred to as LOLBin/Script/Lib are files
that are shipped from Microsoft in Windows and other tools (e.g. Of-
fice, Visual Studio), which bear the signature of Microsoft and can ex-
ecute additional functionalities to those with which they were initially
designed, e.g. download files, execute arbitrary content, etc. Because
of their signature, when executed, they do not request any user interac-
tion, are whitelisted by most security mechanisms, and can be found in
almost all Windows machines.

Threat actors have repeatedly used these files in malicious campaigns
to trojanise Microsoft Office documents to execute malicious payloads.
This approach has gradually been abused by other malware, especially
fileless malware attacks [230]. Moreover, they are abused by ransomware
to delete shadow copies, e.g. cmd to launch vssadmin and delete the
shadow copies [136].

Based on the above, the research problem lies into finding ways, based
on, for example API call context, process parents and children, and call
arguments to determine whether a call to a legitimate process, API, li-
brary, or binary is being abused by malware or whether it is in fact a
benign call.

1https://lolbas-project.github.io/

76

https://lolbas-project.github.io/


12 Software Life Cycle

12.1 Introduction

Software is at the foundation of all digital technologies, thus it is at the core of
the infrastructures, services and products that drive our societies. The life cy-
cle of software consists of several phases, starting from conception, and going
through design, realisation, deployment, operation, maintenance and, eventu-
ally, decommissioning. Current software development approaches prioritise
fast deployment over security, which often results in insecure, expensive to
repair [202], applications. Security concerns are, unfortunately, still not fully
and suitably integrated within the life cycle of today’s increasingly complex
software systems [241]. Moreover, software is usually built by assembling
components from third-party sources, which raises trust concerns (e.g. as ev-
idenced in supply chain attacks [72]), makes it hard to comply with security
requirements and legislation, and compromises digital sovereignty. The raise
of artificially synthesised software is expected to aggravate this. Last, security
and privacy regulations such as the GDPR [93] or the Cybersecurity Act [7], as
well as citizen expectations change frequently and software is subject to con-
tinuous update. As a consequence, software compliance cannot be assessed
once and for all and needs to be an inherent part of its life cycle [135]. The
field has seen advances since early initiatives to build security in software
systems [149] and efforts in this direction have been made, such as NIST’s Se-
cure Software Development Framework [167], OWASP’s Software Assurance
Maturity Model [201], Microsoft’s SDL [153], and ETSI’s standard 303 645 [78]
(see also Chapter 12 of the Cybersecurity Body of Knowledge [56]). Nonethe-
less, many challenges remain (see the last part of this chapter and also [135],
as examples).

12.2 Who Is Going to Be Affected?

Traditionally, ensuring high-quality software was considered to be mainly rel-
evant for critical infrastructures: finance, healthcare, energy, and so on. How-
ever, software is becoming more pervasive and intrinsic, up to the point that
it can be seen as the circulatory system of our society’s body: you may not
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notice that it is there, until its quality starts to affect your health. Nowa-
days, we use software to regulate the indoor climate of our houses, to plan
our commute to work and schools, to carry out our daily activities, to com-
municate with colleagues, family, and friends, to access medical services and
treatments, and so on. Ultimately the quality of life of every single citizen will
be highly dependent on the quality of the life of the software facilitating his
or her activities.

12.3 What Is Expected to Happen?

Software vulnerabilities in critical sectors can have catastrophic consequences
for our lives: companies and individuals can lose money because of flaws
in financial software, access to treatments can be delayed by malfunction in
software platforms used in hospitals, lives can be lost as a result of software
bugs in medical devices or car assistance systems. Chapter 13 provides a
representative sample of (in)famous cases such as the Ariane 5 disaster, and
the loss of the Mars climate orbiter, and many others can be added. Just to
mention a recent example, a vulnerability in the Poly Network smart contract
lead to the loss of 600M USD [89]. But even vulnerabilities in cases that we
traditionally do not consider as critical can have severe consequences for indi-
vidual citizens: violation of personal privacy is arguably the most archetypal
example.

12.4 What Is the Worst That Can Happen?

Software vulnerabilities can have all sorts of catastrophic consequences, and
certainly need to be addressed. However, ensuring quality of software is the
least thing we can do. Software can also be of high-quality and adhere to
the most strict security and privacy regulations such as the highest levels of
the Common Criteria [36], but harm can still be obtained if there is lack of
trustworthiness in the way it is developed, acquired, used, maintained and
dismantled. Consider for example, what can happen if citizens do not trust
the software being used in the next democratic elections. Even the entire
democratic system of a country can be at risk.

12.5 Research Gaps

Security must be better integrated in the entire life cycle of software, from
conception to dismantlement. We consider the following gaps and possible
ways forward to address this.1

1Inspired partly by the VERSEN Manifesto [241]
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12.5.1 Verifiable and Auditable Software

A great portion of the software components that constitute a software product
or service is obtained from third parties; thus it is potentially untrustworthty
as it may not comply with the expected security requirements. To achieve
digital sovereignty, there is a need to be able to rely on software that can
be verified and audited. The potential security gain of using open-source
software amenable to automated analysis should be further explored.

12.5.2 Continuous Software Assessment

Security and privacy regulations and citizen expectations change frequently
and software is subject to continuous update. Therefore the compliance of
software systems cannot be assessed once and for all, and hence methods and
tooling to perform continuous assessments are needed. Given the high cost of
security and software assessments, the use of automated procedures is critical
to ensure sustainability and scalability. If this is not implemented effectively,
the software becomes too complex, and maintenance and evolution become
too expensive, until they are no longer sustainable. We must break this vicious
cycle, and find new ways to create software that is long-lasting and that can
be cost-efficiently upgraded, assessed and migrated to new technologies.

12.5.3 Secure-by-design Agile Software Development

The dominating approaches to development are agile and prioritise fast de-
ployment over security guarantees. More research is needed to effectively
and efficiently develop tools and techniques to support secure-by-design tech-
niques within agile approaches, so that competitiveness and fast deployment
are not compromised by security requirements and so that changes in those
requirements can be efficiently reassessed at any point, even while the soft-
ware is running.

12.5.4 Lightweight Formal Methods

Many formal methods technologies have been developed to improve soft-
ware reliability, such as model checking, theorem proving, and monitoring
systems, but applying them on a large scale to modern software systems re-
mains a challenge. More efforts are needed to further develop and promote
lightweight, accesible formal methods that can be gradually applied to in-
crease the levels of assurances obtained. Methods must be developed to sup-
port a spectrum of guarantee levels, each providing greater assurance, in a
way more approachable than the common criteria. Eventual enforcements in
regulations must be gradual in order not to close the opportunity for SMEs to
deliver software products and services, and appropriate tool support is need.
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12.5.5 Decentralised Software Governance

Software with decentralised governance such as smart contracts, blockchain
technologies, and crypto-assets, pose several challenges to the management of
the software life cycle. In those systems, it is unclear whether and how vulner-
abilities should be reported and repaired in a way that harmonises consensus
and security across the history of the system.

12.5.6 Trustworthy AI-powered Software Life Cycle

Artificial intelligence techniques are already being used to synthesise small
pieces of code. One should expect that in the near future all activities of the
life cycle of software (requirements elicitation, code synthesis, verification,
monitoring, etc.) will be supported by intelligent agents. While this will
certainly bring huge advances in terms of scalability and productivity, it is
still unclear how software components and methodologies with intelligent
components can be rigorously analysed.

12.5.7 Software Supply Chain Security

Nowadays, creation and deployment of software involes the integration of
code and components from third parties, whose development is outside our
control. These components can be the target of cyberattacks (e.g. the So-
larWind incident). We need to define a methodology for reducing supply
chain security risks, by means of assessing and guaranteeing the trustworthi-
ness of components. This methodology must be based on formal models of
contract-based software line development and integration, in order to enable
the implementation of (semi)automatic tools for the verification of security
properties. The development of these models and the corresponding formal
methods are an important research priority.

12.5.8 Secure Architectures and Platforms

For building safety- and security-critical systems, it is not enough to have a
trusted software supply chain: we need to deploy this software on trusted
platforms. This includes the hardware level, but in particular the operating
system level. Therefore, an important research priority is to develop a ver-
ified platform that provides fine-grained access control through capabilities,
and controls communication between components of the system. This kind of
platforms is highly sought in operational scenarios (e.g. the SCADA of crit-
ical infrastructures) but also in datacentres that provide cloud services. This
would help to recover data sovereignity in the EU.
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12.5.9 Secure Economics

Another interesting research direction is related to security economics, i.e., the
study of the incentives facing different players [71]. It is now well established
that purely technological solutions will not fit the bill. Accordingly, each
alternative mechanisms must be scrutinised against market dynamics.

12.6 Example problems

Tangible example problems might include:

Verification at the scale of public open source code repositories. Formal ver-
ification techniques offer the highest level of assurance for software se-
curity. The main challenges of current techniques are, arguably, due to
scalability issues in terms of the computational and human expertise
needed. How can we raise successful verification techniques to the scale
of code bases of the size of average popular public code repositories?

Formal methods-powered DevSecOps DevSecOps has been advocated as an
ideal approach to combine DevOps and security, in order to provide
a security-aware agile and fast-adapting continuous life cycle. On the
other hand, formal methods, which provide the highest possible level
of assurance in terms of security, safety and performance, have been
traditionally conceived in a water-fall mind-set, rooted on formal speci-
fications as the first step. Can we develop agile formal method method-
ologies in what could be called formal DevSecOps?

Formal Analysis of Socio-Technical and Cyber-Physical Software Systems.

Socio-technical systems, whose security depends intrinsically on human
users, and cyber-physical systems, where one needs to explicitly con-
sider the underlying physical processes pose several challenges to for-
mal automated modelling, analysis and testing. Can we develop effec-
tive and scalable formal and automated tools for the analysis and testing
of such systems?

Verification of ML applications. Probabilistic and randomised software com-
ponents are at the core of many software applications, from cryptogra-
phy to machine learning (ML), to privacy protection. Recent years have
seen advances in probabilistic programming techniques and verification
techniques for ML. However, the field is still in its infancy, while, on the
other hand, the application of ML has been advancing swiftly. How can
we extend probabilistic programming to cope with real-world ML-based
applications?

Resilient Smart Contract Repair If a security vulnerability is discovered in a
smart contract, reporting it -or trying to repair it- could trigger a race for
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its exploitation that is likely to end up with financial gain for malicious
agents. Can we design disclosure and repair techniques that a resilient
w.r.t. malicious agents trying take profit?

Secure and Privacy-friendly Explainability. Explainable security extends ex-
plainable AI with the need to consider security and privacy aspects of
the explanation process and of the explanations themselves. How can
we adapt approaches to explainability to take into account security and
privacy considerations?
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13 Testing and Certification

13.1 Introduction

Information technology (IT) is
pervasive in both work and social
sectors. Home, industries, offices,
cars, streets and public buildings are
full of IT devices, systems apps, or
electronic equipment. In our daily
lives, under normal conditions, we
are usually not worried about the
technology around us. We are rea-
sonably sure that our mobile phone,
PC, refrigerator, electronic device,
car, or even apps, cannot damage our life, steal data, or cause security or
safety issues, because they should have been built according to the required
standards, properly tested and fully certified.

However, we have recently witnessed various examples of malfunctioning
or issues like the following: Tesla had a failure in a flash memory device, caus-
ing a safety risk in more than 135,000 vehicles [163]; the New Jersey hospital
vaccine scheduling system bug caused 10 to 11 thousand duplicate appoint-
ments [65]; the Zoom app suffered from security issues during the coronavirus
pandemic in 2020 [1].

As reported in the recent Cybersecurity act, “Hardware and software prod-
ucts are increasingly subject to successful cyberattacks, leading to an esti-
mated global annual cost of cybercrime of €5.5 trillion by 2021” [79]

Humans and society generally trust industries and the best practices they
adopt in testing and certification processes. However, considering that the
overall cost of testing is around 40% of the total development costs of a typ-
ical software project [91], if not stringent and without concrete safety risks,
often verification, validation and assessment procedures are the first to be
reduced or skipped to save cost and time. Additionally, pressure from the
need to research new products, the time to market, and competition forces in-
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dustries and developers towards massive widespread integration and the use
of available third-party or open-source components that could surreptitiously
increase the cybersecurity risks if not properly tested and certified.

In an IT world that is going to be more human-centric and focused on peo-
ple’s needs (such as the Internet of People [IoP] manifesto [157]), the presence
of evidence of the testing and certification activity performed needs to become
a common practice. We need to increase our awareness to avoid "poisoned" IT
products as well as poisoned food. Therefore, the assessed or certified quality
level must be a label for each IT product in order to establish trust and reduce
risks to security and privacy.

The quality of digital products (combination of software and hardware)
must become a guarantee label, in the same way as the label we find on the
food we buy in supermarkets.

13.2 Who Is Going to Be Affected?

Everyone directly or indirectly using products or technologies can be af-
fected by the lack of testing and certification processes. For instance, babies
could be damaged by a toy going out of control, Generation Alpha or Zeta
could be unconsciously deceived by appealing apps maliciously stealing their
pictures, companies can be affected by ransomware hidden in useful plug-ins
or libraries, organisations and governments can be subjected to cybersecurity
attacks. Of course, testing and certification are not the only means of avoid-
ing such critical situations. Everything has to be executed correctly at every
phase of the development process (see Chapter 12 for details). Conceiving
and developing (by-design) quality products is crucial, but not sufficient per
se to meet the final requirements: building the product right does not guaran-
tee building the right product [217]. Testing and certification remain pivotal
activities for trustworthiness and cybersecurity assurance and for guarantee-
ing that a product is designed and manufactured with quality as a primary
objective.

However, as long as stakeholders (ordinary people, companies, organisa-
tions, and governments) do not firmly demand transparent, labelled, tested
and certified products, the situation will hardly change and cybersecurity
risks will still be on the agenda.

13.3 What Is Expected to Happen?

What is the expected damage in the absence of an adequate testing and
certification process? Unfortunately, there are many aspects to be considered:
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Hardware/software failure: It has been estimated that nearly 80% of unex-
pected downtime can be ascribed to HW/SW failures and power out-
ages. Proper storage backups can be an ad hoc solution in most cases,
but preventing failure would be less costly and risky.

Natural disasters and emergency situations: Lack of testing and certification
of the processes and procedures for resuming operations/data and sys-
tems in case of (natural) disaster or emergency situations can be ex-
tremely costly and cause the loss of business continuity.

Human factor: Even not intentionally, humans may inevitably cause mistakes
or execution of unexpected procedures. Testing based on user profiles
or exploiting machine learning approaches could avoid or predict pos-
sible misbehaviour or accidental situations. User-centred assessment
processes and training programmes could be essential for minimising
human damage and avoiding permanent losses.

Cybersecurity attack: Because society and organisations increasingly rely on
digital information for daily operations, cybersecurity attacks can be
more dangerous. Currently, 95% of companies invest in testing and
certification activities only after a disaster and then actuate a recov-
ery plan (reactive behaviour). Predicting vulnerabilities beforehand and
providing solutions before a cybersecurity attack is, therefore, manda-
tory (proactive behaviour). The penetration test is pivotal for avoiding
and anticipating cyberattacks by hackers who are trying to exploit po-
tential vulnerabilities in order to access company networks and to steal
confidential data or to inject malicious codes.

High expectations: : In our hyper-connected world, where IT products need
to be available 24h7d without disruptions, failures and loss of services
are costly disasters for companies and favour their competitors. There-
fore, robust testing and certification processes, which can assure the
quality of services and make it possible to establish a suitable recovery
plan, are pivotal activities.

Trust or reputation damage: Loss of trust or damage to a reputation is mostly
translated into a loss of customers, and hence a loss of revenue: trust and
reputation are nearly impossible to regain. Testing and certification are
among the most effective means of avoiding this problem.

Compliance requirements: Nowadays, business continuity is not just a mere
desire: it is becoming a requirement, especially for Operators of Essen-
tial Services (OESs) [47]. All of them must follow specific and strict
regulations and standards. That means that adopting certification pro-
cesses and maintaining their product certification is becoming a legal
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obligation and offers a competitive advantage within the reference mar-
ket.

13.4 What Is the Worst That Can Happen?

Figuring out what could happen without testing and certification should not
point to the future but simply to the past. Most worst-case scenarios have
already been covered in the newspapers, the default reports and disaster doc-
umentation. The worst-case bugs history started as soon as the first computer
was massively used and included:

• The Ariane 5 Disaster, 4th June, 1996. During the launch of the Ariane
5 spacecraft, 37 seconds after the first rocket ignited it started flipping
in the wrong direction, and less than two seconds later the whole world
observed its self-destruction. The problem was quickly identified as
a software bug in the rocket’s inertial reference system and, unfortu-
nately, could have been easily solved with a trivial integration testing
procedure [247].

• The Mars Climate Orbiter, 23rd September, 1999. During its descent
into the Martian atmosphere, the Mars Climate Orbiter was reoriented
to pass behind Mars and successfully enter its orbit. Unfortunately, this
did not happen: the craft was not on the correct trajectory and it was fi-
nally lost without a trace. The root cause analysis of this error yielded a
long chain of wrong or unexpected events, which included: the inciden-
tal arrangement of solar panels on the craft due to the solar sail effect;
the use of two different units in the Ground Control software (data pro-
vided using imperial units and pound-seconds on the sender side but
expected in metric units on the receiver side); and finally, human er-
rors in communications. Again, proper integration testing procedures
and correct use of standards and assessment procedures would have
avoided such a critical disaster [105].

• Therac-25 During the period from 1992 to 1998, the reports about radi-
ation overdoses caused by the 80’s computer-controlled radiation ther-
apy were published. In particular, six documented accidents occurred,
resulting in deaths or severe injuries. The causes were identified as the
application of incorrect procedures by personnel and the weaknesses
of the software used for assuring safety. In particular, all accidents in-
volving software had resulted from flawed software requirements. Ap-
plication of certification processes and a proper system and acceptance
testing process would have again avoided significant loss of life [140].

• Knight Capital Group On 1st August 2012, during a software update of
the production server, an incorrect configuration of an old (2003) system
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caused 97 email notifications and the execution of 4 million unexpected
trades. That led to a $460 million loss and the risk of bankruptcy. The
post-analysis highlighted that the program believed it was in a test en-
vironment and executed trades as quickly as possible without worrying
about losing the spread value. As in the previous cases, the testing
process would have discovered that misbehaviour and avoided using
obsoleted, not aligned software [189].

It is likely that past mistakes have been resolved and lessons learnt, but
challenges, vulnerabilities and new scenarios are constantly emerging. Who
does not remember the Millennium bug [4]? Or the 2018 cyberattack that
interrupted communications on the Midcontinent Independent System Oper-
ator? Or even the six/seven hours of the global unavailability of the social
network Facebook and its subsidiaries in October 2021 [228]? Or the recent
ransomware attacks on the IT network?

The smart and quick discovery and provision of new technologies, pro-
gramming languages and systems obliges testing and certification to contin-
uously jump “Back to the Future” and provide new means, strategies and
processes to prevent future worst-case scenarios. Indeed, history teaches that
the past can always turn into the future and vice-versa.

What Is the Worst That Can Happen? A life without testing and certifica-
tion, because it means a lack of quality, efficiency and trust in every system
and software package.

Indeed, testing and certification seek to mitigate the risks of safety, security
and privacy loss or absence for anyone worldwide. Who would use a machine
without it being tested? Who would be willing to set up a medical facility
without being certified? Who could think to give a child toys that put their
life at risk?

Unsafe, not secure or not trustable HW or SW products, elements, compo-
nents, and libraries make the world dangerous: they can cause environmental
disasters; they can play a role in the default or bankruptcy of companies,
industries and even nations; they can impact essential services (i.e. energy,
transport, financial and banking, healthcare, drinking water supply & dis-
tribution, and digital infrastructures); they can compromise health systems
or medical devices. The current international situation can also paint even
more dramatic scenarios: HW/SW vulnerabilities and security threats could
be exploited to allow terrorist attacks on nuclear power plants and military
bases.

Luckily, in this catastrophic apocalyptic scenario, learning from the past
and focusing on the future, research and industry are starting to understand
the importance of strict collaboration in testing and certification to effectively
prevent disasters before they happen.
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13.5 Research Gaps

Considering that “Program testing can be used to show the presence of bugs,
but never to show their absence. (Dijkstra)“ [61], exhaustive testing is usually
impossible, and issues and problems in testing and certification are far from
being exhausted. New challenges are continuously added in parallel with
the development of new technologies, features, languages and application
domains, and the discovery of new vulnerabilities and threats. In particular,
the following areas are recent trends in research activities.

13.5.1 Human-centred Testing and Certification

Supporting human-centred testing and certification approaches that are able
to guide, improve and assess technological development in line with social
and ethical values, sustainability and trustworthiness. Additionally, increas-
ing inclusiveness by supporting the gender and diversity balance of different
stakeholders involved in the testing and certification approach can ensure
trustworthy public awareness, the broad adoption of IT methods, and the
adoption of standards to increase transparency and openness.

13.5.2 Integrated cybersecurity and functional safety certification

Besides interleaving and overlapping several aspects of cybersecurity and
safety, there is still a gap in providing a comprehensive framework and techni-
cal standards for their full integration. Indeed, safety assurance/certification
cannot be achieved without considering the impact of cybersecurity vulnera-
bilities and threats on the system. Thus, there is a need to provide a functional
safety/cybersecurity assurance risk-based integrated approach.

13.5.3 Quantitative and qualitative testing and certification

Accountability and replicability are essential characteristics of cybersecurity
modelling, testing and certification approaches, and require methods and
means for quantitative and qualitative collection and the analysis of results
and data. Thus, the availability of open-source data sets and conformance
test suites as the facilities for the setting up and execution of controlled exper-
iments should be improved. In particular, challenges focus on: (1) Improving
formal methods for quantitative security modelling and analysis and their
application to risk management, enriching their data-driven aspects, e.g. syn-
thesising and refining models from (possibly underspecified) attack scenarios
and validating them concerning data from previous attacks. (2) Realisation of
modelling, testing, and certification approaches driven by cybersecurity risks
(3) Makingdata collection, quantification approaches/tools, and result anal-
ysis more accessible to practitioners and open-access communities. (4) Im-
proving the efficacy and efficiency of the testing and certification processes,
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making them more focused on qualitative properties. (5) Making testing and
certification by design, guided by user stories, domain-specific needs require-
ments, and standards. (6) Providing metrics, guidelines, and approaches for
securing products and services throughout their lifetime.

13.5.4 Automation of Testing and Certification

Testing and certification are complex, costly and time-consuming activities.
Reducing the effort and mitigating the cybersecurity cost and risk is a signifi-
cant challenge for attainable automation. Important directions are:

1. Developing advanced techniques, finding innovative support procedures
to (fully) automate the different activities, or providing metrics, guide-
lines and approaches applicable throughout the overall process lifetime

2. Providing a holistic methodology that integrates runtime and design-
time methods applicable at different specification levels—such as firmware,
communication protocols, stacks, operating systems (OSs), and applica-
tion programming interfaces (APIs)—and that considers the integration
of software and hardware.

3. Specifying and developing manageable and human-centric KPIs, met-
rics, procedures, and tools for dynamic and automatic cybersecurity
certification from chip to software and service levels.

13.5.5 Diversity, heterogeneity and flexibility of environments

Diversity, heterogeneity, and flexibility are challenging attributes of testing
and certification proposals. In particular, any approaches and solutions pro-
vided should move according to vertical and horizontal research levels. In-
deed, ecosystems and systems of systems (SoS) rely on the continuous inte-
gration of components, apps and devices developed using different languages
and operating systems, and on combining and accessing thousands of device-
browser-platform combinations simultaneously. To avoid the risk of becoming
outdated, testing and certification need highly flexible and modular schemes
that rapidly adapt to the changes and updates of the technological environ-
ment and elements at each horizontal or vertical level. Additionally, to follow
the rapid and pervasive evolution of the different supply chain environments
(such as the critical infrastructures described in Chapter 9), and new technolo-
gies (like the metaverses described in Chapter 10), holistic, modular proposals
are necessary, able to effectively and efficiently validate, verify and certify the
different HW/SW elements under real user conditions and considering other
interacting systems and application domains.

89



13. Testing and Certification

13.5.6 Including legal aspects inside testing and certification

The interplay between HW and SW elements in current systems promotes a
new direction for cybersecurity testing and certification research: to include
legal aspects in the verification, validation and assessment procedures. The
legal framework and technical standards must be considered necessary pa-
rameters during the development life cycle (for more details refer to Chap-
ter 12).Indeed, cybersecurity vulnerabilities may cause legal violations, espe-
cially in sensitive applications such as healthcare. The future direction is to
ensure that cybersecurity, safety and legal requirements are tested and certi-
fied as inseparable aspects of the same process.

13.6 Example problems

Tangible example problems might include:

Testing the unknown. SoSs continuously integrate various new devices and
components; some of them could be untested and any intrinsic flaws
will be inherited. The research should pave the way to new testing
paradigms to achieve self-adaptive testing methodologies aiming at en-
suring that unknown and untested components and devices are trustable
and have good quality before they join the SoS. In other words, this re-
search should promote “Full Quality – positive-sum, not zero-sum.” 1

Testing of AI/ML/DL. Provide testing methodologies and tools that can be
suitable for revealing bugs in artificial intelligence (AI), machine learn-
ing (ML) or deep learning (DL) applications. The study should consider
the following three main aspects: the required conditions (correctness,
robustness, security and privacy); the AI, ML or DL items (e.g. the data,
the learning program, or the framework used); and the involved testing
activities (test case generation, test oracle identification and definition,
and test case adequacy criteria).

Using AI/ML/DL for testing. Provide AI/ML/DL-based methodologies and
tools that can help perform most testing tasks, such as test-case gen-
eration, test-case classification, oracle derivation or mutation analysis,
to cite a few. Therefore, this research aims to leverage state-of-the-art
AI/ML/DL technologies to aid software and hardware testers in achiev-
ing the desired quality driven by testing data.

Understanding the testability of the metaverse. Improve the understanding
of the challenges of testing the metaverse by considering three testing

1This term is inspired by the well-known privacy by design principle “Full functionality:
positive-sum, not zero-sum” [35]. See also Chapter 8.
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pillars: cybersecurity, aimed at security testing; API testing, crucial for
guaranteeing interoperability, which is a fundamental characteristic of
the meta experience; and interactive and immersive testing, which puts
the human at the core of testing meta experiences.

We are all testers. Improve the understanding of the role of humans in the
testing process. The research should provide theories, insights, and
practical solutions for engaging people in the testing and assessment of
digital products and services, considering different dimensions of (digi-
tal) ethnography. The starting point for this kind of research should be
gamification, which aims to convert testing tasks to gameplay compo-
nents, and crowd-sourced testing (also known as crowdtesting), which
is an emerging approach for involving users and experts in testing ac-
tivities.
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14.1 Introduction

The Internet of things
(IoT) is a collection of de-
vices (i.e. things) that con-
tain sensors and/or actua-
tors, software, and commu-
nication capabilities to send
and exchange data with
other devices on the Inter-
net. The idea of the IoT has
been with us for quite some
time now, and its security
has always been and still is
one of its main challenges.

Over time the types and capabilities of everyday devices connected to a
network continue to grow quickly. IoT Analytics [106] estimated the number
of connected IoT devices for 2021 to have been 12.2 billion globally. Mean-
while, Statista [238] has estimated a more modest 11.3 billion connected IoT
devices in 2021. The prediction is for the number of devices to more than
double by 2030, with Statista estimating 29.4 billion connected IoT devices.
IoT represents one of the biggest security concerns at the present time and in
the future, as the number of such devices is projected to grow and permeate
all aspects of life even more deeply. This is corroborated by the fact that IoT
devices, on average, get attacked within five minutes of being connected to
the Internet [158].

While most might think of smart refrigerators, robot vacuums or smart
watches when they hear the word IoT, there are many more such devices
that support and surround us in our daily lives as well as in industries. IoT
can be used in many areas to help optimise and/or automate processes by
gathering live data. The most common applications of IoT include smart
homes, smart cities, waste management, smart grids and power management,
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industry (i.e. Industry 4.0), agriculture, smart healthcare, smart warehouses,
smart transport and logistics, etc. From the environment where they are used
and their purpose, we can derive different types of IoTs. For example, Internet
of Industrial Things or Industrial Internet of Things (IIoT), Consumer Internet
of Things (CIoT), Internet of Medical Things (IoMT) or Internet of Healthcare
Things (IoHT), Internet of Agricultural Things or Internet of Farming Things
(IoFT), Internet of Energy Things (IoET), Internet of Vehicles (IoV), Internet of
Transportation Things (IoTT), Internet of Education Things (IoEdT), etc.

There is a considerable list of properties that make IoT devices and net-
works vulnerable. For example, the ubiquity of IoT devices make it difficult
to protect them against physical access. At the same time, the diversity of
devices makes it difficult to design "one-size-fits-all" security constructs that
could be freely applied to the devices. Even more, the rapid life cycle (of the
devices themselves and the development process) also makes it hard to track
the devices on the market and apply software patches. Discovered vulnera-
bilities can go unpatched for an extended amount of time, and even if there is
a patch, most of the users fail to regularly update IoT devices.

To make matters worse, IoT devices are often left with their default se-
curity configurations (e.g. factory passwords) which leaves them even more
vulnerable. And finally, several IoT devices are rather small, with limited
power, memory and computational capabilities. This often means they are
not capable of running the best security mechanisms and protocols and must
instead use less computationally demanding and resource-intense solutions
that are generally not as secure.

Addressing common challenges in the IoT ecosystem, of which security is
certainly one of the most important, is key to the future of IoT, especially as
IoT becomes more and more ingrained in our lives and no longer represents
a threat only to our sensitive information, but also to our physical assets and
health. For all of the convenience and value that IoT provides, the risks are
also unparalleled.

14.2 Who Is Going to Be Affected?

IoT devices affect nearly everybody. For example, individuals can be af-
fected in many ways. If a smart home comes under attack and stops function-
ing correctly, the inhabitants can lose power, heating, light, entertainment,
etc. Web cameras and baby monitors are also very common household IoT
devices that regularly get attacked and have previously been used to spy on
their owners or to form part of a botnet. Individuals may also be indirectly
affected if the attack targets their organisation, their government or any other
entity they are part of.
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Industries may also be negatively impacted by IoT attacks. Indeed, a suc-
cessful attack on such an IoT system would cause operations to cease. Any
organisation in the supply chain would also suffer consequences, especially if
the attack was aimed at postal/transport organisations that manage the trans-
portation of goods. While this is truer for organisations or industries dealing
with manufacturing, online services are more vulnerable to things like DDoS
(Distributed Denial of Service) attacks, which make online services inacces-
sible by overloading the service providers with fake requests. Some of the
largest such attacks were launched from hijacked IoT devices that formed a
botnet (a large collection of devices that were successfully attacked and sub-
verted to do the attacker’s bidding: e.g. [178, 206]).

For efficiency and transparency, many critical infrastructures and govern-
mental services (e.g. power, water, and waste management) are becoming IoT
supported. Any attack that would undermine any of them for any extended
amount of time would cause havoc in the population and resentment towards
the government. Attacks against IoT could also be used to spy on politicians
or, again, using DDoS attacks, to make digitally supported governmental ser-
vices unavailable (e.g. eHealth).

14.3 What Is Expected to Happen?

As IoT progresses to become part of everything, many things could be
affected when something goes wrong. Web cameras, baby monitors, voice
assistants, smart toys and similar tools can monitor peoples’ activities and
conversations (e.g. [108, 165, 192]). Medical devices collect highly sensitive in-
formation, including protected health data. Smart temperature sensors can
tell people when somebody is at home, and smart locks can let them in when
they are not. IoT devices used in manufacturing could be used for industrial
espionage to obtain sensitive information about manufacturing processes and
procedures, or the whole manufacturing process could be shut down. At-
tacks on IoT in smart transport and warehousing will disturb supply chains.
Attacks can affect traffic where smart traffic management is used, and attack-
ers can take over smart cars if they can gain access (e.g. [100]). By attacking
smart water management and power grids, large regions can be left with-
out power and water, which brings any industry to a stop and causes people
there difficulties with cooking and keeping warm in the winter. In agricul-
ture, a successful attack that is not noticed quickly enough can lead to ruined
crops or dead livestock. Having IoT devices expands the attack surface, so we
can expect more successful attacks by attackers gaining access to protected
networks through seemingly inconsequential IoT devices (e.g. [245]). Large
amounts of successfully corrupted IoT devices will be merged into botnets
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that will then be used for crypto mining or to perform large attacks, such as
DDoS, to cripple online services or whole parts of the Internet (e.g. [58]). IoT
attacks will regularly come in the form of ransom, where the attackers will
demand money to stop an attack or not begin it in the first place.

Given these few examples, the potential damage that could be caused by
losing security over IoT systems is immense. Consequences include loss of
privacy, identity theft, effect on health or even loss of lives, stealing of in-
tellectual property/competitive advantage, loss of property, goods shortages,
decreased food production, unavailability of online services, difficulties with
the supply of electricity and other energy sources, etc.

14.4 What Is the Worst That Can Happen?

In the previous section, we tried to show how much could go wrong if
IoT systems get compromised. In this section, however, we want to give some
worst-case escalations of those examples. In the case of losing privacy, there
are two really bad outcomes. The first is the loss of anonymity, which was
already covered in a previous book chapter, while the second is identity theft,
which is considerably alarming, especially if it happens in large numbers. Ma-
licious medical IoT devices can cause health degradation or even death, but
even worse are devices implanted in humans (i.e. pacemakers). Ransomware
on such devices is basically remote kidnapping that does not leave the victim
with any negotiation options or alternative to paying the ransom. The loss of
running water and power is bad, but if a large enough area is affected, that
would plunge the inhabitants into a dark age, which in modern times would
be catastrophic. An attack on the water supply can not only stop the running
water, but it can also make it poisonous by altering the water treatment at
the water plant. Any widespread successful attack on critical infrastructure
would have devastating consequences for general security (e.g. military), na-
tional economic security, national public health or safety. Malicious attacks on
manufacturing plants can also cause the production machinery to break, stop-
ping production for a very long time or even causing injuries or deaths among
employees. Using large enough botnets to perform DDoS or other types of
attack could cripple large sections of the Internet and, with it, everything that
relies on that infrastructure (e.g. communications).

14.5 Research Gaps

IoT security is a problem, and it will get worse as the potential attack
surface expands with many more devices and with more critical devices (e.g.
medical devices).
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14.5.1 Artificial Intelligence and Machine Learning

Artificial intelligence (AI) and machine learning (ML) promise to be a huge
help in securing and identifying attacks in IoT [10, 114, 203]. The introduc-
tion of AI and ML into the IoT environment has some associated difficulties,
such as deployment on constrained and distributed devices and the need for
updating AI/ML models over time, which can be problematic for reasons of
accessibility and general updating practices - as we discuss later in this sec-
tion. Overcoming these issues, AI and ML can provide a great deal in terms
of security for IoT systems. AI and ML can cope with heterogeneous data and
go through large volumes of data produced by IoT much more quickly (i.e.
in real time) than traditional methods, enabling them to discover attacks as
they happen. Such solutions can be utilised for access control, security, mal-
ware detection and analysis, risk assessment, threat analysis, privacy, attack
detection, and potentially tracing the attack trough the system. AI/ML is also
a good foundation for providing additional system resilience. Deep learning
has already shown promising results in identifying IP Spoofing and DDoS
attacks, and decentralised machine learning could be especially compatible
with IoT. We need solutions that are able to identify the subtleties of security
breaches and mitigate them while conforming to the limited resources of IoT
devices. This includes efficient labelling of input streams and learning with
smaller sets of training data. We need methods for such solutions to work
not only in enterprises, but potentially also in much smaller environments,
regardless of the type of data transmitted through the IoT network.

14.5.2 Strong and Universal Security Standards for IoT Technology

Security standards in IoT and their application, in general, need some work
[13]. The quick development of solutions and the heterogeneity of the devices
certainly do not make standardising IoT security any easier. Universal stan-
dards or guidelines should be set for IoT devices, including data protection
at rest and during communication, authentication and authorisation of IoT
devices, maintenance and management of IoT devices, auditing and logging,
and secure interfaces (web, application API, cloud, and mobile), and IoT se-
curity incident response processes. In general, more IoT development should
follow the "security and privacy by design" paradigm, especially for devices
that collect personal data and/or can have a significant impact on their own-
ers’ health or assets (e.g. smart lock).

14.5.3 Develop Strong and Lightweight Cryptography for IoT

Some IoT devices have severely limited resources, and to retain full functional-
ity, security and usability, they require lightweight (cryptographic) protocols.
Lightweight solutions must be efficient in their computational, memory and
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power consumption. For this purpose, we need (standardised) lightweight
IoT solutions for data encryption (at rest and in transit), key management,
routing, authentication, and access control. Additionally, malware is also a
large problem for IoT systems and for the same reasons of limited resources,
malware detection solutions that can be effective in such environments have
to be further developed.

14.5.4 Establish Trust and Traceability

Taking into account the security concerns surrounding the IoT, establishing
trust in the devices, their processes, and the collected and transmitted data is
important. Current IoT systems lack transparency, making it impossible for
ordinary users to know what is going on, what data is being collected and
what happens to it. This includes live monitoring that can notify users in
real time of any malicious behaviour in IoT systems. Monitoring is also very
important for self-healing cybersecurity IoT systems that have the potential to
automate cybersecurity.

Data traceability and integrity are vital for increasing trust in data and,
consequently, the whole IoT system. Distributed ledgers have become the
primary solution for data traceability; however, some development, especially
in scalability, is still needed before they can be freely applied to larger IoT
networks. At the same time, trust is also required amongst IoT devices in a
network. This prevents attackers from joining the network or masquerading
as one of the devices in the network. For this, we need better secure trust
management systems.

14.5.5 IoT Security Awareness and Education

IoT users are currently not well aware of the security risks and especially
the available mitigation controls to reduce these risks [115]. This is espe-
cially true in personal/home environments and smaller businesses, but it is
unfortunately also often true in enterprise environments. The most common
problem, and one that has been exploited very successfully even in the recent
past, is the use of the default passwords that the devices were shipped with
or the use of weak passwords. More effort is required for effective awareness
methods and tools for informing the public of the dangers of insecure IoT (ei-
ther insecure devices or weak configurations). IoT products should come with
clearer instructions for the users on how to set up their devices with an em-
phasis on the importance of security and privacy settings (this could be part
of the manual and/or as hardwired policies, e.g. default passwords would
have to be changed during the setup to a password of some minimum qual-
ity). Reportedly there is also a large shortage of professionals to implement
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IoT networks in businesses, including cybersecurity talent [118]. Appropriate
training and upskilling programs should be designed and put in place.

14.5.6 Hardware Security

With IoT devices, it is important to remember that they cover a wide range
of use cases, and in some of them (e.g. when devices are installed outside
protected environments), the physical or hardware security of the device itself
is as important as anything else [18]. This aspect often seems to be forgotten,
and IoT devices lack hardware security, such as cryptographic coprocessors or
anti-tampering technologies. Therefore, we need more low-cost, efficient and
well-tested modules, which include hardware security that manufacturers can
reliably use in their IoT products, and we must provide incentives for them to
be used. In this section, trusted gateways can also be mentioned as a way to
minimise the attack surface and the damage to organisations.

14.5.7 Privacy in IoT

Privacy is an important challenge in IoT [107]. Privacy preservation restricts
the processing of data to only the strictly necessary, and in a way that pre-
vents additional sensitive data from being inferred throughout the data’s life-
cycle. It must also strike a balance between data utility and privacy. We need
more emphasis on privacy during the design and development of IoT and bet-
ter privacy-preserving techniques (e.g. anonymisation) that could be widely
adopted in IoT.

14.5.8 Life cycle management

A device can be secure today, but this condition could change during its life
cycle because of a newly discovered vulnerability. The security management
should be scalable and as automatic as possible if we want to deal with a large
number of heterogeneous IoT devices [109]. However, this might not always
be possible. Since IoT devices are not usually equipped with traditional inter-
faces, and updates are not pushed to the devices, users do not know there are
new updates or patches they should install. We need methods of notifying
device owners when there are crucial updates or patches they need to install
without them losing any functionality of the systems they have set up (if up-
dating means losing data or device configuration, many will choose not to
update). Finally, an additional challenge that needs further research is to de-
velop efficient update procedures for IoT devices with very limited resources
(e.g. not enough memory to download an update).
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14.5.9 IoT Regulation and Policies

At the end of the day, even if the technology exists that can make IoT secure,
it is still important for the technology to be implemented. As is often the
case, regulation takes some time to catch up with technological advances, and
while we have recently seen some movement on regulating IoT solutions and
the expected levels of security they should provide, there should be more. We
need some way of imposing minimum security standards for IoT devices (e.g.
certification).

One crucial matter that could be alleviated with regulation is the long-term
support of IoT devices. Today you can buy a device, and the manufacturer
will end its support (if it had any in the first place) at any point in the future,
without even notifying the device owners. Given the current policies of sus-
tainable development, minimum critical security support could be prescribed
by regulation, or there could be a requirement for products to have a clearly
marked support duration on their packaging at the time of sale, which the
manufacturer will guarantee.

14.6 Example problems

Tangible example problems might include:

Machine learning-based cybersecurity for IoT. Study IoT attack patterns and
develop IoT-friendly raw data-labelling methods for new machine learn-
ing solutions to recognise attacks. Create anomaly datasets. Develop
new deep learning solutions for detecting attacks and/or malware on
IoT networks.

IoT device security classifications. To alleviate the problem of IoT device het-
erogeneity, develop a classification scheme for IoT devices based on their
resource limitations and purpose (i.e. how crucial is security for the
device, based on what it is meant to do and what types of data are
involved). The classification could be used to determine what are the
minimum security features (e.g. security protocols) the device has to
support for it to be considered to have an acceptable level of security,
given its security class.

Smart honeypots for IoT. Establish emulation of IoT devices on universal
computer platforms. Enable monitoring and collection of data from the
distributed IoT honeypot network.

Lightweight protocols for IoT. Find or adapt suitable existing protocols or
develop new cryptography protocols for IoT (potentially for each IoT
device security classification from the previous example). The selection
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of protocols (for data encryption, both for data at rest and in transit, key
management, routing, mutual authentication of devices in the network,
etc.) can be promoted as good practices and/or standardised.

Update and patch notifications for ordinary users. Compile a database of IoT
devices and hardware used and any consequent updates or patches re-
leased for their software or firmware. Give users options to find their
devices in the database and subscribe to be notified if updates or patches
are ever available for their devices. Provide instructions on where to get
them and how to install them.

Improved authentication. IoT devices suffer from overuse of default and
weak passwords. Efforts should be put into developing convenient ways
of incorporating multi-factor authentication into IoT devices and devel-
oping and implementing passwordless authentication for IoT devices.
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15 Effective Threat Modelling

15.1 Introduction

There is growing trend in security of shifting left, that is applying security ac-
tivities earlier in the software development lifecycle. Threat modelling starts
from an architecture-level (or design-level) description of the software sys-
tem or service that is being developed, and strives for early improvements in
terms of security and privacy by (1) identifying threats, (2) prioritising these
threats in terms of risk and possible damage, and (3) suggesting/offering pos-
sible mitigations at the architectural level. Such an approach is beneficial, as
it enables the identification of security flaws early on to reduce the impact of
changes [232]. The relevance and usefulness of techniques like security and
privacy threat modelling is demonstrated by the growing interest in threat
modelling. Indeed, organisations such as Microsoft have made great strides
in addressing security in the early phases of the development lifecycle as part
of their security push in the early 2000s [112, 130, 227], with the introduction
of security threat modelling and the security development lifecycle. The rele-
vance and importance of considering security in these phases continues to be
recognised and is confirmed with the 2021 release of the Owasp top 10 [180]
which explicitly includes insecure design as a top 10 entry and specifies the
need to perform more threat modelling [212]. Furthermore, it has been ap-
plied to many systems in practice. For several of these, concrete threat models
are available, such as the SecureDrop whistle-blower submission system [86]
and Kubernetes [233]. Such a systematic and comprehensive analysis can be
an indispensable tool to identify problematic data flows in applications that
are later leveraged as part of ransomware attacks to further propagate them-
selves.

15.2 Who Is Going to Be Affected?

Clearly, the activity of threat modelling involves software architects and se-
curity experts. It introduces an additional and possibly costly activity to the
development process, yet the yield can be a relatively high level of assurance:
many classical security and privacy flaws can be avoided “by Design”. If this
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Figure 15.1: Challenges in each threat modelling phase

were not covered, the same flaws could be hidden and not discovered until
later, at the implementation level. This would entail much larger investments
and efforts to deal with these specific security problems. In effect, the ser-
vice or software provider (company) remains in need of a cost-effective threat
modelling process. Users and user organisations of the corresponding prod-
uct or service might not be aware of this matter, yet they would still have to
pay the bill at the end of the journey of solving structural security problems.

While techniques for threat modelling have already shown great poten-
tial in supporting the design and development of secure software systems,
the broader application of these techniques as a part of the software develop-
ment processes introduces a number of challenges (shown in figure 15.1) for
practitioners with regard to the cost of applying these techniques in contem-
porary development processes [214]. First, the application of these techniques
is typically an activity that includes the involvement of security experts, a
scarce resource in many companies, which hinders the broader and more fre-
quent application of these techniques [253]. Second, the application of these
techniques entails some manual effort in creating and maintaining a represen-
tation of the system and analysing such a representation to identify security
threats. Any manual effort as part of an activity that is, ideally, frequently
repeated as a software system is further developed and extended, introduces
a non-trivial overhead that impedes its frequent application. Furthermore,
the cost of maintaining and re-analysing this representation is exacerbated in
the context of contemporary development practices that are characterised by
frequent iterations and fast-paced development.

15.3 What Is Expected to Happen?

The drawback of not performing threat modelling has been suggested above.
Yet the current cost of threat modelling is high, and the research challenges
introduced in this chapter are of utmost importance to increase the cost-
effectiveness of current and future threat modelling practices.
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As mentioned above, the application of security and privacy threat mod-
elling commonly involves a manual input or assessments by threat modellers,
such as the creation of a model representation of the system under consider-
ation, the elicitation of the security and privacy threats, the prioritisation of
these threats to determine the most important ones and, finally, suggesting ap-
propriate mitigations to address the identified threats. Practitioners encounter
several challenges when applying these threat modelling activities: (i) a com-
prehensive analysis of a software system entails a significant amount of work,
in both constructing the model of the system and the actual threat elicitation;
(ii) the analyses can frequently lead to long lists of threats, but these results
lacks information on the relevance of these threats, hindering the identifica-
tion of the most critical ones; (iii) it is essential to ensure that the model used
for the analysis remains consistent with the actual implementation of the sys-
tem under development. Each of these challenges will be explained in more
detail below.

15.3.1 Manual work

One of the largest challenges to the cost-effectiveness of security and privacy
threat modelling is the reliance on manual effort in both the creation of the
models and the analysis for eliciting security and privacy threats. Since the
threat modelling relies on using a design representation of the system (typi-
cally a data flow diagram [59,112]) to analyse for security and privacy threats,
such a representation must be retrieved or constructed before the threat analy-
sis can start. However, frequently such design documentation is not available
for the systems that have been built or are being extended. Because of that,
the design of the system under analysis will have to be reconstructed by re-
lying on documentation (to the extent it is available) and going through the
implementation of the application. This reconstruction effort already imposes
additional cost when performing a threat modelling exercise, and this effort
may have to be repeated frequently if the model documentation is not kept
up to date with the application as it is further developed. A second source
of manual effort can be the analysis itself. The amount of effort introduced
by this step depends on the extent to which practitioners can rely on tool
support for the analysis or instead perform the analysis manually. The more
informal the system descriptions are, the more the analysis will have to rely
on a manual assessment by a threat modeller, as automated tools require a
richer model input, including more information, to enable the tool to make
the threat elicitation decisions automatically.
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15.3.2 Prioritisation

The second challenge is related to using the results of the threat analysis
in subsequent phases to support decisions on applying security and privacy
countermeasures in the application under development. As the available re-
sources to address security and privacy threats are limited, practitioners need
to be able to determine which threats are the most relevant and important to
address. However, the security and privacy threat elicitation only renders a
(large) list of threats that are applicable. It does not provide any support in
identifying the most relevant threats among them that should be addressed
first. These elicited threats commonly lack information needed to prioritise
the resulting threats. As a consequence, the prioritisation of the threats in-
volves a manual activity in which each threat has to be manually assessed
to determine its relevance. While such an approach may be appropriate for
a single-shot analysis, it is ineffective if the threat elicitation is frequently re-
peated and the resulting list of threats changes as well. Furthermore, support
for tracking the priority or importance of threat types is frequently limited to
a very coarse grained classification (e.g. low, medium, or high) that does not
include any kind of traceability information when such a classification deci-
sion will have to be reassessed later on. Because of the lack of information,
it is not possible to assess why that particular priority was assigned to that
threat at the time. If certain assumptions underlying that decision turn out to
be invalid, it is not possible to identify all relevant threats that would require
a reassessment.

15.3.3 Ensuring up to date results

A final challenge for practitioners is to ensure that the threat analysis re-
sults remain up to date and relevant to the application under development.
Especially with contemporary development practices that involve fast-paced
development and frequent iterations, the design of the application can change
frequently. The result is that the threat analysis results from previous versions
of the design are no longer relevant, as some threats may no longer be appli-
cable (for example, due to the removal of certain elements in the design). This
introduces a challenge in keeping the design representations of the system up
to date with the implementation as it evolves during development leading to
additional maintenance costs to ensure the threat results are current.

15.4 What Is the Worst That Can Happen?

The previous section outlined the different challenges and problems experi-
enced by practitioners in the application of threat modelling, especially in
terms of overhead and cost-effectiveness of these approaches. while a great
number of scenarios can be constructed to illustrate the impact of various se-

106



15.5. Research Gaps

Modelling

Model

reconstruction

Model compliance

checking

Analysis

Automated

elicitation

Linking to

code

Prioritisation

Risk-driven

prioritisation

Traceable

risk results

Figure 15.2: Opportunities and improvements in each threat modelling phase

curity flaws being missed in the development of a concrete software product.
The worst case is actually unknown, as the actual impact of not performing
any of these security analyses cannot be predicted because of the uncertainties
in the applications, the organisations, the contexts in which the applications
are used, the types of data processed, etc. Hence, the main focus is on the
role of automation in reducing overhead and effort as a way to enable the
broader use and application of these techniques. The successful enhancement
of threat modelling, largely through automation, will be necessary to drive to
adoption, which in its turn will enable the avoidance of expensive worst-case
scenarios in the reengineering and fixing of complex software systems and
services. It is hard to estimate worst-case scenarios in terms of damage.

15.5 Research Gaps

The research agenda that is essential to drive this subdomain of the secure
software development lifecycle is relatively straight-forward. It mainly in-
cludes activities that relate to reusable knowledge, automation and tool sup-
port, etc. The essential research themes and activities are summarised below.

15.5.1 Automation

A key element in the strategy to address these challenges is to strengthen
automation and apply it in many threat modelling activities to reduce the
manual steps and enable frequent reassessment as part of iterative develop-
ment practices. Indeed, automation can play a crucial role in reducing the cost
of threat modelling by automating many steps that involve costly and man-
ual inputs by developers and experts. We briefly outline each of the phases
(shown in figure 15.2) of the threat modelling processes in which automa-
tion can significantly improve cost-effectiveness by reducing or eliminating
manual labour.

Modelling One of the first steps where automation can be applied is in the
construction of the model representation that serves as the input for the threat
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modelling activity. This is also one of the most challenging areas to apply au-
tomation. There are two main approaches that can be taken that provide
different degrees of reduced manual effort. First, after the construction of an
initial model representation of the system, model compliance checking [186]
or architectural drift analysis [231] can be used to verify whether the model
representation actually corresponds with the source code implementation of
the system. Such an approach still requires an initial model, but can reduce
the cost of keeping the model up to date as the system continuous to be
further developed. Second, a more complex and more fully automated ap-
proach is to rely on model construction. This approach employs tooling to
automatically create a model starting from the source of the application, thus
eliminating the initial effort in model construction. These techniques can of
course be combined with the compliance checking to verify the accuracy of
the reconstructed models.

Threat Elicitation The second step where automation can be leveraged is
during threat elicitation. There are two areas in which automation reduces ef-
fort and manual input: the elicitation itself and the automated application of
expert knowledge. For the threat elicitation itself, the use of automation can
ensure a comprehensive, systematic, and repeatable analysis of the system.
Many existing threat modelling tools [120, 156] do provide this functionality
already, ranging from simple criteria to more complex model patterns [235].
Automated tools can consistently apply complex rulesets to system designs to
ensure repeatable threat elicitation. The second benefit of automation in the
context of threat elicitation is that it allows expert knowledge about security
and privacy threats to be encoded into tool support, enabling the automated
application of this knowledge without having to rely on security and privacy
experts to assist in the assessments, as these are scarce resources for organisa-
tions.

Prioritisation The third step where automation introduces benefits is in the
prioritisation of the elicited security and privacy threats. Given the substantial
number of security and privacy threats that may be elicited, being able to pri-
oritise them becomes essential. The large number of threats makes it increas-
ingly difficult to review them for prioritisation, especially if the analysis is
frequently repeated in response to changes to the system design. Automation
provides two key benefits in this context. First, because the automation will
rely on additional information in the input models to determine the priorities
of the threat, it actually forces the explicit specification of this information in
the input models. While this introduces some overhead to provide additional
input, it also allows traceability of the results, as the resulting priorities can
be explained through the inputs and revisited later. Second, it removes the
need for manual assessment and prioritisation of the threats, making it much
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more economical to frequently reanalyse a system. Such automation requires
the construction of risk models [87, 215] that can be systematically applied.

15.5.2 Tool support

As illustrated above, there are many opportunities for automation to reduce
manual effort and enable a more cost-effect threat analysis of a system. Tool
support is crucial for achieving automation in these different phases of threat
modelling. The necessary tool support ranges from: (1) source code analysis
tools to perform compliance checking or model reconstruction; (2) automated
threat elicitation, leveraging encoded expert knowledge; and (3) automated
prioritisation of elicited threats using risk assessment.

15.5.3 Education and training

A final area of improvement is to provide education and training to enable all
personnel to participate in threat modelling and further reduce the reliance on
security and privacy experts for threat modelling activities. Together with tool
support, education and training facilitates the embedding of threat modelling
in existing software development processes.

15.6 Example problems

Tangible example problems might include:

Creating and maintaining models. Any threat modelling activity relies on
the creation of an initial model of the system to be analysed. The cre-
ation and maintenance of these models can introduce significant over-
head for threat modellers hindering the frequent application of these
techniques during development. There have been several advances [186]
that make it easier to determine whether these models are still compli-
ant with the code, thus reducing the effort involved in maintenance. The
analysis of source code to construct models that are readily useable in
threat modelling analysis is still a challenging problem.

Automating threat knowledge. There are many publicly available resources
with information about previously identified security bugs, weaknesses,
and flaws (e.g. cves, cwes, etc.). These resources are highly dynamic,
as they are frequently updated when new issues are identified. While
some of these resources have already been successfully integrated into
automated analysis activities, such as the detection of vulnerable depen-
dencies, not all resources are easily translated and applied in a threat
modelling context.

Integration in development processes. The application of threat modelling
is usually an activity that happens in isolation. This introduces some
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additional overhead and complexity in translating the threats identi-
fied in the system’s design into very concrete and actionable items for
developers to work on. There are several challenges in improving the
actionability of the results of threat analyses by supporting a tighter
integration in development processes and relating threat modelling re-
sults to concrete source code artefacts, for example, by guiding towards
starting points when mitigating the identified threats.
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16 Grand Challenges

In this section we describe some “grand challenges” that we will need to face
in the next few years. These challenges require the collaboration of hundreds
of people from several different realms of science. Most of these challenges
not only involve novel research, but also need appropriate regulation and
possibly legal frameworks in place. We hope that the funding agencies will
provide support to these areas and that the research community will start
working towards these challenges.

16.1 Give users assurance about the security of their devices

Most computing devices today offer little,
if any, assurance about the level of security
they provide. Although some of them (such
as medical devices) may adhere to safety

standards, most of them do not adhere to
any security standards at all. As a result,
they provide no guarantees to their users:
they may crash at any time; they may get
compromised at any time; they may turn
hostile at any time. We believe that we
should provide users with (i) better transparency and (ii) better guarantees
about the security of their devices. Although this sounds like a task that can
be achieved through regulation, it has significant research and development
dimensions including continuous monitoring, aggressive penetration testing,
and continuous bug detection to name a few.

16.2 If it can be done anonymously in the offline world, it can
also be done anonymously online

Over the past years we have moved several of our everyday activities to cy-
berspace. The COVID-19 pandemic intensified this trend so that at the peak
of the pandemic the only ways to interact with other people involved the dig-
ital world at some level. As a result, we started doing all our shopping online,
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our visits moved to teleconferences, our schooling was done via Zoom, sev-
eral aspects of work also moved online, etc. What we did not easily realise,
though, was that in order to carry out these activities online we had to provide
a great deal of personal information, and in this way sacrifice our privacy. For
example, in the past it was possible to do most of our shopping practically
anonymously. We could visit stores anonymously, browse for various prod-
ucts anonymously, we could even pay anonymously using cash. At no point
in this process did we have to reveal our name, our address, our telephone
number etc. We could reveal this information (if we wanted to), but we did
not have to. Today it is almost impossible to do any shopping online without
revealing a great deal of personal information such as our name, our tele-
phone number, our address, etc. Such personal information is revealed to a
wide range of different actors including the merchant, online advertisers, the
courier company, etc. We believe that it is now time to reclaim our privacy
and reveal as little information as possible. The guiding principle here is that
if it can be done anonymously offline, it can also be done anonymously

online. This is not an easy task and it may involve several aspects besides
research including, for example, awareness and deployment. It may not even
be possible in some cases and with some providers. However, having this as a
guiding principle will help us trim down all the cases where privacy has been
unnecessarily sacrificed.

16.3 Make AI Safe for People

AI is spreading widely and rapidly. For
example, a recent whitepaper by Deloitte
showed that the world will see AI-driven
GDP growth of $15.7 trillion by 2030. The ca-
pability of AI, and ML models in particular,
to extract/learn complex features from mas-
sive volumes of (often) unstructured data is
what makes them a popular choice for tack-
ling various problems. Yet, as discussed in
Chapter 4, ML-powered applications offer a
whole new spectrum of security and privacy
exploits for potential adversaries.

First, ML models are often applied to sec-
tors where wrong decision making can have serious implications. Yet it may
often not possible to offer formal security guarantees, given those models’
non-deterministic nature. Second, ML models are often trained on person-
al/sensitive data, especially models deployed in the healthcare field. Thus,
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revealing training instances constitutes a serious violation of individuals’ pri-
vacy.

As a result, we need to develop techniques and mechanisms for making AI

safe for people. Note that doing so is not an easy task and involves bringing
together researchers and practitioners from a wide range of fields, such as
mathematics, linguistics, informatics, etc. In fact, for specific use cases, it may
not even be possible to provide the desired guarantees without sacrificing the
model’s performance. However, working towards this direction will surely
lead to significant improvements and novel techniques offering acceptable
trade-offs.

16.4 Make systems resilient under attack

Computer systems can be remarkably frag-
ile. Indeed, a wrong if statement, a
wrong assignment statement, or an unde-
fined global variable is all it takes to crash
an application or even to compromise a com-
puter. To make matters worse, if a program
with the wrong if statement runs on mil-
lions of computers, all these computers may
be compromised in a matter of hours or even
minutes! The grand challenge here is to develop computer systems that are
able to tolerate cyberattacks. We would like to have systems that fail grace-
fully when are attacked by cyberattackers. We cannot avoid having millions
(or even billions) of copies of a program running on various devices. Indeed,
there are billions of people and tens of billions of devices running a small
number of ultra-popular applications. The challenge in this environment is
to make these ultra-popular programs (and all computers in general) resilient
to cyberattacks. There are several different paths one can explore in order to
achieve this resilience. Although the paths may be different, most of them
agree that an application should fail gracefully under attack. This graceful
failure may mean that only a small fraction of the computers will be com-
promised, or that only a tiny part of the functionality will be compromised,
or something else. The unifying point, however, is to make systems more
resilient to cyberattacks; one wrong if statement should not be able to com-
promise millions of computers. We should do much better than that.

16.5 Enhance General Public Awareness of Cybersecurity

People are often perceived as the weakest link in the cybersecurity chain.
They are a major contributing factor to the majority of cybersecurity breaches,
as cybercriminals frequently employ techniques that exploit innate human
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weaknesses to carry out attacks. Enhancing cybersecurity competence devel-
opment through training and awareness initiatives focuses on enabling peo-
ple to establish technical and operational barriers to cybersecurity threats, and
to operate themselves as such, through the vigilant processing of actionable
intelligence. Boosting the potential impact of such initiatives requires the per-
sonalisation and tailoring of the awareness or training experience. This must
take into account, among other things, personnel roles, knowledge founda-
tions, competences, and experiences. It should also include the operational
context of the involved organisations, including policies, processes, and ap-
plicable regulatory frameworks.

The first grand challenge here has to do with creating a mapping of the
competence benchmarks that are to be achieved, depending on the distinct or-
ganisational contexts and the corresponding personnel roles. This also reflects
on the personal sphere when referring to societal hardening and awareness.
The second grand challenge has to do with the delivery of competence de-
velopment programs, which means structuring the appropriate message to
achieve the targeted learning objectives, selecting a suitable medium of com-
munication, and determining the time intervals and other parameters that are
dependent on the participants and can significantly affect participation and
retention. Addressing these challenges requires a multidisciplinary approach,
involving expertise not only in pedagogical sciences and cybersecurity, but
also psychology, domain (i.e. sector specific) experience, and other areas. Fur-
thermore, social sciences and data analytics can be contributing factors that
can enhance and facilitate the aforementioned mapping, while also contribut-
ing to tailored delivery.
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