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Preface
This thesis reports the results of a PhD conducted over the three years from March
1, 2020 to March 5, 2023 in the Nanophotonics section at the Department of Electri-
cal and Photonics Engineering at the Technical University of Denmark. The month
between October 21, 2022 and November 21, 2022 was carried at the Phononic and
Photonic Nanostructures group led by Prof. Clivia M. Sotomayor Torres at the Cata-
lan Institute of Nanoscience and Nanotechnology (ICN2, UAB).

The project was originally titled ”Chip-scale nanoelectromechanical spectrome-
ters”, however, several factors affected the project, and the scope was redefined to
the present title.

First, the initial national lockdown due to the covid-19 pandemic struck within
10 days. However, I became critical staff from the start, and therefore continued
as one of the only researchers who could carry out experimental work, including
nanofabrication and optical characterization. I got involved in a variety of other
projects, both doing nanofabrication but also some characterization. Even though
these projects were not at the core of my project, I have remained involved in many of
them since then – primarily my contributions have been nanofabrication and within
design-of-experiments. Example includes the investigation of photonic topological
insulators and attempts to directly measure and quantify the ubiquitous surface-
forces that affects nanostructures with nanometer-scale separations, e.g., the Casimir
force. I have also contributed significantly to the natural follow-up work of using
these nanoscale forces for constructive self-assembly. Here, the objective is to resolve
features well below the resolution of the nanofabrication processes.

Second, the research team that I was a part of received a considerable grant
to develop chip-scale spectrometers, which included a number of PhD and postdoc
positions with specific tasks spanning the scope of my original project. This means
that a number of projects where I initiated or carried out the early parts of the work
has since been expanded into more ambitious and complete projects of which I only
constitute a part. Here, my contributions are primarily within the early stages, i.e., to
the conception of the ideas, projects and scope as well as, in some cases, to supervision.
This includes the development of grating couplers where my contributions have been
major and within packaging, where my contributions have primarily been to the
conception of the ideas. This further motivated the purchase of new double-side
polished silicon-on-insulator wafers as well as an electronic-optical probe station with
access to both the front and the back of the device-under-test. Following the lockdown
and a rapid expansion of the research group, I have further spent considerable time
transferring knowledge, e.g., by training colleagues in cleanroom processes as well as
optical characterization.
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Third, the advances within high-resolution silicon nanofabrication documented
in Part I of this thesis were originally developed with the objective to achieve low-
loss slot-mode waveguides, but it has spawned a number of collaborations to explore
novel physics with silicon nanostructures. Most prominently, the dielectric bowtie
nanocavities presented in Part II, which now also form a central part of this thesis.
While this project has led to a number of further unpublished studies, and natural
avenues for additional experiments, I have retained a focus on my original project
towards the development of a low-cost and scalable chip-scale spectrometer, where
applications is at the very heart and the current state is presented in Part III of this
thesis. I nevertheless remain deeply excited about the on-going nanocavity-efforts on
extreme dielectric confinement – and I look forward to following the continued work
of many excellent colleagues!

Marcus Albrechtsen
April 1, 2023

Copenhagen, Denmark
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Summary
The interaction between light and matter is feeble, but optical cavities can enhance it
by focusing and storing the light. Previous approaches have used dielectric materials
to improve the temporal storage, i.e., the quality factor, Q. However, improvement
to the spatial confinement, i.e., the mode volume, V , have so far relied on plasmon-
ics, where Ohmic absorption losses are a problem for many applications. This thesis
presents the recent demonstration of a dielectric bowtie nanocavity that focuses the
light to well below the so-called diffraction limit in a dielectric material that is free
from absorption losses. This is achieved through a combination of multiple advances.
It is shown that V depends sensitively on the smallest feature-size that can be fabri-
cated, and the first part of this thesis presents the developments and advances within
nanofabrication technologies towards high-resolution silicon nanofabrication. Specif-
ically, within electron-beam lithography and silicon dry-etching. The fabrication
method is carefully characterized and the fabrication-tolerances are directly included
in the state-of-the-art deterministic inverse design algorithm, topology optimization.
The objective is to maximize the local density of states (i.e., indirectly the Q/V
ratio) in the center of the domain, and the result is a novel and exotic – but impor-
tantly, realistic – nanocavity design that features a bowtie structure. Calculations
show that it confines light to a mode volume, V = 3 · 10−4 λ3, and simultaneously
achieves Q = 1100 in a compact 4 λ2 area for telecom photons with a wavelength,
λ ∼ 1550 nm. Since the cavity design takes into account fabrication-tolerances it can
be fabricated with high precision, and optical measurements in the far-field confirm
the high optical quality factors. Moreover, near-field measurements corroborate the
mode volume deep below the diffraction limit, which is enabled by the only 8 nm wide
silicon bowtie-bridge, which is etched vertically into a 240 nm thick silicon membrane.
This extreme dielectric confinement of light paves the way for broadband enhance-
ment of the light-matter interaction, i.e., interaction with broadband pulses, which is
important for many applications including optical nonlinearities.

This high-resolution silicon nanofabrication method further enables a range of
studies from fundamental physics to novel applications. This includes the experi-
mental demonstration of hypersonic phonon-circuits and cavity optomechanics in the
gigahertz. Moreover, specific applications include integrated nano-electro-mechanical
photonics systems such as comb-drive–controlled optical waveguides that can be used
for, e.g., optical switching and programmable photonics. These systems are then
combined to demonstrate a chip-scale spectrometer, which is based on slot-mode
waveguides that can be used to construct optical delay-lines. Finally, the emerging
challenges towards packaging and commercialization are discussed.
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Resumé
Interaktionen mellem lys og stof er fra naturens hånd svag, men optiske kaviteter
kan fokusere og opbevare lys, så interaktionen bliver stærkere. Denne afhandling
dokumenterer nylige resultater, hvor lys fokuseres til et mode volumen, V , dybt un-
der den såkaldte diffraktionsgrænse i et dielektrisk materiale – altså et materiale,
som ikke absorberer lyset, og dermed åbner muligheder for en lang række nye anven-
delser. Blandt andet muliggør det en stærkere interaktion med bredbåndet lys, altså
optiske pulser, hvilket er vigtigt for fx optiske ikke-lineariteter. Dette er muliggjort
af en kombination af flere ting. Det vises, at V hænger direkte sammen med den
mindste dimension, som kan fabrikeres, og første del af afhandlingen præsenterer ud-
vikling og fremskridt i nanofabrikations-metoder af den dielektriske halvleder silicium,
med særligt fokus på højoplsnings elektronstråle-litografi og plasmaætsning. Denne
metode karakteriseres metodisk, og produktions-tolerancerne kodes direkte ind i en
algoritme, som laver deterministisk inverst design, nemlig topologi-optimering, og
lys-stof vekselvirkningen i strukturens centrum optimeres direkte. Det resulterer i
en ny og eksotisk — men dog realistisk — nanokavitet, og udregninger viser, at den
opnår V = 3 · 10−4 λ3 samt en optisk kvalitetsfaktor Q = 1100 på et kompakt 4 λ2

område for telekommunikations-fotoner med λ ∼ 1550 nm. Da kaviteten er designet
sådan, at den tager højde for fabrikations-tolerancerne, kan den fabrikeres med stor
nøjagtighed, og optiske fjernfeltsmålinger verificerer kvalitetsfaktoren. Dernæst ud-
føres nærfeltsmålinger, som understøtter et V dybt under diffraktionsgrænsen. Det
er muliggjort af den kun 8 nm brede butterfly-formede bro, som er ætset vertikalt
gennem en 240 nm tyk silicium-membran.

Den nyudviklede nanofabrikations-teknologi muliggør derudover en lang række
studier fra fundamental fysik til applikationer. Det gælder blandt andet hypersoniske
fonon-kredsløb og optomekanik med kaviteter. Derudover præsenteres konkrete an-
vendelser med et fokus på fotoniske nano-elektro-mekaniske systemer, såsom kamdrevs-
koblede bølgeledere som kan bruges til at konstruere optiske switches samt fase-
skiftere. Der bygges videre slot-mode bølgeledere til justerbare forsinkelseslinjer,
hvilket er en kritisk komponent for skalerbare chip-baserede spektrometre. Slutteligt
diskuteres anvendelser, næste skridt samt udfordringer i forbindelse med pakning og
kommercialisering af et sådant spektrometer.
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CHAPTER 1
Introduction

The technological revolution of the 20th century originates from a number of break-
throughs – some of which stand out. The invention of the transistor in 1948 by
Bardeen and Brattain [1]—awarded with the Nobel Prize in Physics in 1956 together
with Shockley—enabled classical computing and has been key to the information age.
The laser (light-amplification by stimulated emission of radiation) has had ramifica-
tions for communications, and although it was predicted by Einstein in 1917 – it took
almost half a century to realize it experimentally due to a multitude of technologi-
cal challenges. Initially, it was achieved with microwaves (MASERs) but in 1960 the
first laser in the infrared/visible regime was demonstrated by Maiman [2], after which
development accelerated. The next application was demonstrated only a year later
by Franken et al. [3], namely second-harmonic generation where one color of light
is converted to another. Moreover, the laser was immediately adopted in popular
culture with its inclusion in the 1964 James Bond–movie: Goldfinger.

Following these initial demonstrations the race was on towards scalability within
electronic and photonic nanotechnology: reducing cost and footprint while improving
capabilities. A promising technological platform was microfabrication of integrated
circuits (IC) on silicon wafers, where thin slices (wafers) are cut from a cylinder of
a crystalline semiconductor, and a sequence of fabrication steps produce a stack of
stratified media. This forms an array of nominally identical complex devices on the
wafer, such as an array of central processing units (CPUs), which can then be cut
into individual chips. Each fabrication step involves, in principle, a lithography step
where a two-dimensional (2D) pattern is defined in a compliant material (called the
resist, and could be a plastic polymer), followed by a pattern-transfer step where the
features are etched into the semiconductor or metals are deposited onto it. The resist
is then removed, a new resist is deposited and a new step is performed in order to
form complex three-dimensional complimentary metal-oxide-semiconductor (CMOS)
structures. By improving the fabrication methods to make features ever-smaller,
more transistors were crammed onto less chips-space. In 1965 Moore predicted that
the number of transistors per integrated function would double every two year in
what is today known as Moore’s law [4]. In the early days, this was achieved by
improvements in the resolution of lithography, but quickly isotropic etching limited
the number of features. Anisotropic profiles were achieved with plasma etching [5],
or dry-etching, additionally offering savings in chemical consumption compared to
wet etching. Today, state-of-the-art CMOS-processes are carried out in multi-billion–
dollar robotic cleanroom foundries, devoid of human interaction and purged of parti-
cles that can cause a drop in yield. These processes can include hundreds of steps as
shown in Fig. 1.1 [6], and the most recent international roadmap for devices and sys-
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tems (IRDS) on lithography from 2022 describes wafer-wide nanometer-scale feature
sizes and high-aspect–ratio (HAR) contact-holes down to few tens of nanometers [7].
In short, semiconductor fabrication methods have enabled scalability – and thereby
low-cost and widespread accessibility. Notably, the popular-name of the technology
nodes [7]—such as the current ”3 nm”–node—which refer to the capabilities for a
corresponding foundry or fabrication technology, are only marketing names that no
longer correspond directly to the achievable minimum feature size [8, 9] – currently
≫ 10 nm.

Using silicon has numerous advantages [10]: It is abundant (∼ 27.7% of the Earth’s
crust) and non-toxic. It is a semiconductor so transistors can be manufactured in it
by controlling the number of carries, and its native oxide SiO2 (glass) is one of the
best electrically insulating materials in the world. This native oxidation is self-limited
and stops after a few nanometers [11], thereby protecting the chip from erosion. This
is in contrast to for example iron and silver that needs protective coatings. Silicon has
a band-gap energy, E = 1.12 eV = 1100 nm, which enable low-loss optical waveguides
at telecommunication wavelengths, λ = 1550 nm, where glass-fibers provide minimal
optical losses for long-distance communications. Silicon also absorb light in the vis-
ible spectrum, enabling solar cells and low-cost photodetectors there. However, the
band gap is indirect, so emission of photons from an electrical signal is prohibitively
inefficient. Consequently, silicon is the material-of-choice for all electrical matters,
but when optical sources are required other materials are employed, e.g., through
heterogeneous integration or flip-chip integration. A rich variety of exotic and excit-
ing materials are being explored. Examples include indium phosphide (InP), galium

Figure 1.1. Example of a complex modern integrated circuit. More than 100 steps
are used to manufacture this carbon-nanotube–based microprocessor. The insets illustrate
the depth of complexity of the structures forming three-dimensional circuits. Figure repro-
duced with permission from Springer Nature (Ref. [6], license no. 5478961400598).
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arsenide (GaAs), diamond (C), silicon carbide (SiC), silicon nitride (Si3N4), lithium
niobate (LiNbO3) and many more. They have various advantages over silicon, such
as faster response, stronger nonlinearities or direct band gaps [10].

The CMOS-industry achieves unrivaled scalability with high up-front costs but
almost no additional per-device cost. This is enabled by the parallel processing where
circuits are transferred to a 2D disc, called a wafer, which typically is circular with
diameters of 50, 100, 150, 200 and 300 mm. Larger wafers enable faster production
and less wasted material at the edges (which scale linearly with the radius) compared
to the area of the wafer (which scale quadratically with the radius). However, it also
requires larger and more expensive equipment. Smaller wafers are more suited for
prototyping – especially for expensive materials. Often a wafer is 0.3–1 mm thick to
offer sufficient mechanical stability. In order to pattern small insulated materials it
is instead desirable to have a thin slice (e.g., 220 nm) bonded to the handle wafer.
This thin layer must be separated by a sacrificial layer, which can be etched away or
that naturally insulates, such as a buried oxide (BOX). A number of materials can be
provided on-insulator with the most common being silicon-on-insulator (SOI) [12].

Industrial applications require high throughput and speed. Therefore, ultra violet
(UV)–or more recently, deep UV (DUV) and extreme UV (EUV) [13]–exposures are
employed in which a mask is transferred to the entire wafer in one step from a ”mas-
ter” mask. Similarly, nano-imprint lithography (NIL) [14, 15] can transfer a master
without the diffraction limit–restriction of optical methods, and while there are still
challenges to the yield of NIL it is now on the lithography roadmap [7]. Common to all
these methods: They rely on a maskless method to define the master-mask – and typ-
ically the method-of-choice is electron-beam lithography (EBL). Here, a beam of elec-
tron is directed to a series of points with nanometer-scale spatial resolution, thereby
defining a pattern without a mask. The problem is that this is a serial rather than
parallel exposure technique, and hence, low-speed. Nevertheless, it is often employed
directly in research and prototyping due to the large flexibility, precision and maturity
it offers [16]. In this context it is also worth highlighting that the lithography roadmap
considers EBL also for industrial use as a direct-write approach—complimentary to
conventional optical lithography—with applications such as embedding unique secu-
rity information into a chip as well as for some low-volume or low-density applications
[7].

1.1 Thesis structure
This thesis explores novel physics and applications at the deep nanoscale by utilizing
high-resolution silicon nanofabrication methods on the silicon-on-insulator platform.
A central objective is to develop a nanofabrication process that is not only competitive
with state-of-the-art industrial processes – but even ahead in terms of resolution and
disorder, albeit at the price of throughput and yield [16], such that developments will
become realistic in the coming years [7]. The thesis is structured in three parts as
detailed below.
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The first part discuss the nanofabrication methods, with Ch. 2 describing standard
fabrication methods developed and used during this project and serves to provide
an introduction to the nomenclature related to silicon nanofabrication techniques,
including local diffusion-doping, metalization to form bonding pads and physical va-
por deposition. Chapters 3 and 4 presents the development of high-resolution sili-
con nanofabrication processing based on novel methodologies within patterning using
electron-beam lithography (Ch. 3) and pattern transfer with state-of-the-art plasma
dry-etching (Ch. 4).

The second part focuses on results of fundamental physics interest. Chapter 5 cov-
ers the principles of light-matter interactions and the theoretical framework around
dielectric bowties, parts of which is discussed in Ref. [17]. Chapter 6 presents the ex-
perimental demonstration of nanometer-scale photon confinement in dielectric bowtie
cavities and is loosely based on Ref. [16]. Chapter 7 builds upon four publications
within gigahertz-phononics (i.e., hypersonic mechanical vibrations) [18], cavity op-
tomechanics [19], phonon lasing [20] and a GHz-phonon frequency comb [21] result-
ing from collaborations during this PhD project. It presents some new results on an
engineered mechanical-optical-mechanical system on two closely spaced GHz-modes
investigated during an external stay in the group of Prof. Clivia M. Sotomayor Torres.

The third part of this thesis considers novel applications, first in Ch. 8 on photonic
nano-electro-mechanical systems (NEMS), which enables a strong nonlinear optical
response in silicon on-chip waveguides required for compact phase-shifters and optical
delay-lines, further enabling low-cost applications such as spectrometers [22], optical
switches [23, 24] and photonic computing [25, 26] in a readily-scalable material plat-
form. Chapter 9 presents work on developing a chip-scale NEMS spectrometer and
further discusses the challenges relevant to commercialization, considering aspects
such as electrical and photonic packaging, which has seen substantial activity and
progress in recent years [27]. Finally, a outlook is provided by presenting and dis-
cussing a schematic of a next-generation spectrometer-design taking the knowledge
gained from the design, fabrication, and experimental characterization during this
thesis into account.

Lastly, the central conclusions are summarized, and an outlook towards future
perspectives and further fundamental studies are suggested.
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High-resolution silicon
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CHAPTER 2
Nanofabrication methods

This chapter introduces common micro- and nanofabrication methods as well as de-
scribes and documents a number of specific processes used and referred to in this
thesis. The thesis focus on new developments within high-resolution nanofabrication
of silicon, specifically commercial silicon-on-insulator (SOI) prepared with the smart-
cut technique [12]. Two SOI-stacks are used, both have a (100) silicon device-layer,
the buried oxide (BOX) is grown by thermal (wet) oxidation, which also oxidizes
the backside of the wafer, and both are prime-quality Soitec wafers. Wafer type 1 is
150 mm in diameter with nominal layer-thicknesses, tdev = 250 nm and tBOX = 3 µm.
The device layer has some variation across the surface and the thickness of the de-
vice layer of most chips used in this project from these wafers are measured using
variable-angle ellipsometric spectroscopy [16, 28] to be tdev = 240 nm. The backside
of the wafers are back-side damaged, i.e., rough. Wafer type 2 is 300 mm state-of-
the-art wafers with little variation in dimensions across the surface and has layer-
thicknesses tdev = 220 nm and tBOX = 2 µm. The wafers are double-side polished. To
accommodate the available sample holders for the tools used, the wafers are cut into
24-by-24 mm chips before processing.

The following four sections covers the principles of lithography (Sec. 2.1) followed
by deposition techniques and lift-off (Sec. 2.2). Section 2.3 presents a process for
local diffusion-doping and an IV-characterization to quantify the contact resistance,
sheet resistance and carrier concentration of the doped and undoped device-layer of
wafer type 2. This thesis presents work that requires the structures to be suspended,
i.e., the BOX must be underetched to release the device-layer silicon membrane both
to enable nano-mechanical manipulation of the structures but also to protect optical
modes from leakage. Section 2.4 explains methods to etch SiO2 under the silicon
both using wet chemistry, i.e., hydrofluoric acid (HF), but also using temperature-
and pressure-controlled HF in vapor-phase to control the amount of water in the
process, and thereby, the associated stiction due to capillary forces [29–32]. While
all of these subjects can be improved, this thesis does not seek to advance the state-
of-the-art within these subjects. Rather, established processes are calibrated to the
specific applications studied and this chapter serves both to document these processes
and to introduce the nomenclature required to appreciate the subsequent chapters of
this part on novel nanofabrication methods within high-resolution silicon nanofabri-
cation. Appendix A summarizes the process flow for the fabrication of suspended
nanostructures.
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2.1 Principles of lithography

Figure 2.1 shows a cross-section schematic of a typical fabrication flow. The first
step is to spin-coat a resist (Fig. 2.1b), which is a layer that can be easily patterned
[10, 33]. Many resists are polymers (i.e., plastics) but does not have to be, e.g.,
hydrogen silsesquioxane (HSQ) is a resist that turns glass-like upon development and
consequently it is much more resilient to, e.g., etching. The resist is dissolved in a
solvent and deposited onto the sample, which is then spun at a few thousand rotations
per minute (rpm) for, e.g., a minute to leave a homogeneous film of resist-solution.
The sample is then soft-baked to evaporate the solvent but without damaging the
resist, typically with temperatures, T =60–200 ◦C. The resulting resist will be thicker
at the edges, an effect named edge-beads, and particles or defects on the sample will
throw a shadow of thickness variation behind it, radially from the center of rotation
during spin-coating, an effect called comets. Due to the change in which wavelengths
will destructively or constructively interfere nanometer-scale thickness-variations can
be identified by eye and if regions of varying thickness is used care must be taken to
adjust the subsequent process accordingly.

The resist should be sensitive to irradiation with electrons or light of specific
wavelengths, or malleable in the case of nano-imprint lithography [14, 15], such that
high-resolution features can be defined in it fast. Ultra violet exposures can be carried
out using a mask or as maskless lithography, where mask-based lithography normally
involves a transparent quartz mask with the pattern defined with a thin chromium
layer, which reflects the light. This enables the exposure of a full wafer in a matter
of seconds, and this high throughput makes it a prime tool for industrial production.
However, it requires the manufacturing of the mask and does not offer customization
of the pattern during each exposure, which is convenient in research. On the other
hand, maskless optical lithography relies on a powerful light-source shining on an array
of micro-mechanical mirrors, which can switch the light on/off for each pixel, enabling
a flexible exposure of custom patterns, however at the price of a reduced throughput.
A smaller wavelength will enable a higher spatial resolution, and the optical i-line
with a λ = 365 nm wavelength is commonly used to pattern UV-sensitive resists with
micrometer-scale dimensions. In this thesis maskless-UV exposures are carried out
using three different maskless UV tools with laser sources at 365 nm, 375 nm and
405 nm. The last one is available at considerably higher power but does not activate
all resists, the 375 nm tool uses an objective with higher numerical aperture (NA) and
is able to achieve higher resolution. Additionally, the two latter tools offers back-side
alignment. Once the resist has been exposed it is developed by submerging it in an
appropriate solvent or base. In this thesis a 2.38 % pre-diluted solution (AZ MIF-
726) composed of the base tetramethylammonium hydroxide (TMAH) in de-ionized
water (DIW) is used. For a positive (negative) tone resist this dissolves the exposed
(unexposed) parts.

In this thesis two resists are used, the positive tone resists (AZ) MiR701 and
(AZ) 5214E as well as the negative tone (AZ) nLOF2020; strictly, the 5214E can be
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Resist
Deposition
Modified Silicon

Figure 2.1. Cross-section schematic of standard fabrication processes. a, Unpat-
terned silicon, b resist is spin-coated onto the substrate, and c a pattern is lithographically
defined by an exposure and subsequent development. d, Three types of pattern transfers
where the pattern is (i) etched into the silicon also partially etching the mask, (ii) a material
is deposited onto the substrate and resist and is disconnected due to the high aspect-ratio
features in the resist, (iii) the substrate is altered locally using the mask. e, The resist is
removed—leaving etched, deposited or altered features—and the process can be repeated
starting from b.

used both as a positive- and negative-tone resist but is only used in the former case.
Both positive resists can be exposed with the 405 nm–tool at a speed of ∼ 5 min for a
∼ 20 cm2 pattern, using a dose of 200 mJ/cm2 and 320 mJ/cm2 for 5214E and MiR701,
respectively. For comparison, the older 365 nm–tool can expose ∼ 4 cm2 pattern in
∼ 10 min, i.e., 10 times slower, but it can also activate nLOF2020. All 3 resists are
developed by submersion in MIF-726 for 60 s, however, prior to development yet after
the exposure MiR701 is baked at 110 ◦C for 60 s and nLOF2020 is baked at 100 ◦C
also for 60 s. This baking step is called the post-exposure bake (PEB) and is needed to
fully activate the resist-chains; baking of 5214E reverses it to use it as a negative-tone
resist. By adjusting the temperature and duration of the PEB, as well as the dose
and development time, the sidewall profile of the resist can be tuned, which is useful
to obtain a negative sidewall in nLOF2020 for lift-off [34], i.e., where the feature-size
becomes wider close to the substrate.
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Figure 2.1c shows a patterned resist with vertical sidewalls. Depending on the
application it can be advantageous to adjust the angle of the resist. Figure 2.1d(i)-(iii)
illustrates etching of the pattern into the underlying substrate of interest, deposition
of a new material such as a metal, and altering of the underlying substrate such
as ion-implantation or doping [10]. Anisotrpic etching will be discussed extensively
in Ch. 4 and the following two sections will discuss deposition and diffusion doping,
respectively. Section 2.4 will discuss isotropic etching.

2.2 Material deposition including metalization by lift-off
Deposition as shown in Fig. 2.1(ii) can be achieved with multiple techniques for
different purposes and applications [10]. This section will discuss some different tech-
niques used in this thesis briefly and document one method, metalization by lift-off,
specifically, which is used to create bonding pad. In addition to spin-coating, the tech-
niques includes chemical vapor deposition (CVD), including plasma-enhanced CVD
(PECVD) where gases can be mixed to control and tune the deposited film, e.g., to
deposit doped glass. Additionally, if chemicals that react self-limited are used atomic
layer deposition (ALD) can be achieved by switching the gases. Moreover, material
can be deposited using physical vapor deposition (PVD) where a target material is
released in a vacuum chamber and re-deposited on the substrate, and specific exam-
ples includes plasma sputtering where, e.g., an argon plasma is used to sputter the
target. Other types of PVD includes electron-beam evaporation (EBPVD) and ther-
mal evaporation (TPVD), where the target is heated either by a beam of electrons or
by resistive-heating. These techniques have different advantages, for example ALD
can deposit on the sidewall of features, i.e., it is independent of aspect ratio but relies
on specific chemistries, and therefore is only applicable to certain materials. On the
other hand PVD techniques such as EBPVD deposits highly directional and therefore
can be defined lithographically, however electrically or thermally insulating materi-
als are inefficient to deposit with EBPVD and TPVD and instead sputtering can be
used. Thermal processes, such as oxidation, is not used here since it sacrifices the
device-layer of the SOI-stack; however, the buried oxide in the stack has been defined
by a thermal (wet) process.

Metalization, i.e., definition of bonding pads, is achieved by first spin-coating 2 µm
nLOF2020, which is a negative resist, and patterning it with maskless UV lithography
by exposing everywhere except the bonding pads, and finally developing the pattern.
Then, without breaking vacuum (base pressure ≤ 10−6mTorr), three steps are carried
out in sequence in an e-beam evaporation chamber (Ferrotec Temescal FC-2000), first
an argon-ion–gun is used for 10 min to remove the native oxide that naturally forms on
the silicon surface when exposed to the atmosphere. Next 5 nm (0.05 kÅ) chromium is
deposited at a rate 5 Å s−1 immediately followed by 200 nm (2 kÅ) gold deposited at
a rate 2 Å s−1. The thin chromium layer provides sufficient adhesion for the gold layer
and the gold enables good electrical contact. The lift-off is achieved by submerging the
sample in N-Methyl-2-pyrrolidone (NMP, 1165 Remover), which dissolves the nLOF
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under the chromium/gold layer, leaving the deposited metal only on the exposed and
opened features. Mild ultrasound can be applied to speed up the lift-off, however, this
can damage some fragile structures [28]. Finally, the sample is cleaned in 2-propanol
(IPA) and dried with dry N2. The above process is described with minor adjustments
in Ref. [24].

A larger bonding pad has a higher capacitance, C, but a lower resistance, R, since
it contacts more area. The response time (also called the RC-time), t = (RC)−1, and
so bonding pads should be large enough to contact efficiently but not too large to
become slow. Typically, the size is determined by packaging-constraints or by the size
of the electrical probes used to contact the pads, i.e., ∼ 100 µm-by-100 µm. In this
thesis only a thin layer is required to contact the structures using electrical probes,
as shown in Ref. [24] where only 20 nm gold is used; however, to ensure adhesion and
stability the thicker 200 nm layer is preferred. To reduce the RC-time further, the
device-layer can be doped under the bonding pad to reduce the electrical resistance
[10], however, this must be done locally and around the optical systems to keep Ohmic
losses low in the dielectric waveguides.

2.3 Local diffusion-doping
The sample fabrication discussed in this section was carried out primarily by Mathias
T. Sutherland as part of his BSc thesis [35].

Crystalline silicon is a semiconductor with a band gap of 1.12 eV arranged in a
diamond lattice with lattice constant, a = 5.43 Å, and there is approximately 5 · 1022

silicon atoms in one cubic centimeter. At room temperature (T = 20 ◦C) the thermal
energy is 25 meV and consequently silicon behaves as an insulator unless a bias is
applied [10]. However, it is possible to introduce defects that add carriers of electrical
current, either by providing additional electrons in the conduction band (n-type) or by
providing vacancies (holes) in the valence band (p-type). This is called doping when
small amounts of defects are added (≪ 1 %) and alloying when substantial fraction of
the lattice is replaced. Adding for example phosphor (P) to silicon results in n-type
doping while adding boron (B) results in p-type doping. Typical undoped electron-
grade silicon wafers have a resistivity of ρ =1–20 Ω cm while the device-layer of the
highest-quality SOI-wafer considered in this thesis, type 2 with a 220 nm device layer,
has a specification-sheet resistivity (p-type, boron), ρ =10–15 Ω cm, with a radial
gradient.

Doping can be achieved by ion-implantation, which has excellent control of the
spatial degree of freedom but relies on more complex tools, which is not available
at the cleanroom facility used for the work of this thesis. An alternative method
is diffusion doping where a material rich in the defect-of-interest is deposited and
subsequently driven into the substrate by annealing. Since the silicon is already
doped with low levels of boron (p-type) it is desirable to increase the doping levels
with more boron. Additionally, by utilizing the different diffusion speeds of boron
in silicon and glass [10] it is possible to mask parts of the silicon to only achieve
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Doped silicon
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Undoped glass
Doped glass

Figure 2.2. Outline of diffusion-doping process. a, Clean silicon substrate. b, PECVD
deposition of undoped glass to function as a hardmask. c–e, Lithography defining doping
regions: spin-coat (c), exposure (d) and development (e). f, Transfer softmask in resist
to glass hardmask. g, Strip softmask and clean. h, Deposit doped glass. i, Anneal to
transfer dopants into silicon substrate. Diffusion stops at buried oxide. j, Strip glass layers
by submersion in hydrofluoric acid.

local doping. Figure 2.2 outlines the fabrication steps to achieve local doping of the
device-layer of an SOI-chip, and further illustrates the various types of patterning
and transfer processes shown in Fig. 2.1.

First, an undoped glass hardmask is deposited by PECVD as shown in Fig. 2.2b.
Second, a ∼ 2 µm UV-sensitive resist is spin-coated, patterned, post-exposure baked
and developed (Fig. 2.2c–e) to define the regions to be doped, and the sample is
submerged in buffered HF (BHF, 12.5 %) for 2 min, which etches the pattern into
the SiO2-hardmask (Fig. 2.2f). Hydrofluoric acid etches glass isotropically [10] and
therefore results in some undercut. Precise control of the spatial dimension was
beyond the scope of the project, however, a thinner hardmask results in less undercut
so this should be as thin as possible while still functioning as a diffusion–stop-layer,
and it is found that ≥ 75 nm suffices [35]. Moreover, etching the hardmask with
an anisotropic etch could further improve the spatial resolution. The UV-sensitive
softmask is stripped and the sample is cleaned (Fig. 2.2g) by submersion for 10 min
in piranha (1 part H2SO4 added to 4 parts H2O) [36]. Next, a 375 nm layer of boron-
doped glass is deposited with PECVD (Fig. 2.2h) by including a diborane (B2H6)
gas flow of 130 sccm. The sample is then annealed (Fig. 2.2i) for 20 min at 1000 ◦C
to diffuse the dopants into the silicon-layer. The diffusion stops at the buried oxide,
however, diffusion will also occur laterally [10] further restricting the spatial resolution.
Finally, both the doped and undoped PECVD-oxides are removed by submersion into
BHF (12.5 %) [37]. If the chips are unpatterned a long strip can be carried out [35],
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however, if the chips are already patterned and the buried oxide is removed care
should be taken. The 12.5 % BHF has an approximate etch rate of 100 nm/min in
the buried oxide [36]. By tuning the relative diborane–gas flow the B-concentration
of the doped oxide, and therefore the final dopant concentration in the silicon device-
layer, can be tuned. By adjusting the time and temperature of the anneal, the speed
and depth reached by the dopants can be adjusted [10].

Due to cleanliness and cross-contamination compatibility requirements of the tools
used, the experiment reported here was carried out using less contamination-free
equipment and on-going work has adjusted the process parameters to comply with a
clean process flow. Specifically, an RCA-clean [36] should be carried out before both
PECVD-deposition steps, replacing the piranha clean. The RCA clean is a 3-step
chemical cleaning process with submersion first in standard clean 1 (SC-1): 5 parts
H2O, 1 part NH4OH(25–29 %) and 1 part H2O2(30 %), followed by standard clean 2
(SC-2): 5 parts H2O, 1 part HCl(37 %) and 1 part H2O2(30 %). Both SC-1 and SC-2
are carried out at T =70–80 ◦C. Finally, the sample is submerged in HF (5 %) to
remove oxide generated in SC-1 and SC-2. The sample is submerged in water before,
between and after each of the steps, and the HF-step must be skipped during the
second RCA-clean to protect the glass hardmask.

2.3.1 Characterization of doped and undoped samples

A rectangular island (MESA) is defined lithographically by patterning an isolation
trench around it and etching down to the buried oxide to electrically isolate the MESA.
Then a series of 200 nm gold bonding pads are defined by lift-off, each separated by
different distances, L, to allow a transmission-line measurement (TLM) [10]. The
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Figure 2.3. Electrical measurements of doped and undoped silicon-on-insulator.
The bonding pads are 1000-by-200 µm on a MESA-TLM and L implies their separation. a,
IV-characterization of undoped SOI with insets of low (high) voltage linear regimes in b (c).
d, IV-characterization of doped SOI reaching the current-limit at a few hundred mV.
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bonding pads are 1 mm wide and 200 µm tall resulting in a large capacitance. The
doped and undoped MESA-TLMs are characterized by applying a voltage between
two bonding pads and measuring the current (IV-measurement), the slope yields the
resistance following Ohm’s law [10],

U = RI. (2.1)

Figure 2.3a shows an IV-measurement of two pads separated by 100 µm and 500 µm
on undoped SOI, with a zoom-in around low (high) voltages shown in Fig. 2.3b (c),
with the slope corresponding to resistances, R = 0.22 MΩ (16 MΩ) for L = 100 µm
and R = 0.34 MΩ (17 MΩ) for L = 500 µm. Figure 2.3d shows IV curves for the
doped substrate, notably the y-axis is in units of mA, already at a few hundred mV
the current reaches the 10 mA–limit set on the source-measure unit (SMU) to avoid
damaging the chip. The slopes corresponds to resistances, R = 17.0 Ω and 31.4 Ω for
L = 100 µm and 500 µm, respectively.

This measured resistance is a combination of twice the contact resistance, Rc,
representing the resistance between the SMU output and the sample, which is practice
is dominated by the resistance between the bonding pad and the semiconductor due
to the miss-match of their Fermi-levels [10]. Further assuming a linear dependence of
resistance and distance, one can write the measured resistance,

R = 2Rc + LRs, (2.2)

with Rs the sheet resistance [10],
Rs = ρ

t
. (2.3)

Here, t = 220 nm is the thickness of the device layer and ρ the resistivity. The
resistance is then

R = ρ
L

Wt
= Rs

L

W
, (2.4)

with W = 1 mm the width of the channel. A linear fit to Eq. (2.2) enables quantifying
the contact resistances as half the intercept, and the sheet resistance (Rs = mW ),
square resistance (R□) and resistivity (ρ = tRs) can be estimated from the slope,
m. The square resistance is an intuitive number, which allows the estimation of the
resistance of a path on a semiconductor from its aspect ratio, and further avoids
ambiguity with bulk resistance [10]. Lastly, by assuming the mobility of holes in
silicon, µh = 1000 cm2/Vs, the concentration of holes can be estimated [10],

Nh = 1
eµhρ

, (2.5)

with e = 1.602 · 10−19C the charge of the electron. The results are displayed in in
Tabel 2.1, and the undoped values, ρ ∼ 10 Ω cm, fits well with the specification-sheet
value, ρ =10–15 Ω cm.

To verify the linear scaling with distance, the IV-characterization is carried out
on two nominally identical copies of MESA TLMs on an undoped sample with square
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Type Rc Rs (R□□□) ρ (Ω cm) Nh (cm−3)
Doped 6.7 Ω 36 Ω (/□) 7.9 · 10−4 7.9 · 1018

Undoped (|V | < 0.3 V) 0.95 MΩ 0.3 MΩ (/□) 6.6 9.5 · 1014

Undoped (V > 1.6 V) 7.4 MΩ 2.5 MΩ (/□) 55 1.1 · 1014

Table 2.1. Results of electrical measurements. Contact, sheet and square resistances
as well as resistivity and hole concentration of doped and undoped silicon.

bonding pads of W = 100 µm, i.e., a 20-fold reduction in size compared to the previous
measurements. The structures are characterized as part of project by Jesper Sand
[38] and his electrical measurements are reproduced in Fig. 2.4. This confirms the
electrical scaling as linear. Each nominally identical copy is measured multiple times
both inside a dark enclosure and out as well as with light on and off around the
setup, which results in minor fluctuations – however, as can be seen by comparing
the two nominally identical copies the fluctuations between two MESAs a few hundred
micrometers apart is substantially larger than the fluctuations incurred by varying
the conditions and in any case the variations are small. The fits in Fig. 2.4b results
in slopes of 0.72 kΩ/mm and 0.69 MΩ/mm for copies 1 and 2, respectively, and a
contact resistance, Rc ∼ 400 kΩ.

With the exception of this section, all other experiments reported in this thesis
considers undoped silicon and the high-resistances of the undoped silicon is not an
issue for the electrostatic nano-electro-mechanical systems (NEMS) considered in this
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Figure 2.4. Measured resistances of two nominally identical MESA TLMs. a,
Illustrates 3 IV-curves of copy 1 with 160 µm, 320 µm and 640 µm separation between the
bonding pads and linear fit to obtain the corresponding resistances. b, The resistance
obtained for separations, L, of both copies as well as linear fits. Figure adapted from data
in Ref. [38] with permission.
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theses, and hence, the actuation reported in Ch. 8 and 9 are low-speed direct-current
(DC). Nevertheless, the local doping process reported here could increase the response
time of the NEMS considered without introducing optical losses at the waveguides.
A recent study of the response time of the undoped structures discussed in this thesis
was carried out in Ref. [24].

2.4 Vapor-phase hydrofluoric acid release-etch
The final fabrication-step to realize suspended structures are the underetching in
which the buried oxide is etched to release the silicon membrane. Hydrofluoric acid
does not etch silicon but can etch SiO2 through the reaction [10, 31],

SiO2(s) + 4HF(aq) → SiF4(ads) + 2H2O(aq). (2.6)

Silicon tetrafluoride is volatile, and hence, is desorbed and dissolved in the water.
Typically, low concentrations of HF (e.g., 12.5 %) is used with a buffer to stabilize the
etch rate and a wetting agent to enable the liquid to penetrate through narrow features
otherwise restricted by strong capillary forces. While this works well for mechanically
stable structures, fragile systems such as NEMS are susceptible to collapse due to
capillary forces when the sample is dried [39]. One alternative is to dry the sample
using critical-point drying, in which the water is first substituted by isopropanol
(IPA), which again is exchanged for liquid CO2 under high pressure. The CO2 can
then be turned into gas through its supercritical point, thus avoiding capillary forces.
However, this process is cumbersome and requires substantial handling of the samples,
which can cause errors.

In this thesis HF is used in vapor-phase [29–32] in a temperature- and pressure-
controlled chamber, further substituting the water with ethanol as a catalyst in a
commercially available tool [30]. Figure 2.5 shows a tilted cross-section scanning
electron microscope (SEM) image of 3.5 µm wide opening in the 220 nm silicon device-
layer enabling a 1.67 µm isotropic etch into the 2 µm buried oxide in 800 s = 13 min 20 s
corresponding to an etch rate of 125 nm s−1. The tool was installed at the start of
the work leading to this thesis, following initial testing by the same author [28], and
this section documents the processes used. The author further wishes to explicitly
acknowledge valuable discussions with Rune Christiansen and Claus Nielsen.

The system is a vacuum chamber with three gas inputs using ALD-regulated N2-
and HF-valves as well as a low dead-volume liquid valve to supply ethanol. The N2
supply carries the ethanol through a heated vaporizer before it is mixed with the HF
and input to the chamber from one side and the gas is purged through a needle-valve–
controlled line to the pump. The output-valve has a manual Vernier scale and the
system measures the pressure at a given time as well as the mean pressure during the
process. The chamber and sample is normally heated with resistive elements and PID
control to 45 ◦C, the temperature should be at least 40 ◦C to avoid condensation [31]
and < 50 ◦C to keep an appreciable etching speed. The combination of temperature
and pressure controls the rate of desorption of the water produced by the etching
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1 µm

Figure 2.5. Cross-section scanning electron micrograph of underetched silicon
membrane. Using one cycle of Recipe 3 over 800 s, 1670 nm is etched isotropically corre-
sponding to an etch rate of 125 nm s−1. The process-pressure was 122.3 Torr.

as well as the etch rate. Therefore, a trade-off exists between total etching time
and stiction-tolerance of the released structures. Release-processes are described for
stable structures such as cavities in Ref. [16] and more fragile NEMS in Ref. [24]. The
operating pressures is 50–150 Torr (atmospheric pressure is 760 Torr). At 150 Torr
water will form and already beyond 130 Torr caution should be exhibited. Typically,
the process-pressure fluctuates around the mean value within a couple of Torr and the
mean process-pressure drifts over time, so the manual valve should be adjusted every
few months to ensure reproducibility. The target pressure of all processes is 125 Torr,
which is the highest pressure (and therefore speed) that maintains a practically water-
free underetch.

The tool comes with 5 standard recipes but only recipes 1 and 3 are used exten-
sively in this thesis. The process-information for all 5 recipes are listed in Table 2.2.
Notably, the total gas flow is kept roughly constant, such that the target gas pressure
125 Torr can be obtained without adjusting the valve. Reducing the pressure below
100 Torr will greatly slow down the etch rate. Rather than adjusting the pressure,
the process is run as a number of cycles and the chamber is pumped to base-pressure
between each cycle. By running more and shorter cycles it is possible to reduce
the risk of stiction. Whenever possible process times of each cycle should be in the
range 10–20 min to ensure a stable etch rate, however, shorter times can be used if
the precise etched depth gained is not important and rather the amount of stiction
is. This can for example be the case in a multi-process etch, where the first step
releases a fragile membrane and the second step deep-etches the buried oxide several
micrometers around photonic components to protect the optical modes from leakage
into the substrate [24], i.e., the structures should be separated by at least an optical
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wavelength, which for telecom photons imply, λ ∼ 1550 nm.

Recipe N2 (sccm) C2H6O (sccm) HF (sccm) Etch rate (nm/min)
1 1425 210 190 17
2 1250 350 310 45
3 1000 400 525 125
4 910 400 600 150†

5 880 325 720 350

Table 2.2. The 5 standard recipes for vapor-phase HF etching. The total gas flow
is 1925 sccm for all processes except recipe 1 with 1825 sccm. Recipes 1 and 3 have primarily
been used in this thesis and it found that the etch rate varies 125–140 nm/min with average
process pressures 122–130 Torr for Recipe 1 and the value given here is for the 122.3 Torr–run
presented in Fig. 2.5. The value for Recipe 1 is given for a 124.0 Torr–run. † The rate for
recipe 4 was measured on a different SiO2.

The tool uses anhydrous hydrofluoric acid (99.995 %) as a source [16], which in
principle enables a water-free etch, since the tool can also be used to etch other
materials [32], however a standard oxide-etch cannot be anhydrous as the etch itself
produces water. An interesting feature of vapor-phase HF is that it does not etch
aluminium, aluminium oxide and steel, which is otherwise normally etched by liquid
HF [36], due to the lack of water present – the latter is relevant as it allows the tool
and exhaust systems to be constructed out of stainless steel, while the former two
materials are interesting as hardmask-options and stops the HF etch by fluorinating
the aluminium surface forming AlF. Aluminium is low-cost, can be easily deposited
with standard lift-off processes and it is widely used to form bonding pads for these
two reasons. Aluminium bonding pads are rapidly oxidized so to establish proper
electrical contact, probes must be scratched through this oxide-film, which shortens
the lift-span of contacts. However, for packaged, scaled-up solutions it has many
advantages over the Cr/Au bonding pads used in this thesis. Alumina (Al2O3) can
be deposited with PVD, e.g., sputtering, but it can also be efficiently deposited using
atomic-layer deposition (ALD) as previously discussed, which enables deposition of
high-quality films that uniformly covers the exposed surfaces, and therefore, provides
an excellent mask. Both aluminium and alumina can be easily stripped with a dip
in liquid HF or using hydrochloric acid, such as in the SC-2 step of the RCA clean
previously described, which does not etch silicon or silicon dioxide [36].

The etching tool used, a PrimaxX uEtch, is a single-wafer system with a 200 mm–
chamber with three pins that holds the wafer suspended in the center such that
the gases will pass both above and below the wafer. The pins are spaced to allow
substrates down to 4”-wafers (i.e., diameter of 100 mm), so to underetch a chip this
should be placed on a carrier-wafer, which in turn disallow a free gas-flow to the back
of the chip. It is possible to place the chip on small pieces—or even use a dedicated
carrier wafer with etched trenches—to expose some of the back, however, the oxide



2.4 Vapor-phase hydrofluoric acid release-etch 19

on the back of an SOI-chip should in general be expected to remain. This has three
consequences. First, since the lattice constant of silicon and silicon dioxide is different,
the chip will experience tensile stress if the oxide is removed on the back but left on
the front, which will normally be the case when etching the sample using wet HF.
Indeed, this is the reason it is left there in the first place on the SOI wafer: to avoid
the wafer bending by maintaining a similar stress on both sides of the wafer; it is
primarily the oxide closest to the interface that contributes the most to this effect
as this is where the lattice–miss-match occurs. Second, protecting the oxide on the
back of the chip further enables maintaining patterns in this oxide. Third, the oxide
electrically insulates the silicon-handle layer, which is therefore not easily grounded
by simply placing the chip on a chuck. Instead, the potential of the substrate is
in principle floating, and for NEMS systems care should be taken to take this into
account. Ideally, the substrate potential must be controlled, e.g., by covering the
backside in a conductive material such as silver paint or by providing a dedicated
bonding pad for ground-access to the substrate as discussed in Sec. 9.4. Finally,
the inherent stress due to the miss-match between silicon and silicon dioxide further
causes the released silicon structures to deform after the release. Practically, this
must be taken into account by including stress-release structures to absorb the stress
in a controlled fashion, thus avoiding device failure. Interestingly, such stress-release
does not have to be destructive – in fact, by tuning the film-stress in silicon nitride
(Si3N4) Grutter et al. [40] demonstrated constructive self-assembly, manufacturing
structures deep below the resolution otherwise obtainable with the nanofabrication
methods directly.
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CHAPTER 3
High-resolution electron-beam lithography

Electron-beam lithography (EBL) is a versatile and widespread tool used to define
nanostructures. This results from the ease-of-access to electron sources combined
with the low wavelength of electrons – which enables focusing electron beams to
nanometer-scale spot-sizes using high acceleration-voltages [10, 41, 42]. However,
the high-energy electrons have a low-mass and scatter far in the substrates [43–45],
delivering a proximity dose many microns from the intended site in an effective dose
distribution characterized by a point-spread function (PSF), Ψ [43, 46–50]]. The PSF
in turn can be used to predict the result of a given exposure as well as to modify the
exposure mask to obtain the desired result using proximity effect corrections (PEC)
[51–58].

This chapter will first introduce the principles of EBL, and then provide exper-
imental results to obtain the dose to clear in a self-consistent manner as well as
present direct measurements of the point-spread function. Finally, high-resolution
lithography is discussed including hardware-specific challenges such as fracturing and
shot-filling, which become critical to take into account.

3.1 Principles of electron-beam lithography
In electron-beam lithography a beam of electrons is generated and accelerated by
a potential, V , that further directs it into a column. It is filtered by a pinhole to
improve the directionallity to tune the current, I, coarsely. Since there is a nonlinear
dependence on pinhole size and the size of the focused beam a number of pinholes
are typically available in dedicated EBL-systems. The beam is then focused by a
series of electromagnetic coils providing a nonlinear field across the cross-section of
the column. It is desirable to focus the beam to smaller spots since this enables higher
resolution, and reducing the current enables smaller spot-sizes. However, the exposure
time of a pattern is directly proportional to the current and so an optimum exists.
Alternatively, multi-current exposures can be carried out in which coarse features (e.g.,
bonding pads and isolation trenches) are patterned with a higher current, while fine
features (e.g., optical components) can be added with a lower current. Increasing the
acceleration voltage further enables focusing the beam to smaller sizes [43, 50, 59, 60],
however, higher-energy electrons are less likely to interact and therefore provide the
necessary dose to activate the resist, i.e., the exposure dose required is also increasing.

Modern dedicated EBL-systems provide a current I = 0.1–100 nA with accelera-
tion voltages, V = 50–150 kV. This enables spot-sizes down to a few nanometers for
the smallest currents and tens of nanometers for the higher currents [10]. Dedicated
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mask-writing tools for industrial manufacturing often use V = 50 kV to achieve higher
throughput. Recently, STS-Elionix has developed a 1 µA, 50 kV tool for high through-
put. This is limited to spot-sizes of several tens of nanometers but is competitive in
terms of speed and flexibility for low-volume, low pattern-densities or few customiz-
able layers, as previously mentioned is predicted in the lithography roadmap [7]. Both
JEOL and Elionix EBL-systems are so-called direct-write tools where the beam is de-
flected by an electric field to individual spots sequentially. An alternative methods
are fixed-beam–moving-stage (FBMS)—commonly used by Raith tools [42]—where
the mechanical stage with the sample is moved instead. Finally, fast exposures can be
carried out with shape-exposure tools (e.g., Vistec) where a flood-exposure is masked
by a combination of multiple shaped pinholes resulting in complex shapes.

In this thesis, all exposures of structures are carried out on a 100 keV dedicated
JEOL-JBX 9500FSZ system [62]. Some tests are carried out using an STS-Elionix
F125 (125 keV) and using a state-of-the-art F150 (150 keV). The JEOL system is
the main focus with some comparisons drawn to the Elionix tools. It achieves a
theoretical minimal spot-size–diameter, d = 3.3 nm, for I ∼ 0.2 nA using a 40 µm
circular aperture [41]; in order to go to lower currents, an asymmetric aperture must
be used, which distorts the beam. The electron charge, e = 1.602 · 10−19C, and
so this current corresponds to 1.25 electrons per nanosecond. Additionally, the tool
can dynamically adjust depth-of-focus (DOF) across the sample [41], however, the
DOF depends on the size of the aperture used – and typically will be ≫ 10 µm for
high-resolution exposures based on low-current through small apertures [63]. Instead,
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Figure 3.1. Exposure flow of direct-write electron-beam lithography. a, A mask is
fractured into primitives of the pattern-generator, and b, each primitive is filled with discrete
shots. c, The resulting exposure is a convolution between the electron point-spread function
and the discrete shot-sites and the resists that receives a dose above the threshold-dose is
developed. Figure adapted from [61].
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since height variations across a chip are typically within a few micrometers, the focus
is set to the mean height of the sample surface and exposure speed is prioritized.
All exposures are direct-write and the exposure flow is outline in Fig. 3.1. The
patterns-to-be-exposed are provided as a list of two-dimensional (2D) polygons, P , in
a mask, M(x, y), prepared in the database format Calma GDS II using an in-house–
developed software-library [28]. The mask is fractured into basic primitives allowed
by the specific EBL-system (blue line in Fig. 3.1a). The JEOL tool allows only
trapezoids with all inner angles ≥ 30◦ and the two parallel sides aligned to either the
x- or y-axis and triangles can be defined by letting two points be identical on the
short side. This allows a fast pattern generator [64] but is somewhat restrictive and
should be carefully considered when designing masks [16]. Contrary to this, Elionix
tools offers a wide range of primitives – notably the circle, which is relevant to the
photonic crystal (PhC)-community [65, 66].

The system has a 100 MHz pattern-generator, which enables it to move the beam
once every 10 ns or slower – albeit not faster. Figure 3.1b shows the fractured primi-
tives discretized into shots [44, 48, 61],

S(i, j) =
∑
i,j

∫
M(x, y)δ(x − ipx)δ(y − jpy)dxdy, (3.1)

with S a 2D matrix describing which of the discrete sites should be exposed, and
px and py being the pitch, i.e., separation between the shots, which can be different
along x and y on Elionix tools but are equal on JEOL. In practice the current is not
changed dynamically and so the dose delivered to a shot is controlled by a dwell time,
τ , weighted by the pitch, p2 = pxpy, and the base charge dose density of the exposure,
D0, often called the dose to clear, and the dwell time can be written as,

τ(i, j) = p2D0

I
S(i, j). (3.2)

For a dose of 200 µC cm−2 = 2 aC nm−2, a current I = 0.2 nA and the minimum
pitch of 1 nm, the dwell time becomes 10 ns, which is the limit of a 100 MHz e-beam
writer, i.e., a lower dose requires a correspondingly lower current or a larger pitch.
This typical limit corresponds to 12.5 electrons per shot, which is clearly shot-noise
limited. Additionally, it can be seen that a smaller pitch results in a better pattern-
fidelity due to the better shot-filling.

The mass of the electron is 511 keV/c2 [67] and the energy-ranges in electron-beam
lithography are therefore non-relativistic. The scattering cross-section of electrons in
a stack of stratified media, and therefore the expected dose to clear, scales as

√
V

[44], i.e., few direct scattering events will occur and rather the main contribution of
the resist exposure is through local secondary electrons generated from the primary
scattering event. The likelihood of a primary scattering event is low but linearly
proportional with the thickness of the resists so this further implies that the required
dose to clear the resist does not depend strongly on the resist thickness for relatively
thin resists (thickness, t < 200 nm) and high voltage (V > 50 kV). While the number
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of electrons delivered to each shot is shot-noise limited, it is important to remember
that the shot pitch is also much lower than the size of the focused electron beam and
so a smooth exposure is generally obtained. This is shown in Fig. 3.1c illustrating the
resulting effective dose, Deff, from exposing a series of discrete shots by performing a
convolution between the array of discrete shots and the point-spread function (PSF)
[68], Ψ(r), which is a density function describing the fraction of energy deposited a
distance r from the target position that further obeys azimuthal symmetry [28],

Deff(x, y) =
∑
i,j

τ(i, j) ∗ Ψ(r). (3.3)

The green outline in Fig. 3.1c shows the threshold (which in general is a smooth
transition) for clearing the resists [28, 48], i.e., Deff(x, y) ≥ D0, with D0 the dose to
clear. Notably this outline is less rough for a smaller shot-pitch since a smaller pitch
results in a better pattern fidelity as well as a more uniform exposure [54].

3.2 The dose to clear
The dose to clear is a key parameter to a successful exposure [28, 43, 44, 48, 61] – yet
often it is defined inconsistently or specific to a pattern, which easily can be motivated
from hardware-specific quirks but may cause confusion in terminology. The definitions
and lack of clarity are closely related to the concept of proximity effect correction
(PEC); and thereby the PSF. This section will provide the intuitive description of
the dose to clear commonly used, and then—as has been done before in, e.g., Refs.
[28, 43, 44, 48, 61]—define it more rigorously in the context of the PSF. Finally,
measurements of the dose to clear are presented and discussed.

The term ”dose to clear” can be taken as the base charge-dose–density, D0, that
sufficiently breaks down (cross-links) the polymer in the positive (negative) resist
and the developer will dissolve the exposed (unexposed) features. The EBL system
delivers a dose (energy) per unit volume (typically in eV µm−3) in the entire stack,
however, since the resist is generally thin, the out-of-plane variation (along z) and
the threshold energy to active the resist can be factored out

Ψ(r) = Ψ(x, y) = Ψ(x, y, z)∫ ∫
dxdxΨ(x, y, z)

, (3.4)

thus defining a 2D density function (typically in µm−2) [28]. In the context of PEC
with a 100 kV exposure in a (substantially) silicon substrate, only the long-range part
of the PSF is taken into account and it can be approximated as a Gaussian with
variance β ≈ 30 µm [18]. This implies that dense and connected features, such as the
50-by-50 µm crystal in Ref. [18], affect their neighbours with background dose, and
PEC should be applied to adjust τ(i, j) spatially [51, 53, 57, 58]. However, small
and isolated features, such as the cavity in Ref. [16], will have a uniform dose within
each feature – they can be exposed without dose-modulation (often miss-interpreted
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as exposed without PEC) albeit the uniform dose will still be given by the PEC
[57], and notably, it results in a dose density that is larger than D0. Large periodic
or uniform features where only the central part is of relevance can be exposed with
a uniform dose. Examples include phononic crystal waveguides with many periods
of mirrors in the ends [20, 21] or lines to be cleaved somewhere in the middle for
cross-section analysis.

The pattern-specific dose-density is sometimes also confused with the base dose-
density to clear for a couple of reasons – although this practice should be avoided to
avoid ambiguity. First, it is common to expose an array of the desired mask (or a
representative subset of its content) with various doses and from an analysis of the
outcome decide a dose density for the actual exposure [69]; sometimes this is done
to ”avoid” PEC, although this practice represents an experimental trial-and-error
approach instead of solving the inverse problem [51] before the exposure numerically
[57] and scaling it with D0 [44, 48, 51, 53, 54, 70]. Second, while the physical
parameters of EBL is the dwell time and the current, the JEOL systems for example
specify τ only indirectly. Instead, the pitch, current and dose density are specified and
before the exposure commences it is verified that p2D/I > τmin with τmin = 10 ns =
1/100 MHz limited by the pattern-generator of the hardware. Since increasing the
current speeds up the exposure and reducing the pitch improves the rasterization and
exposure results, it is desirable to make D (called the ”RESIST” in JEOL terminology)
as large as possible, i.e., D0 is scaled by the smallest dose-modulation applied and
all dose-modulations are re-scaled to this relative dose. This is peculiar, since it is
rare that one needs to expose huge dense features with high-resolution electron-beam
lithography and more often fine features are needed and so the dose and dwell times
are naturally boosted. It now also becomes clear that since the smallest pitch possible
(1 nm on the JEOL tool) is desirable in order to improve the quality of the exposure
[16] and since D is simply a re-scaled version of D0 to satisfy a virtual process of the
hardware, the speed of the pattern generator and the speed of the exposure (i.e., the
current) are linearly proportional. Recently, a high-throughput Elionix tool offers a
pattern generator up to 400 MHz, however, 100 MHz is still considered state-of-the-art
and much-lower values, ∼ 10 MHz, are still prevalent.

With this in mind a dose to clear can be defined that is unique to the material
stack, the resist, the development process and the EBL system used (i.e., the voltage
scaling the dose to clear as D0 ∝ V −1/2 [44]). If a dense pattern much larger than the
longest-range component of the PSF (i.e., ≫ β) is exposed with a uniform dose the
central region out to ∼ β from the edge will receive a uniform dose, the base charge-
dose–density to clear. Figure 3.2a–b shows a schematic of an array of of large squares
each receiving a different uniform dose. Figure 3.2c shows an optical microscope image
of a 4-by-8 array of 200-by-200 µm squares with different uniform doses. The patterns
are exposed in 180 nm chemically semi-amplified resist (CSAR 6200.09) [33, 71, 72]
spin-coated on a silicon wafer and developed in amyl acetate (AR 600-546) in a single
puddle for 60 s. The development is carried out using an automatic Laurell EDC
650 puddle, which dispenses the chemical, consistently and reproducibly agitates the
sample during the development and exchanges the developer for isopropanol (IPA)
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Figure 3.2. Dose test for electron-beam lithograghy. a, Array of large squares such
that the central inspection area (b) of each receives a uniform dose. c, Optical microscope
image of dose test performed in 180 nm CSAR resist on a silicon substrate. d, the centers
of each square next to one another to illustrate that the dose to clear is the smallest value
that fully clears the center, in this case (170 ± 5)µC cm−2.

to stop the development immediately after 60 s has transpired. Finally, it dries the
sample with dry N2. The edges of the squares shows the dose-variation due to the
PSF [58] and enables identifying when the resist is fully cleared in the center, i.e.,
when the color stops changing. Fig. 3.2d shows a cut-out of the centers of each square
put next to each other to show that the dose to clear is (170 ± 5)µC cm−2. A dose
test carried out for the same resit thickness and development procedure but using an
SOI chip instead results in a dose to clear 145–150 µC cm−2 [18, 28, 68].

It is advantageous to reduce the thickness of the resist in order to improve the
spatial resolution, since a challenge from the resolution–point-of-view is the aspect
ratio [16]. However, a thinner resist comes at the price of reduced etching selectivity
(i.e., the mask is eroded and consequently it is harder to etch as deep). The resolution
can therefore be traded for roughness as described in Ref. [16] or the thicker resist
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Figure 3.3. Dose test for 65 nm CSAR on SOI. The thin CSAR reduces the contrast
in optical microscopy, however, the dose to clear can be determined to be 150 µC cm−2.
The dose test is carried out on a 240 nm silicon on 3 µm buried oxide SOI chip and the
development is performed with amyl acetate (AR 600 546). The experiment presented in
this figure is carried out in collaboration with Christian A. Rosiek.

can be used to maintain a low roughness as described in Ref. [18]. The importance of
aspect ratio as well as the trade-offs with selectivity and other figures of merits will be
discussed in detail in Ch. 4. Figure 3.3 shows a dose test carried out on 65 nm CSAR
on a 240 nm silicon on 3 µm buried oxide SOI chip (i.e., type 1) in collaboration with
Christian A. Rosiek, and the dose to clear of 150 µC cm−2 is consistent with [28, 68]
as well as the thicker CSAR resist on the same substrate [18] but notably lower than
the all-silicon substrate. This corroborates that the dose is largely independent of the
thickness of the resist as long as it is reasonably thin; however, it does depend on the
stack materials [43].

To investigate the effects of shot-filling in nanostructures explicitly, Fig. 3.4a–
c illustrates 3 sets of two dose tests with three different shot pitches p = 12.5 nm,
15 nm and 8 nm, respectively. The dose test is carried out on SOI-stack 2 with 50 nm
CSAR (6200.09, i.e., 9 % CSAR concentration diluted 1:1 to 4.5 %) and a multi-
layer hardmask stack (10 nm chromium and 10 nm poly-crystalline silicon), which
will be discussed and motivated in Sec. 4.3. The development is carried out using
amyl acetate (Zeon N-50) for 60 s. As previously mentioned, JEOL and Elionix EBL
systems deflect the incident beam to define patterns, however, this deflection cause
a deterioration in the exposure quality farther from the center; and hence, is limited
to 1 mm on the JEOL JBX-9500FSZ, called a writefield and the e-beam stage is
only moved when patterns are larger than this by stitching together writefields –
this can cause errors at the writefield interfaces called ”stitching-errors.” In addition,
to maintain a high-fidelity, so-called subfields are employed in which the write-fields
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Figure 3.4. Dose tests to probe the effects of shot-filling. All tests on multi-layer
hardmask stack on SOI (stack 2) with 50 nm CSAR and development with amyl acetate
(Z-N50), 60 s. a–c, The pitch is varied to p = 12.5 nm, 15 nm and 8 nm, respectively, and
3 rows of 180-by-180 µm squares are exposed using each pitch with doses 50–255 µC cm−2.
The top row in each set is manually fractured to 25-by-25 nm squares (72002 squares) with
comparable dimensions to the pitch to illustrate the shot-filling. The left panels shows the
shot-filling as it appears on the JEOL 9500FSZ pattern-generator. The bottom rows are
offset +5 µC cm−2 compared to the middle row where the squares are fractured to 4-by-4 µm
to eliminate shot-filling errors. The red squares highlight the dose to clear estimated from
each row and the inset in c shows the centers with dark-field optical microscopy, which is
sensitive to small amounts of residue, thus illustrating that the dose to clear is higher due to
the shot-filling only delivering 92.12 % of the desired dose. b, The top row shows that 144 %
of the intended dose is delivered. The darker sides on the right and left sides are from a 2.5x
magnification bright-field optical micrograph while the brighter central parts are stitched
in and obtained using 5x bright-field optical microscopy. The contrast and brightness is
not manipulated from the raw images. d, Profilometer-scan along the bottom-row of c
illustrating that the resist is ∼ 50 nm thick and that the dose to clear is 120 µC cm−2.
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are deflected in two stages, first a course deflector moves the beam to 4-by-4 µm
”subfields” and then the subfield-generator moves it on a 0.25 nm grid within the
subfield. Before the exposure is carried out—and ideally periodically during it—the
dose shift and gain due to the deflection is calibrated by deflecting the beam and
measuring the variation in dose deposited, however, only a mean compensation can
be applied and therefore, to ensure that the dose test is correct, the mask is defined as
a single 180-by-180 µm square and the stage is then forced to move to its center before
exposing it with a uniform dose. The middle row of the dose tests are swept with
uniform doses 50–250 µC cm−2 in steps of 10 µC cm−2, and the bottom row of each
test from 55–255 µC cm−2 to establish the dose to clear with high precision. These
squares are fractured into 4-by-4 µm squares, which are much larger than all three
shot-pitches considered, and hence, they achieve the same result of a 120 µC cm−2 dose
to clear. While it is hard to analyze the low-contrast bright-field optical microscope
images, the inset in Fig. 3.4c shows the centers of the squares inspected by dark-field
optical microscopy, which is much more sensitive to low levels of resist residues, thus,
confirming the dose to clear. To further corroborate the dose to clear, a profilometer-
scan of the bottom-row of Fig. 3.4c is shown in Fig. 3.4d. This also enables identifying
that the resist is ∼ 50 nm thick after development.

However, in the top row of each dose test the 180 µm–squares are fractured into
a 7200-by-7200 array of 25 nm–squares, which are compatible with the pitches con-
sidered [61]. The left panel of Fig. 3.4a–c shows the pattern-generator–output for
such an array of touching 25 nm–squares. Interestingly, for the 3 pitches considered
it corresponds to an actual delivered dose of 100 %, 144 % and 92.12 %, respectively,
i.e., a correct exposure, an overexposure and an underexposure. This also manifests
in the dose test where the dose to clear for the three exposures are 120 µC cm−2,
80 µC cm−2 and 130 µC cm−2, consistent with the prediction from the shot-filling.
This uncertainty is huge compared to any other parameter in the exposure process—
usually the dose is controlled to within sub-percentage–precision—and implies that
great care must be taken whenever polygons are fractured to dimensions comparable
to the pitch [16, 61]. In the figures from the pattern generator, the size of the circles
represents the simulated diameter of the focused electron-beam (i.e., the full-width
half-maximum of a Gaussian spot).

Another interesting point is how the shot-filling is carried out. Manifestly, the
pattern is uniformly shrunk by half the pitch and shots are distributed starting from
the top-left point and with integer-multiples of the pitch. When the pitch is an integer
multiple of the fractured polygon-size (Fig. 3.4a) this goes well and the exposure is
uniform and clean. However when it is not, every second row is offset by a further
half of error, (w − p) mod p, for a feature width, w = 25 nm. Seemingly, this is
done to reduce dose-inhomogeneity resulting from polygon-interfaces at the price of
added line-edge roughness at the overall polygon boundary. This may be desirable
for fabrication of electrical circuits where establishing a connection is key, however,
the added roughness to the edge can be detrimental to optical structures causing
increased scattering of the light, i.e., larger propagation losses or lower optical quality
factors. Figures 3.4b) and c both shows that the shot-filling–method is not robust
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and actually does not results in a very uniform exposure even at the centers of the
original polygons due to the errors at fracture-interfaces. Curiously, the resulting dose
can be both an underexposure but also an overexposure and it may be hard to gauge
when which will occur in more complex structures, such as a smooth waveguide bend.
Here, an alternative is the approach taken by, e.g., Elionix in which the shot-filling
is always carried out from the top-left corner of the original polygon and spaced
by integer pitches horizontally and vertically; the error is then transferred to the
right and bottom sides of each of the fractured polygons causing a systematic error,
which is not necessarily better albeit at least predictable. The shot-sites and pitches
are controlled by an analogue signal (specifically, the discretization is done with an
analogue-to-digital converter (ADC) and then the voltages of the beam deflectors are
set through a digital-to-analogue converter (DAC)), and so shot-filling errors are not
intrinsically needed but rather implemented because it is widely not considered a big
problem. In any case, the solution is to ensure that the chosen pitch matches the
mask [16] and Ch. 6 gives an example how this can be ensured already at the design
stage.

Finally, it should be noted that the dose to clear measured here is substantially
lower than previously. Multiple factors have changed; there is a hardmask between
the SOI-stack and the resist, the resist is thinner, and the developer is changed.
Previously, it was demonstrated that the thickness of the resist does not substantially
affect the dose to clear, and for parts of this project the developers have been used
interchangeably due to involvement in different projects, and while the results with
Zeon Z-N50 seems more reproducible the dose to clear does not seem to fluctuate.
This implies that the change is caused by the hardmask-stack, which may in-part be
due to the chromium layer, which is conductive such that the deposited electrons can
be dispersed to ground from the resist, and therefore not affecting the subsequent
incident electrons. It must be noted that it is known that the e-beam current affects
the dose to clear, both due to the restrictions on the pitch imposed by the pattern-
generator–speed, but also due to transient effects; however, the currents for these
experiments are kept constant (I = 2.005 nA) well below the limits where this should
affect the exposure.

3.3 The point-spread function

The measurements of the PSF reported in this section has been carried out in collab-
oration with Christian A. Rosiek. The base charge dose to clear, D0, further serves
as the normalization constant of the PSF and by exposing a single isolated shot with
a given charge dose, q, and measuring the radius of the resulting developed circle,
rclear(q), the PSF can be measured experimentally [28, 48, 49, 54, 68],

Ψ(rclear) = D0

q
. (3.5)
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Figure 3.5. Measurement of the point-spread function. a, Optical microscope image
to measure the size of developed holes with a zoom-in of the inset in b. c, Measurements by
optical microscopy and scanning electron microscopy, numerical Monte-Carlo simulations,
and fits using both the conventional double-Gaussian model as well as a power-law model
as discussed in the text. The measurements are carried out in collaboration with Christian
A. Rosiek.
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Figure 3.5a shows a bright-field optical microscope image of an array with 25 circles
resulting from single-shot exposures with doses, q =0.5625–337.5 nC, exposed with
I = 12.2 nA, i.e., the dwell times ranges from sub-second to minutes. It is important
that the circle are well-spaced to avoid cross-talk, such that the size can be measured
directly as shown in Fig. 3.5b. In addition to these large doses a range of lower doses
from 0.25 fC–4 nC are exposed with I = 211 pA and inspected with a scanning electron
microscope (SEM) and the measurements are shown in Fig. 3.5c. The small overlap
in the ranges are to confirm that the PSF-measurement is not affected by the currents
used. Figure 3.5c additionally shows the results of a numerical Monte-Carlo (MC)
simulation [46] of the electron scattering in the stack, which agrees reasonably with the
measurements. Notably, the MC simulation assumes a point-source of electrons and
should be convoluted with, e.g., the beam-spot size, which would make it more closely
resemble the measurements at very short distances. Moreover, the measurements
includes the development process and therefore deviates slightly for the short ranges,
which further are at the limit of the resolution obtainable with standard top-view
SEM [49]. In practice measuring the PSF for the full process would be desirable to
accurately take it into account for PEC [73, 74]. The radius of the circle represents
the point where Deff = D0, however, the effective dose will be much larger inside the
circle. A small solid spot can be seen inside the larger circles, which results from the
resist cross-linking again at Deff > 490D0 [28].

Historically, the PSF has been described by a double-Gaussian (2G) model [47],

Ψ(r) = 1
π(1 + η)

(
1

α2 e−(r/α)2
+ η

β2 e−(r/β)2
)

, (3.6)

with a shot-range term to describe the size of the focused beam, α, and a long-range
term to describe the scattering in the material stack over a length captured by β
and a relative weight, η. The use of higher voltages combined with improvements
to the EBL-systems has resulted in α being reduced to a few nanometers while β
has increased to tens of micrometers. To solve the PEC-problem only the long-range
effect is normally taken into account [57, 70] by considering the PSF as [18],

Ψ(r) = 1
π(1 + η)

(
π + η

β2 e−(r/β)2
)

, (3.7)

and the resulting dose becomes dependent on the pattern density, ρ, on a length-scale
of β, while the dose-scaling depends on η [43, 69, 70], ρ(1 + η)−1. The PSF spans
many orders of magnitudes: In the case reported here the radius spans 4 orders of
magnitudes while the PSF spans 8. Moreover, the PSF has azimuthal symmetry so
it has a square-dependence on the radius which should also be taken into account
when performing the fit in order to avoid that the fit is dominated by local effect [44,
48]. Occasionally, α is simply put to the specification-sheet number of the hardware
as it in any case is not used in practice. It is commonly known that this model
does not fit the data well and a number of solutions to describe a larger part of the
PSF has been proposed such as adding additional Gaussian [75] or exponential [48]
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terms—even to the extend of naming the processes associated with each additional
term—e.g., ”fogging” electrons and ”blur” [69, 76].

While Gaussian terms are efficient to compute and remains valid for practical PEC
[58], they do not offer substantial new intuition or understanding. It still appears
that the long-range Gaussian captures an effect reasonably, however, with increasing
voltages [50, 60] there appears to be an intermediate-region scaling as a power-law,
motivating a new model [28, 68],

Ψ(r) = 1
π(1 + η)

(
ν−2

1 + (r/γ)σ
+ η

β2 e−(r/β)2
)

. (3.8)

Where σ controls the slope of the power-law, γ replaces α to describe the beam-
size and ν is a normalization constant, which should not be included directly in
a fit as it depends on σ and γ. Both models are fitted to the experimental data
resulting in the double-Gaussian parameters (α = 25 nm, β = 29.7 µm, η = 0.5), and
the power-law results in (γ = 17 nm, σ = 2.9, ν = 35 nm, β = 30.9 µm, η = 0.5).
Notably, considerable care should be taken when performing a power-law fit [77] and
further studies might find a more physics-based model. In this context it is worth
highlighting that the PSF falls off faster than a Gaussian at long-range, but the
Gaussian captures the accumulated energy reasonably and therefore remains suitable
for PEC. Possibly, a trigonometric function could be derived following the scattering
cross-section described by the Lewis-equation used for MC simulations [44]. The
scattering depends on the atomic number, and here only light atoms are considered,
i.e., silicon, oxygen, carbon and hydrogen (including the polymeric mask), however,
the large deviation between the 2G-model and measurements where first observed for
GaAs [48]. Possibly, a Gaussian-like term should be included for each (substantially
different and largely present) atomic weight in the stack, e.g., two Gaussian functions
might be appropriate to describe InP. If the material is provided as a thin film (≪
1 µm) on a substantially-silicon–substrate, however, likely the PSF will not deviate
substantially from the PSF reported here.

For practical purposes of PEC, estimating η accurately is in fact the most im-
portant, which can be done already from the fast microscope test and measurements
shown in Fig. 3.5a–b, and combined with the dose to clear this provides a pattern-
independent framework to assign an appropriate exposure dose. Attempts to include
short-range effects have great promise for improving the quality of high-resolution
EBL [74], however, care must be taken not to simply use the Gaussian model based
on simulated α [41] but instead accurately represent the PSF, either by a smoothed
version of the experimental data, such as a many-Gaussian model [78] or using a
model similar to Eq. (3.8).

3.4 High-resolution lithography
This section illustrates the principles derived in the previous sections by considering a
slotted phononic-crystal waveguide (sPnC) shown in Fig. 3.6a similar to the structure
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Figure 3.6. Slotted phonon-waveguide without proximity-effect correction. a,
A phonon waveguide with an optomechanical interface similar to Ref. [20] with a large air-
opening in the end. b, Zoom-in at the end of the waveguide where the width of the slot in
the center varies and is larger close to the large open feature in the ends and shrinks as it
gets farther away due to the change in Deff from the uncompensated background-dose.

in Ref. [20]. The physics of these optomechanical systems will be discussed further
in Ch. 7. From a fabrication–point-of-view the system is a long (compared to β)
periodic structure with large exposed areas at each end. The structure is composed
of large blobs—clover-shaped so-called shamrocks [18]—placed symmetrically around
a narrow slot and with an area density ∼ 60 %. The large exposed rectangles at
the edges of the system are interesting because they deposit a large background-dose
around them, which falls off scaling as the PSF, i.e., over the first many micrometers.
Figure 3.6b shows a zoom-in around the edge where the slot width veries visibly,
changing in size since the background dose-gradient is not compensated by adjusting
the dose of the features close to and far from the edges. This error also manifests in
the size of the shamrocks, however, this is much less clear from the images at is is
only a comparatively small modification in the outline.

Although it illustrates the general need to take proximity effects into account, the
first ∼ 4 µm from the edges of the system are in fact less important, as they simply
cause a mirror (phonon shield) to establish a cavity [20]. Instead, it is important
that the features are similar to each other in the center as the uniformity ensures
that it is a proper periodic system that can guide modes – if the system is perturbed
slowly a cavity can be engineered as discussed in Sec. 7.3, however, that is not the
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Figure 3.7. Slotted phonon-waveguide with shape and dose corrections. The
width of the central slot in a long phonon-waveguide can be accurately calculated, wc, by
reducing the width of the slot in the exposure mask, wm, from the target slot-width in
the design, wd, and instead increasing its dose. a, Convolution between different mask-
widths and -doses improving the exposure latitude. b, Calculated (and measured) slot
width resulting from the predictions in a. c, Scanning electron micrographs and insets of 5
different slot-sizes resulting from exposing half the slot-width with a 3 times higher dose.

aim of this particular structure. It can be seen in Fig. 3.6b that the slot becomes
vanishingly small towards the center of the waveguide, since the uniform dose density
is estimated using the long-range effect only, which is ∼ 6 orders of magnitudes
different from the PSF at a few tens of nanometers (Fig. 3.5c). However, since the
system is periodic along its length the mask of the slot can be adjusted such that the
result better resembles the intended design. Figure 3.7a shows a convolution between
the measured PSF (the fit to Eq. (3.8)). By exposing the nominal width with the
same dose as the shamrocks it can be seen that it barely clears the resist in the very
center, consistent with the fabricated slot-width vanishing in Fig. 3.6b. One method
to resolve this is to provide a constant background ”flood” exposure to shift the dose
to clear until the target and realized dimensions matches. This PEC-method was
commercialized as GHOST [54, 58] and can resolve the issues when the mask only
contains features with similar size and density, such as the exposure UV-masks for
transistors. However, it does not work when size or density varies such as here, since
shifting the dose to clear also would cause the shamrocks to change dimensions. In
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addition it suffers from a small exposure latitude, i.e., the contrast between exposed
and unexposed regions [33, 69, 72, 79, 80] is low due to the small slope of Deff across
the boundary. This in turn translates to partial development of the mask, which
will erode more quickly and can cause increased roughness along the feature-outlines;
so-called line-edge roughness (LER).

Instead, the exposure mask is modified using the principle of over-dose–under-size
(ODUS), where shape and dose have been adjusted jointly to achieve PEC and nor-
malized to the base dose to clear, i.e., Deff/D0. This results in a substantially higher
exposure contrast and tunable dimensions. Figure 3.7b shows the corresponding pre-
dicted widths of the fabricated features for the different ODUS-combinations, and
Fig. 3.7c shows titled SEM images of the slots in the center of fabricated structures
where the mask of the slot is reduced to half of its target width and exposed three
times (i.e., the dwell time τ is increased 3-fold and in principle can be continuously
adjusted). The measured dimensions fits well with the theoretically predicted dimen-
sions using a convolution with the PSF as shown by the blue and magenta lines in
Fig. 3.7b. Rather than reducing the dimensions by half, a better approach is to shrink
the feature-sizes by ∼ γ from Eq. (3.8), i.e., the point at which the slope of the PSF
rapidly increases such that the interface of the developed feature has the highest-
possible exposure contrast. The dose should then be increased until the feature-sizes
match the design, which is a non-trivial inverse problem [51, 70, 73, 74].



CHAPTER 4
Nanoscale silicon dry-etching

This chapter introduces and discusses the principles of dry-etching, i.e. cold-plasma
etching, first in general (Sec. 4.1) and then applies the principles to motivate the
recent clear-oxidize-remove-etch (CORE) process (Sec. 4.2) developed in a series of
four papers by Nguyen et al., starting with Ref. [11] and expanded in following works
to cover black-silicon on-demand [81], using hardmasks defined by lift-off [82] as well
as hardmasks defined in-situ within the same reactor [83]. This last process is fine-
tuned for nanostructures and this is covered in Sec. 4.3. These CORE-processes
have a number of interesting and remarkable features enabling state-of-the-art silicon
nanofabrication and the softmask-process [11] has been tailored for specific applica-
tions to explore novel physics and applications including extreme resolution at the
cost of sidewall roughness [16] and high-resolution with low roughness [18]. The
hardmask-processes have been further developed and tuned to maintain the ability
to etch small features with high-aspect ratio (HAR) and simultaneously achieve low
roughness (Sec. 4.3), demonstrated in Refs. [19–21, 84]. Finally, Sec. 4.4 documents
recent work to improve the stability of the process as well as discusses some of the
remaining challenges. This chapter focuses on the technology of dry-etching and is
motivated by the needs of subsequent applications in Parts II and III.

Silicon dry-etching has been quintessential to the technological advances over the
last half-a-century. During the span of this thesis, the author has become passionate
about plasma etching—and wishes for the reader to be excited as well—and conse-
quently, wants to motivate this chapter with a quote from the introductory lines of
the now 10-year old review in Ref. [5]. While this may seem exaggerated at first, it is
crucial to recall that without plasma etching pattern-transfer is limited to isotropic
processes (some chemicals can etch preferentially along specific crystal-planes in par-
ticular materials [36] but this is not generally the case). Therefore, in order to have
many components in a single (small) chip, HAR-anisotropic profiles are a necessity.
Lastly, the author would like to highlight and acknowledge Prof. Henri Jansen as well
as Vy T. H. Nguyen, Roy Cork and Jonas Michael-Lindhard for insightful discussions
about the etching processes.

Plasmas have been used to etch fine features in silicon integrated circuits
for nearly 40 years. Without this technology, we would be stuck in the
1970s listening through tinny headphones to disco music on our ”small”
portable cassette tape player. Carrying laptops around would be more for
fitness than for convenience and mobile “smart” phones would require
wheels. Today, instead we take these marvelous devices for granted.

Donnelly and Kornblit (2013). Reprinted with permission. Copyright 2013,
American Vacuum Society (Ref. [5]), license no. 5500700902869.
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4.1 Principles of reactive-ion etching
Figure 4.1a shows a schematic of a Reinberg-reactor [85] in which a chamber is filled
with gas to a certain pressure, p, and a radio-frequency (RF) auxiliary power, P ,
is supplied between two electrodes, the power is delivered to the bottom-electrode,
called the platen or the chuck and on which a sample is mounted, and the top-
electrode is grounded along with the rest of the chamber side-walls. The power ignites
a cold plasma, primarily driven by inelastic scattering (i.e., no heating), through a
dissociation process [86],

AB + e− → A + B∗ + e−, (4.1)

where an electron hits the molecule – for example SF6, which breaks into reactive
species F∗, and further becomes charged ions through an ionization process,

A + e− → A+ + 2e−. (4.2)

The electrons are drained to the ground leaving the plasma positively charged to the
plasma potential, Vp, indicated in Fig. 4.1b. The sample is mounted on a chuck,
which is connected to the RF-source via a blocking capacitor with capacitance, C,
forming a capacitively-coupled plasma (CCP) [86] along with the grounded chamber
side walls and, in particular, the top electrode. The RF power-supply line is matched
such that the supplied power is dissipated in the plasma, the so-called forward power,
F , rather than reflected back into the power-supply, R. In this thesis, when discussing

V

Platen
(ground)

Plasm
a

glow

-Vdc +Vp

b

– – – – –

RF
C0 V

Plasma+

+ +

+

+

a

Top electrode

Chuck

+

+

Figure 4.1. Schematic of a capacitive-coupled reactive-ion etching (RIE) system.
a, A radio-frequency (RF) power is supplied to a bottom-electrode, called the platen or the
chuck, and the top-electrode is grounded along with the rest of the chamber walls. This
power strikes a plasma. Electrons are drained to ground from the plasma, leaving it at a
positive potential, Vp, but build up on the sample surface since its access to ground is blocked
with a capacitor, leading to the negative direct-current (DC) bias, Vdc. b, Schematic of the
bias-profile along the height of the reactor.
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plasma-power it is implied that it is the forward power, and that the circuit is well
matched such that the reflected power is only a negligible fraction of the supply.

As the charges moves a restoring force pull them back resulting in an oscillation
at frequency [86],

ω =

√
niq2

mε0
= ve

λD
, (4.3)

where ni is the number of ions in the plasma, q and m are the charge and mass
of the particle and ε0 = 8.854 pF/m is the vacuum permittivity. For SF6 and ni =
1010cm−3, ωelectron ∼ 1 GHz and ωion ∼ 2 MHz. Typically, the plasma is driven in the
Federal Communications Commission (FCC)–allotted band, ω = (13.56 ± 0.01)MHz,
which keeps the heavier ions relatively motionless but allows the electrons to move,
thereby driving the plasma. The characteristic breakdown-voltage of a plasma, Vbd ∼
1 kV, and the typical power considered in this thesis is F ∼ 10 W corresponding to
a current of ∼ 6 · 1016 electrons per second. At a pressure ni = 109–1011cm−3

This obtains a weakly ionized glow-discharge plasma [86]. The degree of plasma
ionization is defined as, α = ni/N = ni/(ni + nn), and for CCP typical values are
α ∼ 10−6–10−4. It is possible to increase ni ∼ 1012cm−3—and therefore α—using
inductively-coupled plasma (ICP) or transformer-coupled plasma (TCP), which can
increase the etch rate and is valuable particularly for high-throughput etching-tools
used in industry, however, this thesis rather focus on accuracy at the nanoscale with
low-power processes using CCP. The processes discussed later in this chapter have
been demonstrated also to work with the ICP-source at higher rates in Refs. [11, 83].
Since fluorine has a high electron affinity, attachment is likely, i.e., A + e− → A−,
and the charged reactive ions can interact with the silicon forming the volatile SiF4
thereby etching the silicon [87].

The Debye sheet—sometimes called the ion sheet—balances the total charge of
the plasma and spans a characteristic length, the Debye length [86],

λD =
(

ε0kBTe
nq2

)1/2

, (4.4)

which for ni ∼ 109–1012cm−3 at room temperature corresponds to λD =0.01–0.1 mm.
This is notably much smaller than the dimensions of the chamber of a typical reactor.
The region between the wafer and the plasma is called the dark space, since it is
drained of electrons (or rather the electrons are slowed down) leading to less collisions
that result in the emission of light [86]. The electrons go to ground, however, the
blocking capacitor shown in Fig. 4.1a ensures an RC time-constant much slower than
the frequency of the RF-source. Therefore, electrons build up on the sample surface
in a steady-state leaving it on a negative potential called the DC-bias, Vdc, as shown
in Fig. 4.1b, which is a measureable quantity that controls the energy of the ions. In
fact, a key reason for using ICP and TCP is that it enables increasing the ion density,
ni, and therefore the etch rate, without affecting the DC-bias, and therefore the
etching physics [5, 11, 86]. As electrons build up on the sample surface the electrons
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are repelled further, thus increasing the dark-space above the wafer compared to
between the plasma and the grounded platen and sidewalls.

The ions obtain a kinetic energy from moving through the, VE = Vp−Vdc, potential
[86],

Erms = 1
2

mev2
rms = 1

2
kBTe, (4.5)

with kB = 1.38·10−23J/K the Boltzmann constant. The resulting ion-sheath thickness
is

d = 2
3

(
ε0

ji

)1/2 (
2e
mi

)1/4

(Vp − Vdc)(3/4), (4.6)

where ji is the ion current density and mi is the ion mass. The cross-section describes
the probability of collisions [10, 86], σe = 100a2

0 = 2.800 × 10−18 m2, and the mean
free path is given as

λe =
νavg
Feg

= kBT

σp
. (4.7)

At room temperature (T = 20 ◦C) this becomes λe = 10.8 cm/p(mTorr), which is
large compared to the dark space at low-power plasmas, i.e., when the pressure is
below 1 mTorr collisions are unlikely. This will make the etch highly directional, i.e.
anisotropic, and reduce the ion-angle distribution (IAD), thus avoiding degradation
of the etched sidewalls. The IAD is further reduced by increasing the plasma bias,
however, this also erodes the mask faster [11]. On the other hand, when the pressure
is increased well above 1 mTorr, collisions become likely and the etch becomes more
isotropic. The lateral distance etched compared to the vertical etch-depth gained is
therefore controlled by a combination between pressure and DC-bias (and to some
extend the plasma potential).

Figure 4.2 shows a schematic of the reactor used in this thesis, where the platen
has a diameter, d = 150 mm, corresponding to an area, A = 700 cm2 (the chuck on
which a sample can be placed is lager, ∼ 200 mm). The schematic is simplified and
more details on the reactor design are available in Ref. [88]. The distance between
the two electrodes is 13.5 cm and so the volume, V ∼ 104cm3. The ICP-coil is driven
at RF and have only few windings, however, the inner and outer electromagnetic
(EM) coils are operated in DC at 800 W with water cooling and confines the plasma
ions for the ICP to increase the degree of ionization by reducing the the electrons
lost to the sidewalls. The EM-coils are found to have little effect when the tool is
run only with CCP, where permanent magnets employed around the main reactor
suffice to contain the plasma. These magnets are related to the field of magnetically-
enhanced reactive-ion etching (MERIE) where the etch rate is enhanced while the bias
is reduced for CCP-plasma [5]. Another important consideration is the condition
of the chamber, as deposition of, e.g., polymer-films on the aluminium chamber-
sidewalls will affect the ability to evacuate electrons to ground through the sidewalls
and therefore affect the plasma chemistry. For this reason it is possible to control the
temperature of the various sections of the reactor, including 4 sets of heaters across
the sidewalls, as the temperature affects how readily different polymers will deposit.
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Figure 4.2. Schematic of the central features of the dry-etching tool used. The
chuck includes further complexity to allow, e.g., cooling and heating of the sample as well
as a lift to change the height of the chuck; the height combined with the platen size must be
large enough to avoid effects of fringing fields. The sidewall also includes heaters around the
permanent magnets, however, in this thesis processes are run at room temperature without
the need for heating and cooling.
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Many processes rely on fluorocarbon gases [5], e.g. C4F8, which will form polymers on
the sidewalls and further require regular cleaning processes with, e.g., oxygen-plasmas
to etch away these polymers, and to ensure a reproducible process the chamber should
be preconditioned to ensure it has the same start at every process. The 4 gas-ports
shown explicitly are controlled by so-called fast mass-flow controllers (MFCs), which
provides a needle-valve to adjust the gas flow into the reactor ∼ 10 Hz. Other gases
are adjusted from the gas-manifold and it will typically take ∼ 1 s for the system to
respond to changes there. The chuck-schematic is simplified, it includes a lift to adjust
the distance between the electrodes (maximum 13.5 cm is used throughout this thesis),
or rather the distance from the platen to the ICP coil, as well as 5 metal pins that can
lift the substrate using during loading of the sample from the load-lock [88]. The thick
dielectric electrostatic chuck (TDESC) is the brand-name of a ceramic block between
the chuck and the wafer with an O-ring matching a 6” (i.e., 150 mm diameter) wafer,
and 6 kV can be applied across it to electrostatically clamp the substrate. Helium can
then be flushed to the backside of the wafer to provide sufficient thermal conduction
to heat or cool it as desired. Finally, the pump is a 2500 L/s turbo-pump mounted on
the side of and below the chuck, and one could expect some level of asymmetry in the
gas flow and etch uniformity, however, this is not observed—and certainly not within
the central ∼ 5 cm radius of the carrier wafer, on which the chip-of-interest is placed.
The pump is separated from the reactor-chamber by a VAT throttle-valve, which is a
200 mm-diameter aluminium disc mounted on a pendulum-arm and capable of moving
to expose 0–100 % of the throttle within ∼ 0.5 s with 0.1 % accuracy. By varying this
position it is possible to control the pumping speed and thereby the pressure in the
chamber.

4.2 The clear-oxidize-remove-etch (CORE)-process
Silicon can be etched with a number of chemicals, fluorine forms the volatile SiF4
enabling a chemical etch with low bias (i.e., low sputtering), while bromine and
chlorine do not etch silicon spontaneously but instead as ion-induced etching, which
needs simultaneous ion bombardment to gain etched depth [5, 86]. The strong ion
bombardment further achieves high anisotropy, which is desirable, and such etching
is typical for most materials, including many III-V materials. Conventionally, the
etch can be made directional by mixing gases that provide different radicals, that
either form volatile products, e.g., fluorine forming SiF4 thereby etching silicon – or
which form a passivation-layer that shields the substrate from etching, e.g., oxygen
forming SiOx which is not fluorinated. This passivation layer is instead removed by
high-energy impacts, i.e. sputtering, resulting from a large DC bias. Since the high
DC-bias also reduces the IAD the passivation is primarily removed at the bottom of
the trenches thereby making the direction anisotropic [5, 86, 89].

In 1993 Laermer and Schilp of Bosch GmbH filed a patent on anisotropic etching
of silicon using a switched process [90], now commonly known as the Bosch process
[5, 88]. By separating the passivation (deposition) process from the etching process
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Define mask Etch (E) Oxidize (O) Remove (R) Repeat cycle

Figure 4.3. Cyclic clear-oxidize-remove-etch (CORE) process. Three steps are
carried out in order to transfer a mask into silicon, and the steps are separated by the
clear (C) step to prime the reactor for the next cycle. The etch step (E) chemically etches
silicon, the oxidation step (O) is a self-limited passivation forming SiOx on all exposed
silicon surfaces and the bottom remove step (R) sputters the formed SiOx only through the
mask, exposing silicon for the E-step to etch. The reactor clearing (C), passivation (O),
bottom removal (R) and etch (E) steps form a cycle, which is repeated multiple times to
etch anisotropically.

it is possible to achieve high-aspect ratio structures with much less degradation of
the resist, since the high bias is only needed during the etch step – and importantly,
the process becomes much more stable and flexible to adjust. Figure 4.3 shows a
schematic of the switched process, known also as deep reactive-ion etching (DRIE).
Such a switched process rather than a continuous process [91] exhibits characteristic
scallops [5], which is periodic roughness on the sidewall of etched features. The size of
this roughness may be controlled by the duration of the etching step, i.e., how many
cycles are used to etch a given depth, as well as the anisotropy of the etching step
[16, 18]. More recently the etch step has been further split into two parts, a high-
pressure, low-bias chemical etching step and a low-pressure, high-bias bottom removal
step, called deposit-remove-etch many times (DREM) [92]. This enables only eroding
the resist during the removal step, which is low-pressure and therefore erodes slowly
compared to the high-pressure, high-power combined etch step. The DREM process
relies on fluorocarbon deposition with the C4F8 gas, which grows a passivation layer
much faster than the oxidation process, in part because oxidation is a self-limited
process [11]. However, since it is not self-limited, clogging [11] can occur in which
the opening of a deep trench closes since more polymer is deposited there than in
the bottom; this led to the addition of an ash-step forming the DREAM-process
[92]. Ashing is oxygen plasma, which etch-back the polymer, and if the amount of
deposited polymer matches the amount of lost resist/polymer from a cycle this process
can achieve, in principle, infinite selectivity, i.e., the ratio between the etched depth
and the original mask-thickness [92]. Moreover, such switched processes enable three-
dimensional (3D) etching [11, 93] needed for the next generation more-than-Moore
transistors [7, 94].

The 4-step DREAM process is a substantial improvement from the conventional
2-step Bosch process and continues to offer high etch rates. However, the deposition
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between the FC- and O-related sequences on how the deposition
mechanism affects the overall BSi formation will be explained next.

As illustrated in Fig. 2, the directional sequence can be sepa-
rated into three basic steps: passivation with FC- or O-species

(left), removal of this layer using an ionic flux (middle), and silicon
etching using F-radicals (right). All three steps have their own
aspect ratio dependent characteristics. For example, during the
Bosch deposition step [Fig. 2(a1)], the arrival cone of the FC

FIG. 1. Typical fine-tuned CORE cycle for nanoscale etching.

FIG. 2. Schematic illustration of BSi formation in the Bosch process (a) and BSi-free CORE process (b).
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Figure 4.4. Comparison between Bosch and CORE processes. a, Deposit-remove-
etch many times (DREM) method, which is a development on the conventional Bosch
method. The polymer is deposited unevenly and consequently it is difficult to tune the
removal step appropriately for different aspect ratio-features; this further translates into
roughness in the bottom, known as grass or black silicon due to its anti-reflective nature.
b, Oxidation of silicon is self-limited and therefore the same thickness of passivation can
be achieved independent of aspect ratio. The removal step is largely free of loading due to
the long mean-free path so even high-aspect ratio trenches can be cleared efficiently. Figure
reprinted with permission. Copyright 2020, American Vacuum Society (Ref. [81], license no.
5487870544584).

of polymers continues not to be uniform as shown in Fig. 4.4a, in particular the
deposition depends sensitively on the aspect ratio (AR). Normally, high AR (HAR)
and low AR (LAR) features can be fabricated independently with multiple aligned
steps, however, this introduces the risk of errors due to missalignment and defects
and so it is preferable to have an etching process, which is independent of the AR.
In photonics and phononics, the aspect ratio of neighbouring features readily varies
from ≪ 1 to > 10, such as the slotted phononic crystal shown in Figs. 3.7 and 3.6,
the physics of which will be discussed further in Ch. 7. To avoid dependence of aspect
ratio it is desirable to increase the mean free path, such that ions that sputter the
passivation in the bottom can move all the way down a HAR trench without hitting
the sidewall, thus removing the protection there without eroding the passivation in
the top of the trench. This is a central reason to split the etch-step of the Bosch
process into a low-density sputtering step and a high pressure etching step in the
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DREM process [92]. This leads to the introduction of the CORE process, which was
introduced in 2020 by Nguyen et al. [11] and illustrated in Fig. 4.4b. Here the R-
and E-steps are maintained but the deposit is exchanged for a self-limited oxidation
process. Notably, the oxidation is done with oxygen plasma, which is similar to
the ash-step of the DREAM-process [92]. This continuously cleans the reactor, such
that time-consuming preconditioning is not needed and further alleviates the need for
heating of the chamber side-walls, while the process remains reproducible and even
stable over long time – e.g., Ref. [82] demonstrated a stable etch lasting 16 h. The
CORE process runs at room temperature, since a higher temperature results in faster
oxidation; this is simpler and therefore cheaper to implement compared to cryogenic
processes often employed with fluorocarbon processes [88].

As discussed in Ch. 3, reducing the softmask thickness results in higher spatial
resolution. However, this stresses the process to achieve a higher selectivity, and in
Refs. [16] and [18] the CORE process is adjusted to work with thin electron-beam
lithographic softmasks to etch only their thin, crystalline (100) 240 nm and 220 nm sil-
icon device layers, respectively. Moreover, the etching process naturally stops when it
reaches the buried oxide, as fluorine does not etch SiO2 – similarly to the oxidized, and
therefore passivated, sidewalls. Still, the bottom-removal step may slowly progress a
few nanometers into the BOX for large, open features if the process is continued for
long after reaching the bottom. The oxidation process is fast (few seconds) and to
avoid carry-over effects from the etch step of the preceding cycle the VAT valve is fully
opened, the SF6 input valves closed and the O2 values opened to supply 100 sccm,
such that the reactor is cleared (C-step), which results in a pressure, p = 1 mTorr [11].
The unit sccm is standard cubic centimeters per minute, which is the common way
to specify gas flows. The gas flow is kept at 100 sccm during the O-step, the plasma
is ignited and the VAT valve is swung to be only 1 % open, such that the pressure
builds up and the bias is kept low.

Figure 4.5a shows an SEM cross-section image of different AR trenches etching
into silicon using a variation of the hardmask process in Sec. 4.4. The process is run for
75 cycles with a 5 s O-step and the E-time is ramped from 65–89 s to keep the scallops
similar-sized as the aspect ratio increases to compensate the effect of microloading
[88, 91]. Figure 4.5b shows a plot of the measured width and depth, illustrating
the commonly known RIE-lag—and the fit confirms its canonical logarithmic scaling
[5, 86, 91, 95]—in which the etch rate depends sensitively on on the aspect ratio.
More narrow trenches become HAR faster and the etch rate consequently slows down.
Microloading does not occur when limited by bombardment but rather when limited
by the available number of reactive species [87, 91], and since the passivation is self-
limited, mainly the R- and E-steps are of concern and to reduce the microloading,
the bias should be increased, the pressure should be reduced or the gas flow can be
increased. Changing the pressure will also affect the bias, and so it is not a desirable
method to reduce loading in the E-step where instead the supply-gas flow should be
increased. On the other hand, reducing the pressure is the best way to improve the
R-step, however, this is limited by the available mass-flow controllers and pumping
capabilities of the system; instead the platen power must be increased. Strictly, more
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Figure 4.5. Lagging in reactive-ion etching (RIE) due to aspect-ratio dependent
etch rate. a, Scanning electron micrograph of 7 trenches etched 1–2 µm depending on their
width. A deviation from a vertical sidewall can be observed as well. b, Semi-logarithmic
graph of measured trench depth against trench width including a fit. The red points show the
corresponding aspect ratio, illustrating the RIE-lag are mostly pronounced for high aspect
ratios.

reactive species could also be created in the E-step by, e.g., using the ICP source. The
sidewall angle can be observed to change for the most narrow trenches in Fig. 4.5a,
where the profile becomes so-called positively tapered and narrows with etched depth
gained. More precisely, due to the high bias to keep the loading-levels low, and since
the process is optimized for many fewer cycles to etch only 220 nm, the selectivity
drops and faceting [5, 87] can be observed, where the trenches are widened around
the openings (undercut). This should be countered by more passivation, strictly only
for the later parts of the etch, that is the passivation should be ramped. To still fully
clear the bottom of the trenches, the time of the remove step should be increased.
Changing the time does not affect other parameters and must simply balance the
amount of passivation until no black silicon forms [89].

Ref. [89] gives an introduction on how to adjust etching parameters for a given
process, with an SF6/O2 chemistry in a continuous flow operation, and refs. [11, 81–
83, 87] contain substantial input and discussions on how to adjust the parameters of
the CORE process to resolve different issues on the profile. Importantly, since the
passivation is self-limited and the physical effects of the different steps are separated,
many effects can be adjusted without simultaneously affecting other parts of the
etching, which greatly can save time during process development and optimization.

In Ref. [16] the O-step is increased to 4 s (from 3 s in Ref. [11]) and the pressure
is measured to ramp from 1–32.4 mTorr during this time. The pressure during the
R-step (which lasts 20 s) is stably at (0.33 ± 3)mTorr and during the 72 s E-step, the
pressure again ramps up and stabilizes at (14.16 ± 0.02)mTorr over the first ∼ 20 s.
Importantly, the pressure of the R-step corresponds to a mean free path, λe = 32.4 cm,
which is much greater than the width of the dark space, and the pressure, p ≫ 1 mTorr,
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for both the O- and E-steps, hence, resulting in less sputtering. However, the SF6
flow was reduced from 15 sccm [11] to 10 sccm [16] to achieve a lower pressure and
therefore make the etch more anisotropic. This results in the very elongated scallops,
since the 240 nm device layer is etched in only 8 cycles (10 cycles are used to ensure
also the smaller features are etched correctly). In Ref. [18], however, the aspect ratio
is uniform and much lower in the periodic crystals are etched. Therefore, 14 cycles are
used with p ≈ 50 mTorr during the E-step to reduce the roughness of the sidewalls.
Importantly, the aspect ratio in these discussions concerns only the void features,
since the main challenge is for the R-step to reach the bottom of the HAR trenches
to clear the passivation there. To reach further, higher power (and therefore DC bias)
can be used or alternatively, the pressure can be reduced.

4.3 The CORE-process with a hardmask
A 50 mTorr O2-plasma at 30 W etches CSAR at a rate of 50 nm/min, measured by
etching 7 samples with unexposed, yet developed, CSAR for 0–150 s and measuring
the resulting thickness with variable-angle ellipsometric spectroscopy (VASE). This
implies that the oxidation step in the CORE sequence etches the resist isotropically,
both eroding it from the top but also causing the mask to retract laterally. The etch-
step of Fig. 4.3 shows that a certain undercut is produced, where the etching etches
underneath the mask. If the mask retracts beyond the undercut, faceting will manifest
on the silicon features etched, which results in substantial roughness at the top of
the etched structures. This puts a fundamental limit on the amount of roughness
from the scallop-size that can be tolerated and the total number of cycles, i.e., the
etched depth, due to the limit on the amount of oxygen plasma the resist can sustain.
Instead, a hardmask can be used, which is neither eroded by O2 nor SF6 plasma.
Chromium, nikkel and aluminia (Al2O3) are excellent materials for such masks, and
Ref. [82] demonstrates ultrahigh aspect-ratio etches using a chromium mask deposited
by lift-off, which enables AR> 50 with > 10 µm deep features. However, lift-off has
restrictions in terms of resolution and line-edge roughness and instead an etched mask
is preferred. The problem is that the hardmasks mentioned typically requires, e.g.,
chlorine to be etched.

In 2021 chromium etching with a fluorine-chemistry (i.e., without chlorine or
bromine) was demonstrated by Nguyen et al. [83] using very specific combinations of
oxygen and fluorine. Notably, this was done in the same reactor as used for all other
processes discussed in this thesis. Chromium etching exploits that chromyl fluoride
(CrO2F2) is volatile (similar to the established way of etching it by forming chromyl
chloride). Therefore, fluorine with sufficient bias will etch chromium oxide (CrOx),
however, flourine on pure chromium will form chromium fluoride, which passivates
and stops the oxidation. Therefore, to etch chromium an oxygen plasma with a small
fraction (0.5–5 %) of fluorine can etch chromium, while oxygen and fluorine alone will
not, nor will mixtures with large fractions of fluorine etch chromium [83]. Therefore,
a continuous oxygen plasma is sustained (50 mTorr, 100 sccm) at 40 W and every 10 s
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Figure 4.6. Multilayered soft- and hardmask silicon-on-insulator stack. a,
Schematic of the target stack dimensions. The double-layer hardmask targets a 10 nm poly-
crystalline chromium and 10 nm poly-crystalline silicon deposited using sputtering. 50 nm
electron-beam sensitive resist (CSAR) is spin-coated, exposed, and developed to define the
patterns. b, X-ray reflectivity (XRR) measurement of the hardmask stack on a silicon
reference wafer. The fit yields a stack with thickness (roughness) of native oxide on sub-
strate: 0.49 (0.35) nm, chromium: 9.1 (0.18) nm, chromium oxide: 0.17 (0.76) nm, silicon:
9.9 (0.51) nm, native oxide on poly-Si: 0.46 (0.34) nm, and 0.2 (0.4) nm water adsorbed to
the surface at room temperature and pressure. Figure and caption reproduced from Ref. [96].

a small amount of SF6 (6 sccm) is entered for 1 s. This achieves an atomic-layer–like
etch with an etch rate ∼ 1 nanometer per cycle.

From the resist point-of-view this is essentially a more powerful version of the
ashing process (same pressure but higher power) and instead a hardmask that is in-
sensitive to oxygen plasma must be used – silicon comes to mind [83]. Since patterned
chromium can be transferred into silicon with high selectivity using this method, and
patterned silicon can be transferred into chromium with high selectivity, the required
thickness of both silicon and chromium masks must simply be sufficient to avoid de-
fects (i.e., pinholes) in the mask-layers. Refs. [19–21, 84] employ various combinations
of thin hardmasks, e.g., 30 nm silicon on 30 nm chromium and 12 nm silicon on 30 nm
chromium. However, it is found that thicknesses down to 10 nm of both offers suffi-
cient protection reproducibly – Fig. 4.6a shows this hardmask stack on SOI used and
Fig. 4.6b shows an X-ray reflection (XRR) measurement of the 2-layer hardmask on
a silicon substrate, which enables extracting the precise dimensions of the deposited
layers. Both hardmask layers are deposited using sputtering and without breaking
vacuum in order to keep the amount of native oxide formed on the chromium layer at
a minimum. This is important, since any native oxide in the interface will be etched
by fluorine [83]. Both the deposited chromium and silicon layers are strictly speaking
poly-crystalline, however, the chromium is deposited with a high rate of 60 nm/min,
to keep the level of crystallinity at a minimum. Moreover, such thin layers offer
little support to form the poly-crystalline regions and so the layers will be almost
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amorphous. This keeps the levels of line-edge roughness low.
Being back at etching silicon with a softmask may seem counter-productive at first,

however, since it is only 10 nm thick, the aspect ratio of HAR final patterns are vastly
reduced, and now the softmask can be transferred using a 2 min continuous etch with
5 sccm O2 and 5 sccm SF6 at 30 W platen power and the VAT throttle fully opened.
This results in a pressure of ∼ 0.2 mTorr and an etch rate of 8 nm/s, i.e., the 2 min
is an over-etch ensuring that all features are fully etched. Notably, this step is very
similar to the remove step. Refs. [19–21, 84] employ variations of a switched process
to etch the 12 nm and 30 nm silicon hardmask-layers, however, this is not ideal since
a cycles readily etches > 6 nm and the undercut from a DRIE-style process is not a
valuable trade-off when etching such low aspect-ratio features.

Figure 4.7 outlines the fabrication processes for the single lithography-layer fabri-
cation of suspended silicon structures in an SOI substrate used to explore applications
of etching technology in the later parts of this thesis. It consists of 11 sub-steps, of
which 3 are lithography (spin-coating, exposure and development) and 5 are carried
out within the same plasma reactor to sequentially transfer the patterns from the
softmask and into the multi-layer hardmask stack. The chromium etching process
can also be used to strip the chromium hardmask, and it is verified with optical ex-
periments that the chromium is fully gone [38]. The resist is stripped using a 3 min
oxygen plasma (50 mTorr, 30 W), to ensure that there is not resist present in the be-
ginning of the chromium etching step, which could affect the number of reactive ions
consumed, however, strictly this step might be superfluous as the resist is so thin and
is likely etched already within the first few cycles of the chromium etch (which is 15
cycles and includes a 50 % over-etch to ensure that all features are etched to maintain
a high yield). Figure 4.8 shows cross-section SEM images from the central etching
steps illustrating the high performance of this process, where the etched features are
vertical and free of notching [97].

4.4 Self-regulating CORE-process
The processes discussed in the previous sections relied on a number of particulari-
ties restricted by software-limitations of the particular reactor-system used (SPTS
Pegasus, MP0641). In particular, since the turbo pump has an immense speed of
2.5 m3/s so a large gas flow is needed to achieve a high pressure, which is needed for
both the O- and E-steps. This larger gas flow is then wasted and simply pumped
through the system. Most gasses used in plasma dry-etching are potent perfluorocar-
bon (PFC) greenhouse-gases (GHG) [98–100]. Notably, SF6 is one of the worst with
a global warming potential (GWP-100) of 23800 CO2-equivalent (per mass) over the
first 100 year and a lifetime of 1278 year [101], recently up-adjusted from a GWP-100
of 22800 [99]. Already the substitution of C4F8 into O2 is substantial since C4F8 has
a GWP-100 of 10300 [99], however, there is no denying that SF6 remains problem-
atic and abatement is the only valid option. Therefore, 100 sccm of helium—which
is inert—is added to the 20 sccm SF6 in the E-step to quickly raise the pressure.
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Figure 4.7. Process outline for fabrication of high-resolution suspended struc-
tures in silicon-on-insulator substrates with a double-layer hardmask. a, Silicon-
on-insulator sample. b, Deposition of double-layer hardmask (10 nm chromium first, followed
by 10 nm poly-crystalline silicon on the top). c–e, Lithography step with spin-coating of
50 nm CSAR (c), exposure with electron-beam lithography (d) and development with amyl
acetate (Zeon N-50, e). f–j, Pattern-transfer step using 5 plasma dry-etching processes in
sequence within the same reactor: (i) continuous poly-silicon–etch with SF6/O2 (f), (ii)
softmask strip with O2 (g), (iii) switched chromium etch with SF6/O2(h), (iv) switched
(100)-silicon CORE-etch with SF6/O2 (i) and (v) chromium-hardmask–strip by repeating
step (iii) (j). k, Membranization to form suspended silicon-structures by underetching the
buried oxide with temperature- and pressure-controlled hydrofluoric acid vapors.
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Figure 4.8. Scanning electron micrographs (SEMs) of cross-sections during the
process. a-d, Grating structure with 200 nm pitch and 50 % loading after development (a),
poly-silicon etch (b), resist strip and chromium etch (c), and main device-layer etch (d) with
the chromium mask still present, and virtually untouched, enabling ultra-high selectivity as
well as flexibility in the process optimization. e, Sparse line patterns demonstrating high
resolution and low roughness with zoom-in in f, confirming a vertical sidewall and high aspect-
ratio (HAR) features with nanometer-scale linewidths ∼ 10 nm and no notching. g, Etching
of HAR slits down to ∼ 40 nm (i.e., AR = 5.5) showing that the sidewall angle remains
vertical and that the etching stops at the buried oxide for the wider features. Figure and
caption adapted from Ref. [96].

The high gas flows enables the tool to run all steps of the the processes in so-called
pressure-control mode, i.e., where the VAT moves to adjust the pressure in the reactor
rather than by moving to a specific position as was the case with previous CORE pro-
cesses. This allows the process to perform consistent over time and greatly improves
the stability of the process.

Another important change has to do with the programming of the process. The
SPTS Pegasus systems are designed for a 2-step Bosch process, however, with both
the deposition and etch steps having two pre-steps, the delay- and boost-steps. From
factory settings it is required that the power is on during the two main steps and the
delay- and boost-steps are time-limited to 10 seconds. In this way the R-step was
programmed into both pre-steps of the etch step, resulting in a time-limitation of 20 s
and instead the power has been increased to ensure a proper performance [11, 16, 18–
21, 81–84]. By changing this time limitation, it is possible to encode the R-step purely
into the boost-step of the etch phase and instead use its delay-step to fully separate
the O- and the R-steps without power, i.e., a second clear-step is added. This is
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particularly germane as this switch formerly implied that the VAT would move from
almost fully closed to fully open with a purely oxygen chemistry in the reactor from
the O-step while the SF6 valve is opened for the R-step, leading to a brief moment of
substantially oxygen with a small fraction of SF6. Additionally, the power would be
increased for the R-step, i.e., the reactor state would match exactly the conditions for
etching chromium. This put a strict limitation on the reasonable powers as otherwise
the chemistry-switch would cause a rapid deterioration of the chromium hardmask.
The clear step is carried out using the delay-step of the Deposition-phase and runs
with 100 sccm O2 and the VAT fully open until it is confirmed that no more SF6
remains in the chamber (∼ 4 s). Next, the boost-step of the Deposition-phase is used
to stabilize the chamber pressure to 25 mTorr with oxygen, which enables the O-step
to run for very short time-spans consistently. Similarly, by adding the substantial
helium flow to the E-step the pressure stabilizes to 50 mTorr immediately, rather
than in previous CORE-processes, wherein the first 15–30 s would be spent to reach
the desired pressure (and the reached value would drift over time), i.e., the transition
from R-step to E-step would be smooth and slow; hence, the steps could be hard to
control independently. Finally, the VAT-settings was altered historically to make it
respond faster and move to fixed positions as fast as possible, however, when run in
pressure control this becomes unstable and the VAT can start oscillating. Therefore,
it was slowed down again to dampen its response and keep the tool operating in a
stable fashion.

Figure 4.2 shows the schematic of the etcher and notably, there are two fast-
switched mass-flow controllers for SF6; SF6-1 is a 600 sccm-limit port and SF6-2 is
55 sccm-limit port. The latter is exclusively used for these processes, however, the
higher-flow MFC could be used instead of helium for simplicity in the chemistry or
to reach higher pressures to further reduce the DC bias of the E-step. Indeed, the
ICP-source could be used to entirely avoid the DC bias and only rely on the plasma
potential. In this context another limitation is worth highlighting. The tool is unable
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Figure 4.9. Paschen curves and measured DC bias for oxygen plasma. a, Measured
Paschen curve at ignition and 0.33 W above it as well as the corresponding DC bias. The
distance between the electrodes is 13.5 cm. b, The measured DC bias against the measured
platen power dissipated in the plasma at different pressures 1.8–100 mTorr.
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to manually reset its matching circuits between each cycle, as it is assumed that
deposition and etching switches back and forth rapidly and without extinguishing
the plasma as would be typical within an industrial Bosch process. However, the
matching is very different for each of the O-, R-, and E-steps and in particular the
E-step has very different configurations when helium is added. That is, ultra-short
depositions might encounter problems to properly striking the plasma. However, if
the ICP-coil with its separate matching system was used for the E-step, this problem
would be alleviated somewhat. It must be noted that the software limitations of the
etchers are unique to each brand and model, and many of the issues related to the
software are resolved in some more modern etchers.

Due to the TDESC electrically isolating the sample from the point where the
DC-bias is measured, the displayed DC-bias normally holds little value or meaning
directly; however, it is possible to protrude the pins normally used during loading of
the substrate to provide electrical contact to the carrier wafer and thereby measure
the actual DC-bias of the process. This requires clamping—and thereby also substrate
cooling—to be turned off, and therefore is only feasible for these processes since they
are run at low power and at room temperature. When providing electrical contact
the substrate is lifted ∼ 1 mm above the chuck. Then the Paschen curves [86] are
measured to quantify the plasma system. This is done by running a series of processes
at different pressures and ramping the power very slowly. It is then possible to see
when the plasma is ignited by monitoring the forward, auxiliary and reflected powers
as well as the DC bias, since the wafer is charged to a negative potential as soon as
electrons are delivered to it. Figure 4.9a shows a measurement of the Paschen curve
for oxygen plasma, i.e., the minimum platen power that can ignite and sustain the
plasma at a given pressure as well as its corresponding DC-bias. It can be seen that
already at ∼ 20 mTorr pressure (mean free path, λe ≈ 1.1 cm) the DC bias drops to
∼ −10 V for the minimum power. Figure 4.9b shows the DC bias against the platen
power for various pressures, which reveals that the DC bias is low for the 10 W used
for both O- and E-steps and for pressures, p > 20 mTorr. The parameters of the
fine-tuned process are displayed in Table 4.1.

Figure 4.10 shows cross-sections SEM-images at x500 thousand magnification of
gratings with a 100 nm and 200 nm pitch in a–e and f–j, respectively. The images
shows the developed patterns (a, f) as well as after each of the steps, i.e., continuous
etch into the poly-crystalline silicon mask (b, g), resist strip (c, h), chromium etch
(d, i), main etch silicon etch into the device layer (e, j). The dashed green lines
track the outlines between the steps and coincides directly with the center of the
scalebar for the 100 nm pitch grating, however, the 200 nm is overexposed during the
lithography such that the void feature becomes wider. Nevertheless, this is not an
etching issue as the offset dimension is still accurately transferred. It can be seen
that the features grow slightly during the etch into the poly-crystalline silicon layer,
which is intentional and in order to balance the small undercuts of the chromium etch
and the main silicon etch to result in no overall change in the feature-size, however,
it does put a lower limit on the achievable dimensions as they must be able to grow a
few nanometers in order to be resolved by the poly-crystalline silicon etch step. The
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Figure 4.10. Cross-section images of the pressure-controlled CORE process with
a double-layer hardmask. a–e (f–j), Gratings with a 100 nm (200 nm) pitch. The green
dashed lines shows how the etching process maintains the dimensions of the original mask,
and by comparing to the center of the scale bars it can be seen the 100 nm–pitch gratings
maintains the designed dimensions, while the void parts of the wider 200 nm–pitch gratings
grow slightly due to an overexposure during the electron-beam lithography step. It can be
seen (a–c and f–h) that the chromium layer has substantially more roughness compared to
the poly-crystalline silicon, due to the very poly-crystalline nature of chromium. Both layers
are fairly smooth, however. Both gratings are fabricated on the same chips and so this figure
shows samples from 5 different chips. The cross-section in the resist (a and f) are from a
different piece than the other 4, and so the spin-coating as well as the hardmask deposition
was run separately, albeit back to back and all chips were cleaved and imaged on the same
day using the same scanning electron microscope.
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Process Pressure O2 flow SF6 flow He flow Power DC bias
Poly Si 0.2 mTorr 5 sccm 5 sccm 0 sccm 20 W 160–170 V
Strip 50 mTorr 100 sccm 0 sccm 0 sccm 30 W 170–180 V
Cr etch 50 mTorr 100 sccm 5 sccm† 0 sccm 40 W 210 V
C step 2 mTorr 100 sccm 0 sccm 0 sccm 0 W 0 V
O step 25 mTorr 100 sccm 0 sccm 0 sccm 10 W 85 V
R step 0.1 mTorr 0 sccm 5 sccm 0 sccm 30 W ∼ 205 V‡

E step 50 mTorr 0 sccm 20 sccm 100 sccm 10 W 28 V

Table 4.1. Parameters of pressure-controlled CORE-process with a double-layer
hardmask. † The SF6 flow is run for 1 s every 10 s. The DC bias for the Cr etch is given
as the value after SF6 enters the chamber; without it Vdc = 190 V. ‡ The DC bias is not
perfectly stable during the R-step and fluctuates between 200-210 V, limited by fluctuations
in the inlet gas flow. The VAT is kept fully open to achieve the minimum possible pressure
with the reactor. The duration for the steps are 120 s (poly Si), 180 s (strip), 15×10 s = 150 s
(Cr etch), and 25 ramped cycles (total 25 min 20 s) with the Deposition-phase: 4 s clear, 3 s
to stabilize pressure for O-step, 5 s O-step and the Etch-phase: 5 s clear, 20 s R-step and 20–
28 s E-step. The time for the full process incl. auxiliary steps (e.g., pump and stabilization
times) is 36 min 36 s.

100 nm grating shows a minor faceting, which could be further reduced by increasing
the passivation and balancing this with a longer R-time. Optionally, the pressure
in the E-step could be further increased. It is also possible to decrease the R-power
further and instead increase the R-time, however, this would make the process less
stable to variations in aspect ratios, which is a prime feature of the process required
for photonic and phononic components. Finally, it can be observed that the chromium
mask remains almost intact after the 25 cycles employed here, indicating that there
is still plenty of room to etch deeper. This is further corroborated by Fig. 4.5, where
75 cycles still did not erode the mask. Here, in the optimized process, the combined
etch time is ramped from 45–53 s with the first 5 s spent without power to separate
the chemistries, the next 20 s constitutes the R-step and the final 20–28 s is the E-
step—while in the 75-cycle deep-etch it was increased to 60–84 s, the entire change to
the E-step—both in order to obtain a straight side-wall, and the latter increased to
improve the etched depth gained per cycle. The etch rate for AR∼ 1 is about 10 nm
per cycle in crystalline (100) silicon.

Figure 4.11 compares two chips etched 5 weeks apart. The hardmasks used
throughout this chapter are all deposited on the same day using a batch-run on 10-
by-10 cm shards, which are cleaved into 25-by-25 mm chips, which are then cleaned,
spin-coated and exposed (see specific process flow in Appendix A). Chip 1 was exposed
with EBL on April 26, 2022 and Chip 2 was exposed on September 29, 2022 with a
2 nm pitch and a current, I ≈ 0.8 nA; both were developed immediately afterwards in
amyl acetate (Zeon N-50) and cleaved into 8-by-12 mm pieces with a long grating-set
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Figure 4.11. Comparison of two chips etched 5 weeks apart. a and c, 100 nm–
and 200 nm–pitch gratings etched on chip 1, and b and d, the same on chip 2. The dashed
green lines verifies that the processes are the same. Both images are shown after the final
chromium strip-step, and chip 2 is from the same piece as was used in Fig. 4.10a, i.e., the
process is highly reproducible.

on each piece. The electron-beam lithographic system underwent substantial service
in between these exposures, including a change of its gun. Chip 1 (Figure 4.11a,c) is
etched on September 2, 2022 with the pins down, i.e., the DC bias cannot be read accu-
rately during it, however, clamping and cooling would be possible to apply if desired.
It is inspected immediately afterwards. Chip 2 (Figure 4.11b,d) is etched on October
7, 2022, i.e., precisely 5 weeks later and together with the 4 other chips displayed in
Fig. 4.10, and therefore run with the pins up. The reactor was not preconditioned
for any of the processes, since the oxidation rather than the fluorocarbon-passivation
maintains a clean and stable reactor. Despite the many small fluctuations during
the process, it is clear that the results are highly reproducible and that the process
does not drift, the hardmask across different shards, spin-coating of different chips,
etching on different days and hours, as well as time between development and etch-
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ing, all have no clear effect on the results. This may not be surprising, however, it
is important to stress the importance of a stable and reproducible process, since this
is required in order to tailor a process to pursue applications requiring the highest
resolution down to the nanometer-scale deterministically.
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CHAPTER 5
Theory of light-matter interactions

The interaction between light and matter is crucial across a range of applications
[102–105] such as conversion between electrical and optical signals by emission or
detection of light [3, 106]. Emission, in particular, can be achieved with lasers and
light-emitting diodes (LEDs), which are used to drive communications across the
internet or for everyday use, while detection spans solar-cells to signal-processing
[104, 107, 108]. Further applications of light-matter interactions are modulation
and routing of optical signals as well as emerging quantum technologies [24, 109,
110]. However, light and matter interacts only weakly – often it is described with
the platitude feeble. This weak interaction can be an advantage to build low-loss
waveguides in dielectrics, which are electrically insulating materials where the band
gap is larger than the energy of electric field. Silicon for example has a band gap,
E = 1.12 eV ∼ 1100 nm, which suppresses optical losses due to absorption at telecom
wavelengths, λ ∼ 1550 nm [10]. Such optical waveguides are used both to transmit
information across large distances through fibers, which are made by pulling glass, or
on-chip by nanofabrication-processes on wafers [84, 111–113].

However, the weak interaction is also a problem for many other applications. To
overcome this limitation, optical cavities can confine and store light, thereby en-
hancing its interaction with the material [16, 17, 114–116]. This chapter introduces
light-matter interactions in optical nanocavities (Sec. 5.1) including the Purcell effect
(Sec. 5.2) describing the enhancement of the decay-rate of an emitter place inside
such a cavity. Additionally, references to the established theory are provided, with a
special focus on the recent advances in spatial confinement in dielectric cavities using
bowtie structures. These are introduced in Sec. 5.3 and a two-dimensional study on
its optimal shape is presented [17]. Section 5.4 covers the differences between field
enhancement in the bulk medium as opposed to lightning-rod effects at the surface
[17]. These effects are discussed in the context of the well-known photonic crystal
(PhC) cavity with 3 holes removed in a line (L3-PhC cavity) [114]. This leads to the
experimental work presented in Ch. 6 on Ref. [16].

5.1 Enhancement of the light-matter interaction with optical
cavities

Optical cavities can be used to enhance the light-matter interaction, and Fig. 5.1a
and b show two ideal optical cavities of lengths, L and 2L, respectively. They are
constructed by a perfect conductor (i.e., mirror) [117] at both ends with reflectivity,
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Figure 5.1. Principles of an optical cavity. a, Ideal Fabry-Pérot (FP) cavity with two
perfect mirrors, R1 = R2 = 1, and the first two modes with λ = {L/2, L}. The amplitude
of the electric field of a mode, |E|, has a spatial variation. b, FP cavity of twice the length
as a with the first 3 modes. Its second mode has the same wavelength as the fundamental
mode in a. c, Spectrum of modes in b, higher-order modes have a shorter wavelength and
higher frequency indicated by the solid lines for ideal cavities. Imperfect cavities have losses,
corresponding to a Lorentzian lineshape (dashed lines) with a full-width at half-maximum
intensity (FWHM), Γ = 2γ. The distance between peaks in the spectrum is called the free-
spectral range (FSR), ∆ω. d, Optical signal of a mode in the time-domain. An ideal cavity
will oscillate forever, however, a real cavity have a loss, γ, which dampens the amplitude of
the electric field over time, illustrated by the exponential envelope, exp(−γt).

R1 = R2 = R = 1, which forms Fabry-Pérot (FP) cavities. Only light with a
wavelength,

λ = 2L/q, q ∈ N, (5.1)

will be zero at the conductors while other wavelengths will vanish away [116–119]. The
discrete solutions to this problem are called modes, and the fundamental mode has
λ = L/2 with higher-order modes having faster oscillations—or equivalently, shorter
wavelengths—characterized by the angular frequency,

ω = 2πf = 2πc

λ
, (5.2)

with f the frequency and c the speed of light. The modes have an amplitude in the
cavity that varies in space (x) and time (t) given as,

E(x, t) = Ae−i(kx−ω0t), (5.3)
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where A is the maximum amplitude and ω0 is a frequency of one mode shown in
Fig. 5.1a. Figure 5.1b shows a cavity that is twice as long, and it can be seen that
the fundamental mode of the shorter cavity (Fig. 5.1a) has the same wavelength as
the second-order mode in Fig. 5.1b.

Figure 5.1c shows the angular frequencies of three lossless modes (solid lines)
separated by a free spectral range (FSR), ∆ω, i.e., a series of equally spaced δ-peaks.
In reality, a cavity will not be loss-less, i.e., the angular frequeny becomes loss-less
[116]

ω0 → ω̃0 = ω0 + iγ, (5.4)
which affects the time-evolution of the amplitude of the mode,

E(t) = A(x)eiω0t−γt ∝ eiω0te−γt. (5.5)

Here, the argument of the last exponential becomes real and therefore describes an
exponential decay in the amplitude as energy leaks from the cavity with a decay rate,
γ. This real part of the time-evolution of a leaky cavity mode is shown in Fig. 5.1d.
The energy in the cavity is proportional to the absolute square of the electric field,
and the ratio of the frequency and the decay rate of energy in the cavity defines the
so-called quality factor [116],

Q = ω0

2γ
, (5.6)

which describes the localization in frequency—or equivalently the storage time in the
cavity. It can further be interpreted as the number of optical cycles over which light
is stored in the cavity [102, 114, 116, 118].

Assuming the field in the cavity is excited at time, t = 0, the Fourier transform of
the lossy time-dependent amplitude of the electric field (Eq. (5.5)) yields its spectrum,
i.e., the amplitude of different frequencies,

F (ω) =
∫ ∞

0
E(t)e−iωtdt (5.7)

=
∫ ∞

0
A(x)eiω0t−γte−iωtdt (5.8)

= A(x)
∫ ∞

0
ei(ω0−ω)t−γtdt (5.9)

≈ 1
γ − i(ω0 − ω)

. (5.10)

The spectrum can then be written as the real part,

Re{F (ω)} ∝ γ

(ω0 − ω)2 − γ2 , (5.11)

which is the canonical Lorentzian lineshape of a leaky optical cavity with a full-
width at half-maximum intensity (FWHM), Γ = 2γ, displayed as the dashed lines in
Fig. 5.1c.
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Experimentally, high-Q has been achieved in dielectric nanocavities for decades
[114, 120, 121], and more recently, multi-million quality factors have been demon-
strated in nanocavities [122, 123]. The quality factor is limited by loss-mechanisms
such as disorder (which will cause scattering) and loading of the cavity, e.g., by plac-
ing a waveguide in its vicinity such that light leaks away from it and into the desired
waveguide rather than uncontrollably being lost. Another loss-channel is the absorp-
tion, e.g., two-photon absorption (TPA), which can occur if two photons have more
energy than the band gap. In silicon it is ∼ 1100 nm, and so this process can oc-
cur for wavelengths, λ ≤ 2300 nm, such as telecom wavelengths. All these different
loss-mechanisms stack together limiting the total quality factor [123, 124],

1
Q

= 1
Qi

+ 1
Qwg

+ 1
Qscat

+ 1
Qabs

+ ..., (5.12)

Where Qi is the intrinsic quality factor, Qwg describes the controlled loss into a
waveguide, Qscat is the loss due to scattering and Qabs is the absorption loss, which
for telecommunication wavelengths is nonlinear in silicon. A measurement will probe
the total Q, while a typical calculation will evaluate the intrinsic Qi – and in case
there is a waveguide the loading due to it, Qwg. The absorption will depend on the
power in the cavity as well as the material, and the scattering depends on the disorder,
which is hard to calculate [19] and often disregarded. Cavities can be engineered to
have high Qi, so to achieve ever-higher optical quality factors, the challenge has
been to fight structural disorder. It is in this context relevant to note that there is a
difference between roughness and disorder. Scattering depends on a complex interplay
between the polarization and the type of roughness, i.e., on whether it manifests as a
protrusion or a re-entrant perturbation from the ideal system. The field can diverge,
remain constant or go to zero around such a defect [119, 125, 126], with only the
divergent points acting as antennas causing scattering. Appendix B includes some
examples of these phenomena, where notably the slot-mode waveguides (discussed
in Chs. 8 and 9) depends sensitively on protrusions – such as those created by the
scallops from the cyclic dry-etching. However, the bowtie-based nanocavity with a
solid center will have a constant field across scallops on its boundary, while the void
version will diverge [16, 17].

5.2 Purcell enhancement and spatial confinement with
bowtie structures

The previous section introduced optical cavities that can confine light temporally, i.e.,
increase the Q, to enhance its interaction with matter [105]. Cavities also enhance
the interaction through spatial confinement as well as through the refractive index,
n. The enhancement is more completely described with the projected local density
of optical states (LDOS) [116, 127],

ρp(r) = 2ω

πc2 Im{êTG(r, r, ω)ê}, (5.13)
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where G is the Green function for a quasi-normal mode (QNM, f̃(r). For a single-
mode system, and when the mode overlaps perfectly with the emitter [105], this can
be written in terms of the QNM [116],

G0(r, r′, ω) ≈ c2

2ω

1
(ω0 − iγ) − ω

f̃0(r)f̃0(r′)
⟨⟨f̃ |̃f⟩⟩

. (5.14)

On resonance (ω = ω0) this becomes

G0(r, r′, ω) ≈ c2

2ω0

1
γ

i

ε(r)v(r)
, (5.15)

which is written in terms of the full, complex mode volume [128, 129],

1
v(r)

= ε(r)f̃0(r)f̃0(r′)
⟨⟨f̃ |̃f⟩⟩

. (5.16)

In a homogeneous medium the overlaps in Eq. (5.13) are unity, and the imaginary
part of the Green function [127],

Im{GB(r, r′, ω)} = nω

6πc
. (5.17)

The density of states (DOS) in a homogeneous medium is (using Eq. (5.13) with
Eq. (5.17)),

ρhom = 2ω

πc2
nω

6πc
= nω2

3π2c3 . (5.18)

It is possible to write the projected LDOS in terms of the Green function [127], i.e.,

Im{G(r, r′, ω)} = c2

2n2ω0γVeff
, (5.19)

where 1/Veff(r) = Re{1/v(r)} is the effective mode volume. Throughout this thesis,
Veff(r) is simply called V , and the spatial dependence is no longer written explicitly.
Many other mode volumes exists [104, 115] but are not discussed further here. Thus,
the projected LDOS for a QNM is

ρQNM
p ≈ 1

πn2γ

1
V

. (5.20)
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Normalizing the projected LDOS to the homogenous DOS yields the well-known
Purcell factor [130],

FP =
ρQNM

p

ρ0
= Im{G(r, r′, ω)}

Im{GB(r, r′, ω)}
(5.21)

= 6πc

nω0

c2

2n2ω0γV
(5.22)

= 6πc3

n3ω3
0

ω0

2γ

1
V

(5.23)

= 6πc3

n3ω3
0

Q

V
(5.24)

= 3
4π2

(
λ0

2n

)3
Q

V
, (5.25)

where the definition of the quality factor is used as well as λ0 = 2πc/ω0. The Pur-
cell factor shows the canonical Q/V ratio, which is an indirect figure-of-merit for a
nanocavity.

The quality factor is a global parameter of the cavity, however, the mode volume
of the cavity, V , is—just as the LDOS—typically evaluated at single point, at the
position of the emitter, which is normally placed at a point of maximum field strength.
This assumes that the field varies slowly compared to the size of the emitter like an
atom. However, if the field varies fast or the polarization of the field and the emitter
does not overlap, this should be taken into account [105]. The mode volume for a
point-source dipole in a real cavity is [16, 128, 129],

1
V

= Re

 ϵr(r0)E(r0) · E(r0)∫
V

ϵr(r)E(r) · E(r) dV + i
c
√

ϵr

2ω

∫
S

E(r) · E(r) dA

, (5.26)

where E(r) is the full 3D vectorial electric field, and ϵr(r) = n2 is the dielectric con-
stant of the material, both at position, r. The volume integral is over all space and
diverges [128], however, the surface integral over the outer boundaries normalize it.
For high-Q cavities (Q ≫ 10), the surface term only contributes a minor correction.
This is an excellent approximation for very high-Q cavities and correct for ideal sys-
tems [17]. For further details on the mode volume, the reader is referred to Ref. [129],
and for additional discussions on its interpretation to Ref. [131]. The mode volume
takes its name due to its units of volume, however, loosely one may consider it as the
inverse energy density [17],

u(r) = ϵr(r)E(r) · E(r)∫
r′ ϵr(r′)E(r′) · E(r′)dr′ , (5.27)

with u0 = D · E = ϵ0ϵrE · E, and the total energy in the mode is
∫

u0dr′.



5.2 Purcell enhancement and spatial confinement with bowtie structures 67

The mode volume considered in this work is the so-called effective mode volume,
and a number of other figures of merits (FOMs) exists for other applications such as
optical nonlinearities and two-photon absorption processes [104, 115]. Other FOMs
may for example scale as Q2, however, the focus in this thesis is on the enhancement
of the decay-rate of a point-like emitter in the cavity, which is described by the
Purcell factor and scaling as Q/V [105, 132]. Another important point to take into
account is the bandwidth of operation, which is typically defined by the linewidth,
Γ = 2γ, and thus the Q = ω0/Γ (cf. Eq. 5.7). For example a laser pulse centered
around λ = 1550 nm (corresponding to the frequency, f = 193.4 THz, and period,
T = 5.17 fs). This implies that a 1 ps-pulse matches the linewidth of a cavity with
Q ∼ 5000. This Q is moderate, however, it is important to achieve a high intrinsic Qi

by reducing the optical losses from scattering and absorption; then the Q is reduced
by loading the cavity with a waveguide such that the light leaks in a controlled fashion
through the engineered channel (cf. Eq. (5.12)). The light matter interaction is then
increased by reducing the mode volume, i.e., by intensifying the optical field around
the emitter.

The theory of diffraction states that it is not possible to focus light to an area
smaller than the square of half-a-wavelength in a material, which is often taken to
imply that light cannot be focused to a volume smaller than half-a-wavelength cubed,
[λ/(2n)]3 [117, 119, 133]. This limit applies for example to optical lithography meth-
ods where reducing the wavelength has increased the resolution of nanofabrication [7,
10] and it applies to conventional optical microscopes. The diffraction limit applies to
the smallest spot-size of a Gaussian-shaped beam propagating in free space through
a set of lenses. It is a far-field property and it is intrinsically related to the concept
of refraction. However, beams can be shaped into multiple hotspots, thus bypassing
the diffraction limit [134].

The name mode ”volume” makes it easy to think that it is also bounded by the
diffraction limit, while in fact it describes the energy density in a single point point.
The simple 1D cavities in Fig. 5.1 show that the the smallest mode is linked to the
size of the cavity, since the mode must have nodes at the cavity ends. However, the
electric field in 3D is a vector quantity that is only required to have nodes along
two dimensions of a hypothetical box of perfect mirrors [117]. For the nanocavities
shown Fig. 5.2a, the boundary conditions across the interface of a dielectric material.
The tangential component of the electric field, E, and the normal component of the
displacement field, D = ϵE, must be continuous [17, 117]. The opposite configuration
causes a discontinuity scaled by a factor of the dielectric constant, ϵr. Importantly,
the potential, Φ, can change around a point – but its derivative, the field, changes
rapidly when moving around a corner, which for an infinitely sharp corner implies a
divergent field amplitude in that point [117, 119, 125, 126, 133], and further, implies
a corresponding mode volume of 0. While infinitely sharp points often occur in
numerical simulations due to convenience, in reality they do not exist, and instead a
finite radius of curvature, R, should be applied to sharp vertices in a numerical model
to adequately represent the physics [16, 17] and to control the transition. Often
the mode volume is not calculated using Eq. (5.27) but rather as the maximum
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Figure 5.2. Minimizing the mode volume with bowtie features. a, Boundary
conditions of the electric and displacement fields. b, Stacking the boundary conditions
to obtain an extremum of E as a lightning-rod. c, Two facing lightning-rods forming a
bowtie where the field is only enhanced very locally. d, Schematic of the bowtie (top) and
lightning-rod (bottom) showing the field decay away from a lightning-rod compared to the
localization due to supression of background field around the bowtie. e, Schematic of a
bowtie in high-index (top) and low-index (bottom), e.g., air. The central design-figures
of merit are detailed: The bowtie angle, θ, gap, g—i.e., the separation between two facing
tips— and the radius of curvature of the bowtie, R. f, Amplitude of the electric field, |E|, for
solid (void) bowtie in top (bottom), and g, energy density, u. Notably the energy densities
are identical since solid-center bowtie already is enhanced by n. Calculations solved as 2D
electrostatic problem. a, d–g adapted from Ref. [17].
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(normalized) energy density, which is prone to pick-up such numerical divergences.
Figure 5.2b shows a series of material interfaces stacked to increase the field intensity
manifold [17, 115, 135], and while the field could be larger at many of the corners,
the engineered enhanced field at the tip apex is likely the important value of interest.
Figure 5.2c shows how two such tips can be placed facing each other—forming a
bowtie structure [136–139]—both enhancing the field locally and suppressing the field
elsewhere. Intuitively, this enhancement can be interpreted as a reduction in V
through changing the normalization integral. Instead of the stacked interfaces, the
same effect can be obtained through smooth features (Fig. 5.2d), characterized by the
radius of curvature of the tips, R, the angle of the bowtie structure, θ, and the gap, g,
between the two tips (in this thesis considered a gap irrespective of the center being
low- or high-index and whether it is void or solid. Figure 5.2f shows the amplitude of
the electric field in a solid (void) center bowtie in the top (bottom) calculated using
a 2D electrostatic finite element model (FEM), which is valid for a sub-wavelength
volume [17, 115, 140]. The electric field amplitude is more localized in the structure
with air in the center. However, the energy density (shown in Fig. 5.2g), |u|, illustrates
that the energies obtained are identical, since the each obtain their field enhancement
either through D and E for solid and void, respectively. Looking at the electric field
only may misleadingly lead one to believe that a bowtie that confines the light in the
low-index medium achieves a tighter field confinement. It can be practical to give
a mode volume in units of [λ/(2n)]3 such that the pre-factors of the Purcell effects
cancels out and simply becomes, P ≈ 0.6 Q/V . This factor happens to be equivalent
to the diffraction limit (or rather its fictitious volume-version), which further can
create confusion as stating V in ”units of the diffraction limit” is practical when
talking about the quantities, while, in fact, the two concepts have nothing to do with
one another. In this context it is worth noting that the Purcell factor includes a factor
1/n3 not from the LDOS but from the DOS, and it is well known that increasing the
refractive index of the material also increases the light-matter interaction (e.g., by
slow light [19, 105, 141]). The Purcell factor, and therefore V , therefore includes
n3 to avoid double-counting this effect. However, this should not be interpreted as
cavities with low-index centers (and thus, smaller mode volumes and larger Purcell
factors) leads to stronger light-matter interactions [139].

Starting with a valid motivation a hypothesis was proposed that dielectric nanocav-
ities cannot confine light below the diffraction limit [142]. Although this is not the
case, it has spurned a widespread misconception that it is [131, 140, 143]. It is of-
ten stated to motivate the use of plasmonics, which incur substantial losses due to
Ohmic absorption, and thereby bounding the Q < 100 [144]. This is restrictive for
some applications but not for others [110, 140, 145]. Sub–diffraction-limit mode vol-
umes have been demonstrated over and over with new designs but due to the steep
nanofabrication requirements to etch a small dielectric bowtie structure it has eluded
experimental efforts until recently [16], and these results are presented and discussed
further in Ch. 6. In this context, the author wishes to highlight the pioneering work
of the Weiss group, reported in Hu et al. [146], which takes on the daunting task of
fabricating such a structure to experimentally realize a dielectric bowtie nanobeam
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cavity, which achieves a mode volume on the order of the diffraction limit [17] and
further employ a V-groove to make a sharp point that reduces the mode volume below
it around the interface. However, the mode volume reported originates in a V-groove,
which is a local perturbation of the system. The near-field measurements in Ref. [146]
instead probes the ”bulk” mode volume, i.e., the larger envelopes that are not consid-
erably modulated by these local ”lightning-rod” effects. These terms are discussed in
Ref. [17] and will be discussed further in the following sections. In summary, corrobo-
rating experimentally a deep sub–diffraction-limit mode volume in a dielectric cavity
has not been demonstrated until Ref. [16], and this will be presented in Ch. 6.

5.3 Numerical 2D electrostatic study of optimal shape
While the electric field is a 3D quantity, a lot of insight on the scalings can be gained
from a simpler 2D-system [17, 115]. Figure 5.3a shows examples of lightning-rod
effects using a 2D electrostatic FEM calculation. A lightning-rod effect is a local
spike in the field at the tip apex [125, 126], which rapidly decays and plateaus – it
can be thought of as a small perturbation of the mode. Notably, the 2D equivalent
of the mode volume is simply the mode area and those can be interpreted identically
[120] as the energy density in the respective dimension. On the other hand, Fig. 5.3b
shows instead bowtie structures where the field is only locally enhanced between the
tips. Figure 5.3c shows linescans through the four structures in Fig. 5.3a–b. The
spikes at the material interface created by the lightning rods sensitively depend on the
radius of curvature, R, but plateaus to a similar value over a similar distance, i.e., the
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Figure 5.3. Lightning-rod versus bulk confinement. a, Lightning-rods for R = 10 nm
(R = 1 nm) in top (bottom), and b, corresponding bowtie, both with g = 10 nm. It can be
observed that the field spikes at the edges in the case where R ≪ g. c, Line-scans along the
center showing how the field spikes at the interface when R < g. Interestingly, when R = g
the field is more intense in the center (blue) – farther from surface effects. In both cases
the center-values are local minima, not maxima. Calculations solved as 2D electrostatic
problem. Adapted from Ref. [17].
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Figure 5.4. Optimization study of shape and form of dielectric nano-bowties.
Mode-area minimum (field intensity maximum), Amax (a) and at the center, Acen, between
the tips (b) against the radius of curvature, R, and bowtie gap, g. c, Ratio, Amax/Amin,
against R and g. d, Mode area in the center against radius of curvature for various bowtie
angles, θ, as well as Amax for θ = 90◦. e, Sweep of bowtie angles for R = g = {0.1, 1, 10}
nm. a–d adapted from Ref. [17].

rate of decay also depends on the radius of curvature and a few nanometers away it
is not possible to identify the tip nor its sharpness. The linescans through the bowtie
show that the value in the center of the structure, is more intense for a less-sharp
bowtie. This is interesting due to the symmetry it imposes [105] and the distance
from surface-effects such as dephasing [105] and surface-states [123]. Moreover—and
contrary to many conventional cavities with larger mode areas—the field enhancement
in the center of a bowtie is a minimum, not a maximum, and optimizing the maximum
in the structure will invariably seek to make the tips more sharp. This, in turn, will
increase the mode area in the center, i.e., reduce the field strength.

To study this effect further, Fig. 5.4 shows a brute-force optimization study to map
the optimal shape of a bowtie by sweeping the radius of curvature and the bowtie gap.
Figure 5.4a, b and c maps A(r0), 1/ max[1/A(r)] and max[1/A(r)]/A(r0), respectively,
with r0 at the geometry center of the bowtie and the maximum consistently occurring
at the tip apex. Figure 5.4a implies that reducing the gap always increases the
mode area in the center, while this is not the case for a reduction in the radius
of curvature, consistent with Fig. 5.3c. Figure 5.4b shows that reducing R always
reduced the maximum mode area, and Fig. 5.4c shows a rapid deviation between
the two values when r < g (i.e., the color becomes less yellow/orange and more
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purple/blue). Figure 5.4d shows particular linescans with different angles of the
bowtie. The value evaluated at the global maximum (black line) is always the smallest
mode area. It deviates from the value evaluated in the center (purple line) when
R → g. Notably, the purple line, corresponding to θ = 90◦, has a minimum at R = g.
Angles, θ ̸= 90◦, consistently yield larger mode areas and Fig. 5.4e illustrates this
explicitly by sweeping the bowtie angle for three values of R = g. To conclude, the
optimal shape for an isolated bowtie is θ = 90◦, with R = g – and then the gap
should be as small as possible, limited by the fabrication for the experiment in mind.
However, other figures of merit [147] or integrating with waveguides may change the
optimal shape [139, 148], and in particular Ref. [148] provides a clear overview on the
trade-offs between Q and V when optimizing the LDOS for different geometries and
constraints.

5.4 Lightning-rod effects in nanocavities
The 2D study provided an understanding of the bowtie scaling. Next, the full 3D vec-
torial fields are solved to generalize the concepts of lightning-rod effects. Figure 5.5a
shows a photonic crystal (PhC) cavity [114, 149] where a line-defect in the crystal is
formed by removing three holes along a line, i.e., it is a so-called L3 cavity. The blue
square highlights a defect (zoom-in in Fig. 5.5b) placed away from the center [17],
and Fig. 5.5c (d) shows the amplitude of the electric field of the cavity eigenmode
calculated with a full 3D FEM calculation in COMSOL Multiphysics without (with)
a defect. Figure 5.5d further shows the field around the defect in the inset. The two
calculations yield essentially identical modes, however, their profiles appear different
due to the normalization of the colormap to the field at the defect in Fig. 5.5d. Fig-
ure 5.5e shows the resonant wavelength, λ0, and quality factor, Q, without a defect
and with a number of different defect radii of curvatures. Importantly, the defect far
from the center has no effect on the cavity as it is only a minor perturbation. Simi-
larly, Fig. 5.5f shows the mode volume in the center (blue circles) and at the defect
(red circles); the value in the center is unaffected by the defect, while the maximum
of the inverse mode volume would yield the value at the defect for small R. The
diffraction limit is illustrated for clarity, to show that such a cavity can produce a
mode volume well below it and by no means is bounded. However, this only occurs
in a tiny volume at the surface, which for the purpose of Purcell enhancement likely
will not have any real value unless an emitter is placed immediately next to it – and
even then the presence of the surface should be taken into account. Of course, other
applications such as sensing [150] may care about an enhanced field at the surface,
see below. Figure 5.5g shows a linescan along y with the black line (blue shaded area)
with (without) the defect. The modes are almost identical everywhere except around
the defect, illustrating that it is only a minor perturbation. The motivation for the
position of the defect is detailed in Appendix B.

In conclusion, bowties can cause tight spatial confinement of the electric field.
They sensitively depend on the smallest feature size, and therefore, the optimal
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Figure 5.5. Mode volume below the diffraction limit in an L3 cavity due to
lightning-rod effects at a cone far away from the cavity center. a, L3 cavity formed
by removing 3 holes along a line in the photonic crystal. The blue square shows the position
of a defect (solid protrusion at rd = (y = −a

√
3 − R, x = z = 0)), enlarged in b. c (d),

Mode calculated without (with) the defect, limited by a radius of curvature, R = 10 pm;
they are essentially identical but appear different due to the colormap normalization to the
field at rd. e, Resonant wavelength and quality factor with (without) a defect in circles
(solid line) for multiple, R. The defect has no significant effect. f, Mode volume evaluated
in the center, V (rc), and at the defect tip, V (rd). The red line is a power-law fit V (rd, R)
showing an almost linear dependence on R of the defect in this particular case. g, Norm of
the electric field, |E(y, x = z = 0)|. The black outline is for a defect with R = 10 pm and
the blue shaded area is the mode without a defect. They are identical everywhere except at
rd where the field has a local spike. Figure reproduced and caption adapted from Ref. [17].
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bowtie-shape is intrinsically linked to the specific fabrication process used to real-
ize them. The bowtie employs the field discontinuities of the boundary conditions
and this is most efficiently obtained with two conical lightning-rods facing each other.
Nevertheless, the sharpness of the tips must be taken into account explicitly or the
results will simply reflect the numerical meshing used for the calculation. An exam-
ple is to describe the finite sharpness using a radius of curvature, R, which enables
well-behaved numerical convergence studies. Moreover, this analysis found that the
optical bowtie shape for light-matter interaction in the center of the structure re-
quires that R ≥ g, with g the gap between the tips [17]. Sharper isolated tips on
top of other cavities will work as a perturbation of the cavity mode. If interaction
at the surfaces are desired, e.g., within sensing [150], such effects can be desirable –
otherwise, it is indiscernible from disorder. In any case, the polarization of the cavity
mode must be engineered to ensure that the lightning-rods cause a field enhancement
where intended [125]. For example, outside the structure if sensing of a molecule is
the application of interest.



CHAPTER 6
Experimental demonstration of

sub-diffraction confinement in dielectrics
Multiple techniques exist to enhance the optical quality factor, including distributed
Bragg reflection [104, 106, 114, 122, 151], total internal reflection [102], Fano res-
onances or bound states in the continuum [107] and topological confinement [152].
While order-of-magnitude improvements to the light-matter interaction have been
achieved in this way, the other figure of merit, the mode volume, have so far not
been experimentally demonstrated to achieve confinement of light below the so-called
diffraction limit, [λ/(2n)]3. This have been demonstrated using plasmons, but the
absorption loss in metals limits the scope and applications [104, 140, 153].

Bowtie structures consist of two facing lightning-rods and have a long history –
e.g., lightning-rods have received much attention in the context of the interaction
between aeroplane tips and radio-frequency waves [125], and the same analysis is
germane to dielectrics and metals. Bowtie structures have been fabricated in metals
for a long time, made possible with lift-off techniques. However, lift-off of very small
features tends to leave substantial line-edge roughness (LER), and it is further not
trivial to deposit crystalline dielectrics, which instead must be grown and polished.
Nevertheless, dielectric cavities with mode volumes deep below the diffraction limit
have been proposed theoretically, starting with the pioneering work of the Lipson
group with Robinson et al. [154] in 2005 using a narrow slot in a photonic crystal
(PhC) nanobeam cavity following their development of the slot-mode waveguide in
2004 [155]. Next, they use an evolutionary algorithm in Gondarenko et al. [136] in
2006 to allow the bowtie-shape to emerge freely as the optimum – they further identify
the bowtie shape and analyze this explicitly, and in 2008 they combine an engineered
nanobeam cavity with a bowtie in the center in Gondarenko et al. [137]. Later work
by other groups include the inverse design methods of Lu et al. [156] and Liang and
Johnson [139]. And more recently the field has seen substantial attention [115, 132,
135]. However, it remains hard to fabricate the narrow bowtie structures generated
with early attempts still achieving mode volumes on the order of the diffraction limit
[146, 157].

This chapter reports on the experimental demonstration of a silicon nanocavity
with a mode volume deep below the diffraction limit (which notably, is not a limit
that applies to cavities and the reader is referred to Ch. 5 for a more complete discus-
sion) reported in Ref. [16] and further details later developments using the hardmask-
processes developed in Ch. 4. Recently, the field of dielectric cavities with small mode
volumes have seen considerable interest, including theoretical contributions to under-
stand the fundamental limits that govern the interaction between light and matter at
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the deep nanoscale. These topics are beyond the scope of this thesis but the reader
is referred to Refs. [148, 158–160].

6.1 Maximizing light-matter interactions with
fabrication-constrained topology optimization

Topology optimization [161] is a deterministic method for inverse design based on gra-
dient descent [162]. Originally used in mechanical engineering but generic to problems
from aeroplane wings [163] and suspension bridges [164] to solve nontrivial challenges
nanophotonics [165–167]. It was originally developed at the Technical University of
Denmark in the 1990’s but is widely used today [139, 156, 168]. The process of using
topology optimization is beyond the scope of this thesis and the interested reader is
instead referred to the tutorials in Refs. [169, 170]. Topology optimization employs
a material interpolation scheme [171] as well as filter functions [172] (such as the
point-spread function of electron-beam lithography [73] as mentioned in Ch. 3). This
enables taking into account manufacturing tolerances, i.e., fabrication constraints
[173] ensuring realistic designs – and further ensuring that the optimizer does not ex-
ploit numerical artefacts (e.g., insufficient meshing) but rather designs only features
limited by a radius of curvature (ROC) [16, 132, 173].

The interaction between light and matter is inherently weak, however, cavities
enhance it. Different figures of merit exist [104, 115, 147], and here the decay rate of
an emitter placed inside of a cavity is considered. The direct figure of merit is the
local density of optical states (LDOS), and commonly the Purcell factor is discussed to
compare across materials and platforms. The Purcell factor [130] describes the LDOS
normalized to the density of states (DOS) for a homogenous material [105]. However,
it is in fact faster to optimize the LDOS directly [139] by using a finite element method
(FEM) [174] to solve Maxwell’s equations in a finite volume of space, assuming time-
harmonic field behavior, i.e., a finite element frequency-domain problem [16, 132].
The problem is solved by assuming a dipole emitter placed at the geometric center
of the design domain, r0, the design-variables are linked out-of-plane, and 3-fold
symmetry is applied to the computational domain [132].

The starting point is a state of the art nanofabrication process, and it is character-
ized by measuring the radii of curvatures for void, Rv = 22 nm and solid, Rs = 10 nm
as shown in Fig. 6.1a. The radius of curvature is in principle independent of the
feature size and can be measured consistently across most shapes. It is most con-
veniently measured using a triangle (positive or negative triangle in the mask to
identify the void and solid ROC, respectively), and different sizes or corners yields
the same results as shown in Fig. 6.1b. Moreover, previous theoretical work on strong
light-matter interaction has found that the enhancement depends sensitively on the
feature size close to the dipole, e.g., using bowtie structures. This insight originates
from inverse design [132, 136, 139, 156] and has later been generalized and improved
upon using insight and meticulous trial and error [115, 135, 137, 154]. Therefore, a
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a b

Figure 6.1. Measurement of the radius of curvature (ROC), R. a–b, The ROC
for void features is measured for different angles to be R = 22 nm. Figure adapted from
Ref. [16].

further critical radius of curvature, rc = 4 nm, is identified as feasible through manual
adjustments of the exposure mask and brute-force parameter sweeps of the fabricated
structures; such schemes are not uncommon—albeit may be unsatisfying—to realize
optimal structures within nanofabrication research (e.g., Refs. [65, 175]). This rc is
applied locally around the dipole, which is further required to be in a solid [16]. The
thickness of the silicon-membrane in the SOI wafer is measured to be 240 nm, and
the design is restricted to fit in a (2λ)2 square region surrounded by air.

Figure 6.2a shows a render of the resulting cavity geometry [16], which is entirely
emergent as an optimal distribution of material to maximize the LDOS given the
fabrication constraints and the limited design domain. It is not possible to verify
that it is a global optimum due to the amount of degrees of freedom [163, 164], but it
is possible to compare with existing knowledge using physical intuition to understand
what the optimizer has done with the various features. The outlines are extracted
from the inverse design and the quasi-normal mode (QNM) [116] is calculated of the
structure using a finite-element method (FEM, COMSOL Multiphysics). The norm of
the electric field, |E|, is projected onto the three symmetry-planes of the calculation
[132], and Fig. 6.2b shows a zoom-in around the central feature to which the the
light is primarily localized. This feature resembles a bowtie structure [136] with a tip-
sharpness limited by the void radius of curvature, and notably rv > g so the structure
achieves bulk confinement [17] consistent with the optimization targeting LDOS in the
geometric center. The structure further features a number of circular (eliptical) rings,
resembling a Bragg grating [106, 114] spaced by integer-multiples of the wavelength in
the material. The electric field polarization is primarily along x, such that the material
discontinuity around the bowtie causees a field enhancement [125, 126, 154, 155]. The
small ”hairy” features are orthogonal, i.e., along y, and may be interpreted both to act
as a sub-wavelength grating to smooth the material transition of the Bragg reflectors
to avoid scattering (i.e., a reduction of the Q) and further to preferentially enhance
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a b

100 nm

1 µm

c d

Figure 6.2. Dielectric bowtie cavity designed with fabrication-constrained
topology-optimization. a, The inversely designed structure with the electric field, E,
projected on the symmetry-planes used for the design. b, Zoom-in around the central 8 nm
wide bowtie etched with an aspect-ratio of 30. The colorbar shows the normalized electric
field amplitude. c, Scanning electron micrograph of a fabricated structure, which greatly
resembles the design, and d, zoom-in of the bowtie. Figure adapted from Ref. [16].
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polarization of the mode. It is in this context relevant to note that they only manifest
for in-plane polarization (quasi–transverse electric (quasi-TE)), while the transverse
magnetic mode results in circular rings [139, 159, 160]. During the design phase,
and to avoid local minima, topology optimization considers a continuous gray-scale ε
[171]. Here, the rings does not have a sharp transition while the bowtie immediately
obtains a sharp transition [132, 139], further corroborating this intuition. In practice,
surfaces are hard to characterize since a native oxide will form almost immediately –
moreover, condensation of water will occur, forming surface states [123].

The resulting structure is clearly limited by the square design-domain and the
choice of wavelength (in practice filtered close to a target center wavelength, λ =
1550 nm, using the square of a Lorentzian to ensure convergence [139]), λ0 = 1551 nm.
Increasing the domain results in better figures of merit in general [132]. However, a
nontrivial trade-off between Q and V exists when optimizing LDOS directly [148],
depending on the design constraints. Additionally, and as previously discussed, it
is not desirable to increase Q for all applications [115], e.g., interaction with short
pulses, and keeping a limited design domain forces the optimizer to improve the
spatial confinement, here achieved through the bowtie structure. The cavity has a
mode volume (evaluated using Eq. (5.27), cf. [16, 128, 129]), V = (1/12)[λ/(2n)]3
and a calculated quality factor, Q = 1120, corresponding to a theoretical broadband
(2 nm) Purcell factor of 8000. Figure 6.2c shows a tilted SEM image of a fabricated
cavity with an inset of the narrow bowtie-feature in Fig. 6.2d. A 1 µm air-spacing is
added around the cavity and mechanical supports are added to the corners. These
are included in the numerical calculation of the post-processed design [16]. The
fabricated structure resembles the design well, accurately reproducing both the bowtie
but also all the other narrow, ”hairy” features. From a fabrication point-of-view
it is worth highlighting that all the small holes are etched as well. These have a
high aspect-ratio in the void, which are hard to etch due to the microloading effects.
The scallops resulting from the switch CORE-process are clearly visible in Fig. 6.2d,
where some roughness can further be observed at the very top, likely caused by
mask retraction/erosion of the softmask. Importantly, however, the bowtie is still
substantially intact. A small sidewall angle, ∼ 1◦, can be seen, which will be discussed
later. This results in the scallops piercing through the bowtie in the bottom-most
scallop.

It is efficient to compute the mode from the design pixels used during the topology
optimization, but to preserve the fidelity of the design, the polygon-outline used for
the render in Fig. 6.2a and b is extracted with a large number of points, forcing
excessive meshing to ensure an accurate evaluation of the post-processed design [16].
Furthermore, trying to directly expose such an outline with electron-beam lithography
is problematic due to the issues related to the required fracturing and shot-filling
discussed in Ch. 3. Therefore, another outline is produced from the original topology
optimized material distribution by projecting it on a 1 nm–grid, matching the shot-
pitch to-be-used by the e-beam during the exposure. Then a Manhatten-outline
(i.e., only 90◦ vertices allowed) is drawn around all features, which can be fractured
deterministically and maintaining the design-symmetries in the exposure mask. This
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method avoids shot-filling errors but instead causes a large number of shapes. This
can be a problem as the electron-beam is blanked between each shape, which is a
slow (µs) process [64] that consequently can allow drift in the system to shear the
structure. However, since the cavity is small and can be exposed within a second it
is not a problem in this particular case. Nevertheless, to minimize this problem the
mask is written in order, first of the original polygon-outlines of the final air-features
and then of each slice within it, along y, i.e., minimizing the drift across the bowtie
and the two sides of it is written within a few µs. A final point is that the e-beam
writer uses a 4 µs subfield, and therefore stitches the mask 1.1 µm from the left and
bottom sides in Fig. 6.2c; this does not cause any visible errors, however.

A recent study further optimized the design into smooth features [145] enabling a
better-controlled meshing, as well as allows the features to extend beyond the original
design domain, specifically the outer Bragg gratings, which clearly appears truncated
in Fig. 6.2a. This confirms that the main features for the Purcell enhancement are
the Bragg grating to enhance the temporal confinement and the bowtie to enhance
the spatial confinement, while the small features only adds a minor contribution [132,
145]; in any case, since fabrication-tolerances are taken into account the features are
realistic and contribution is real, so they should be included for optimality.

In conclusion, multiple version of the design exists, the gray-scale and differen-
tiable material distribution obtained with topology optimization, a grid-style Man-
hattan-outline extracted for the nanofabrication process, a shape-optimized post-
processed version with smooth curves that is ideal for numerical meshing and studies;
and finally, the smooth outline used to visualize it. The first two can be merged by
using the electron point-spread function as the filter in topology optimization and
exposing the gray-scale mask by modulating the dose [73].

6.2 Fabrication of dielectric bowtie cavities
Figure 6.3a shows the grid-style Manhatten-outline of the electron-beam lithography
mask where the black (air) is exposed. In acknowledging that the central bowtie fea-
ture is critical, it was allowed to be smaller than the generic radii of curvatures, which
further requires manual modifications of the masks, specifically using the principles
of over-dose–under-size (ODUS), see Ch. 3 for further discussions. The patterns are
exposed with an area-dose to clear, D = 300 µC cm−2, i.e., a ∼ 10 % overexposure.
Then the mask-outline is retracted by not exposing the air-features–pixels inside a
radial distance given by the local-mask correction (LMC) contours. Figure 6.3b–i
shows the resulting top-view SEM images resulting from this exposure – and it can
be seen that without the LMC the bowtie is etched through but for sufficient LMC
it remains, corroborating this approach.

Figure 6.4a shows a global geometry-tuning in which the outline is grown or
shrunk in 2 nm steps, while corners are preserved and overlapping polygons only are
exposed once. This systematic variation of the outline enables a systematic evaluation
of the realized dimensions from the frequency shift [16, 145]. The retraction from
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Figure 6.3. Local mask-corrections (LMCs) to resolve critical features beyond
the general radii of curvature. a, The mask is defined by exposing the air-features
(black) in positive-tone CSAR and subsequently etching through the openings, leaving the
silicon (gray). The 8 outlines show LMCs where the black parts inside a given contour are
not exposed, thereby implementing a manual under-sizing of the mask around the critical
features. b–i, Corresponding top-view scanning electron micrographs etching in silicon—but
not yet underetched—for the 8 LMCs, it can be seen that the structures remain unchanged
except around the bowtie, which is etched away for the low LMCs and remains for the larger
LMCs. Figure reproduced from Ref. [16].
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Figure 6.4. Global geometry-tunings (GGTs) to systematically adjust the entire
mask dimensions. a, The mask (black) is exposed and the silicon (gray) is not. By shifting
the contour of the mask across the entire geometry the size of the cavity can be tuned
systematically and without introducing new shot-filling errors. b–e, Top-view scanning
electron micrographs (SEMs) binarized by a gray-scale threshold and subtracted from the un-
changed (binary) input mask pixel-for-pixel to show correct pixels in air/solid (gray/white)
as well as overexposed (underexposed) pixels in red (blue) for four values of GGT. The result
becomes less red along the outline—and even blue—for more negative GGT, i.e., by under-
sizing the exposure mask the resulting features becomes less over-exposed consistent with
the over-dose–under-size (ODUS) principles. The SEMs are scaled and rotated to fit the
centroids of the 4 holes in the corners. f–i, Tilted SEMs showing that top-view microscopy
alone is insufficient to probe nanometer-scale dimensions in the presense of a sidewall angle;
The bowtie in b appears too large, whereas f reveals that this is an SEM-artefact where
edges are brighter (blooming). Figure reproduced from Ref. [16].
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the blue print combined with the overexposure serves as a global ODUS-correction.
Figure 6.4b–e shows the difference between a binarized top-view SEM image re-scaled
to overlap with the mask by forcing the 4 corner-holes to overlap. It can be seen that
the amount of red (i.e., overexposed silicon) is reduced along the entire contour with
increased mask retraction. However, the main contribution to the frequency-shift
comes from the bowtie [145].

Figure 6.4f–i shows corresponding tilted SEM images of the bowties where it can
be seen that even though the bowties appeared to be well-resolved in the top-view
inspection, they may not be etched all the way down. The SEM is an indirect measure-
ment where an electron beam is directed towards a spot and the scattered electrons
are collected during the same time-bin, i.e., features scattering more electrons will
be brighter. For high-voltage SEM (i.e., ≥ 10 kV) the incident electrons will propa-
gate deep into silicon. Thus, the scattered low-energy electrons may not have enough
energy to come back out and be detected, i.e., a very thin (partially etched) bowtie
with scallops will very efficiently scatter electrons directed close to it, causing a wide
region around it to brighten in the top-view inspection. This effect is called blooming.
Low-voltage SEM can be used to reduce this effect, but this sacrifices penetration-
depth of the imaging as well as a drop in depth-of-focus and a larger spot-size of the
electron-beam, i.e., the measurement becomes more blurry. Finally, an SEM scale
bar is only approximate [16] – it both depends on focus but typically it also takes
tens to hundreds of seconds to obtain a high-resolution image during which the stage
will drift several nanometers, thereby shearing the image. However, the e-beam stage
is far superior with nanometer-scale drift per hour, and the structures are further
written much faster. For example, the electron-beam lithography system employs a
titanium sample-holder, which has a much lower thermal expansion coefficient com-
pared to aluminium, and employs a laser-interferometer to compensate stage-drift by
deflecting the beam accordingly. Nevertheless, it takes up to 6 h for the drift due to
thermal effects to settle. There is also a key difference between chips and wafers due
to the sample-holder configuration. Wafers are loaded in tightly-fitting slots, so when
they expand they tend to bend out-out-plane, therefore changing the focus. Instead,
chips are clamped onto a slit-opening and can therefore expand freely in-plane – they
experience a shearing to the patterns in-plane. The most accurate scale is not a par-
ticular width of a feature since the fabrication can change this, but rather the distance
between the centroid of far-apart features – a key reason to investigate gratings when
doing process optimization as in Part I. Moreover, by scanning the SEM line-by-line
multiple times it is possible to observe the direction of the drift, which will normally
be caused by a combination of systematic effects, e.g., thermal expansion that stabi-
lizes over time and random effects such as mechanical noise due to the environment.
By rotating the scan-direction at which the SEM acquires the image and by averag-
ing multiple images it is possible to compensate (at least in part) these two effects,
respectively. Lastly, dynamic effects of SEM-imaging are important to keep in mind,
since electrons charging up the sample surface will deflect incoming electrons thereby
causing that pixel to be brighter. These considerations are the motivation for the
re-scaling of the SEM images before comparing to the mask in Fig. 6.4f–i, in any
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case leaving the sample in the SEM-chamber for an hour or two before imaging can
substantially improve the quality by reducing the drift. Furthermore, if images are
taken in a multi-user facility it can be advantageous to take images in off-peak hours.
SEM imaging in industry and technology imaging known patterns for, e.g., quality
control can scan much faster to reduce these effects and errors, and then evaluate the
lower-resolution images directly. This is in stark contrast to SEM-images commonly
encountered in the scientific literature on applications.

Figure 6.5a (b) shows the electric energy density, ε(r)|E2(r)|, in a cross-section
view of bowtie with a vertical (1◦ angled sidewall) illustrating that the side-wall
angle does not create a lightning-rod effect, nor does it substantially affect the mode
volume in the center of the structure. Figure 6.5c shows the calculated mode volume
for all the structures, indicating a linear dependence [16]—further corroborated by
[145]—and Fig. 6.5d (e) shows out-of-plane linescans of the mode volume through
the centers of the vertical (angled) bowtie indicating that the volume in the center
remains much lower than any previous experiment even for much wider gaps.

6.3 Optical characterization of the far- and near-field
Six nominally identical copies of the bowtie structures are fabricated and their op-
tical properties are characterized first in the far-field using confocal cross-polarized
microscopy (using optical setup 1 laid out in Appendix C). Here, a super-continuum
pulsed laser is focused on the structure with linearly polarization (rotated 45◦ with
respect to the cavity-polarization along x) and the light leaking from the cavity is
collected with an orthogonal polarization (i.e., −45◦ rotated) to suppress reflections.
Figure 6.6a shows a a broadband spectrum of cavity 5 with GGT, δ = −6 nm, which
shows a wide peak centrally and the on-set of two peaks at 1200 nm and 1700 nm.
These peaks are at the limit of the optical spectrum analyzer (OSA). This results
from a standing wave across the air-gap formed by the etched-away buried oxide un-
der the cavity, i.e., a 3 µm gap. The peak-to-peak distance is called the free-spectral
range (FSR),

∆λ = λ2
0

2nL
, (6.1)

where λ0 is the center of a peak, n is the refractive index of the cavity medium
(i.e., n = 1 for air here) and L is the length of the cavity. For a L = 3 µm cavity
around λ0 = 1450 nm, ∆λ = 350 nm, which corresponds well with the observation.
Due to the interaction with the broad background mode, the cavity-mode of interest
manifests as a Fano-resonance [176],

F (ω) = A0(ω) + F0
[q + 2(ω − ω0)/Γ]2

1 + [2(ω − ω0)/Γ]2
, (6.2)

with A0(ω) a linear function representing the background signal of the low-Q mode,
q measures the relative amplitudes between them and F0 is a constant scaling-factor,
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Figure 6.5. Numerical study of the effect of a sidewall angle. a (b), Cross-section
view of the bowtie calculated with a finite element method for the entire geometry with a
vertical (angled) side-wall. c, Mode volume, V , at the geometric center calculated for a range
of global geometry-tunings (GGT), δ, for both angled and vertical sidewalls; the variations
are small and linear. Deviations from linear is due to the change in physical volume of the
bowtie not being linear for the angled side-wall when they co-incide. d (e) Mode volume, V ,
for vertical (angled) sidewall as a function of position along height of the cavity (along z).
In all cases it remains well below the diffraction limit, and the precise value depends only
weakly on the precise dimensions. The field is substantially less confined above and outside
the structure where the s-SNOM measurement probes. Figure reproduced from Ref. [16].

i.e., the cavity is the sharp modulation highlighted by the red box, which shows a
40 nm band around the mode.

Figure 6.6b–d shows the 40 nm band around the main cavity modes of the 18
sepctra corresponding to the 6 nominal copies for δ = {−2 nm, −4 nm, −6 nm}, re-
spectively. Each copy is offset by 0.25 nW nm−1 and colored consistently, i.e., one
can trace the background mode across the figures. The red lines show a fit to Eq. (6.2)
and the extracted Q and λ0 are displayed in Fig. 6.6e for the mean and standard de-
viation across the 6 copies. The measured spectral shifts ≤ ∆λ/10, which implies
that on average the cavities are identical to within |δ| ≤ 0.2 nm [16]. Moreover, and
due to the comparatively low Q, the cavities are reproducible enough for their res-
onances to overlap, which is important for many applications relying on integration
with emitters [105].

To investigate the spatial localization of the mode, the near-field is probed using
scattering-type scanning near-field optical microscopy (s-SNOM) [16]. A monochro-
matic s-polarized laser (Santec TSL-710, λ = 1480–1640 nm) is split with a beam-
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Figure 6.6. Optical characterization by confocal cross-polarized spectroscopy of
the far-field. a, Broadband spectrum showing the cavity as a Fano-resonance on top of
the standing wave between the device-layer and the bulk silicon (i.e., in the 3 µm air-gap
defined by the underetched buried oxide). b–d, Characterization of 3 sets of each 6 nominally
identical copies with different global geomtry-tuning (GGT); the background can be traced
between the measurements corroborating that it is a feature independent of the cavity, and
the high-Q modes manifests close to each other spectrally (relative to the linewidth). The
red lines show fits to a Fano-lineshape with the mean and standard deviation of the extracted
resonant wavelengths, λ0, and quality factors, Q, shown in e for each value of GGT. The
broadband spectrum in a corresponds to cavity 5 with GGT −6 nm (i.e., second from the
top in d). Figure reproduced from Ref. [16].

splitter and one part is focused on an atomic-force microscope (AFM) silicon-tip
(nominal radius of curvature 10 nm) in tapping mode (f0 = 280 kHz, 60 nm ampli-
tude) using a curved mirror. The sample is moved under the tapping tip and the
AFM-signal is measured and demodulating at 4f0 with a lock-in amplifier yields the
signal when the tip is ∼ 5 nm away the silicon surface. This allows mapping the spa-
tial structure of the cavity shown in Fig. 6.7a. The s-polarized light excites the cavity
mode and the tip acts as a new loss-channel scattering the light to the far-field. The
scattered light is measured with a pseudo-heterodyne interferometric scheme, which
strongly suppresses interference with the far-field background [177]. Both excitation
and scattering depends on the tip causing the amplitude of the electric field measured
in the far field to depend on the square of the amplitude of the QNM at the posi-
tion of the tip (or strictly, the integral of the QNM, f , over the volume of the tip),
i.e., |Escat(rtip, ω)| ∝ |(f(rtip))2|/[(ω − ω0)2 + γ2], which further imply a Lorentzian
lineshape of the amplitude rather than the intensity as is often assumed in optical
experiments. Careful QNM-based calculations (unpublished as of the time of writing)
corroborates this physical argumentation.

By keeping the sample still—and instead sweeping the laser wavelength—the spec-
trum is measured and the Lorentzian lineshape is confirmed as shown in Fig. 6.7b.
From a fit the central wavelength, λ0 = (1489.4 ± 0.1) nm, and an optical quality fac-
tor, QNF = 370 ± 40. This reduction in Q from the far-field is due to the loading by
the tip, which acts as a loss-channel. The rapid oscillations in the measurements cor-
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Figure 6.7. Scattering-type scanning near-field optical microscopy (s-SNOM).
A continuous wave (CW) laser is focused on an oscillating atomic-force microscope (AFM)
tip and the cavity is moved underneath it, thereby modulating the amplitude of the signal
scattered to the far-field by the square of the quasi-normal mode (QNM) at the position of
the tip. a, The AFM-trace of the scan. b, The frequency of the CW laser is swept while
the tip is kept at a fixed-position, resulting in a Lorentzian modulation of the scattered
amplitude and the quality factor and resonant wavelength is extracted. c, On-resonance
amplitude of the electric field scattered to the far-field (i.e., a spatial map of the square of
the QNM amplitude). The measurement is unclear when the AFM-tip falls into the holes in
the cavity, and d shows the measurement only on top of the surface of the structure, where it
can be more clearly interpreted. e, Convolution between the calculated square of the QNM
and the instrument-response function, f(σ), taken as a Gaussian. Figure reproduced from
Ref. [16].

responds to a standing wave across the handle-wafer, i.e., with n = 3.48, L = 675 µm
and λ0 = 1489.4 nm the FSR is ∆λ = 0.47 nm. This is not seen in the far-field
measurements, since a 2 nm wide slit is used with the OSA, therefore averaging these
oscillations out. Importantly, the signal-to-noise ratio when the laser is off-resonance
is excellent, clearly allowing the measurement of the mode. Figure 6.7c shows the
spatial structure of the square of the mode when the laser is set to its resonance wave-
length. This corroborates the field-localization to around the bowtie – but notably
the second lope of the field around the first Bragg grating, which is visible in Fig. 6.2a,
cannot be seen in the near-field. This observation was an additional motivation for
the more rigorous QNM-mode investigation carried out to justify that the scattered
field amplitude has a the square dependence of the cavity-QNM. Furthermore, the
tip dips into the holes causing strong scattering so to compare the measured field
structure to theory only the parts where the tip is above the silicon is included. Fig-
ure 6.7d shows a slow-scan ((5 nm)2 pixels) with the holes blacked out and Fig. 6.7e
shows the calculated mode profile convoluted with an instrument-response function,
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f(σ), assumed to take a Gaussian form [16].

The Bhattacharyya coefficient [178], t =
∑ √

|Es| · (|Ec|2 ∗ f(σ)), denotes the
overlap between the normalized maps for the scattered and calculated fields. The
maximum overlap, tδ=−4 nm = 0.984 and tδ=−6 nm = 0.991 for two different bowtie-
dimensions [16] both occurs for σ = 37 nm, corroborating that this indeed is germane
to the instrument and not the cavity. This number corresponds to a FWHM of
2
√

2 log(2)σ = 87 nm, which is much larger than the mode but notably also substan-
tially below half of the wavelength, λ/(2nSi) ∼ 200 nm, which would correspond to
the diffraction limit. It is difficult to measure such well-confined modes directly [179],
and future work might rather investigate other physics, e.g., optical non-linearities
in waveguide-coupled bowtie-structures [115, 148, 157]. To verify that the measured
mode structure is limited by the resolution of the present s-SNOM configuration
Fig. 6.8a–b shows the near-field measurements of the two structures measured, which
appears different at first due to the normalization to the maximum, which occurs in-
side the holes. Figure 6.8c–d shows the same measurements but only considering
the field above the surface, and the Bhattacharyya coefficient by overlapping these
two measurements with each other is 99.1 %. Figure 6.8e–f shows corresponding
high-resolution tilted SEM images of the structures where the bowties have a visi-
bly different size, consistent with the ∼ 40 nm spectral shift of the optical resonance
in both near- and far-field characterization. This difference corresponds to a ∼ 4 nm
change in the mean bowtie width, consistent with the geometry-tuning and the dimen-
sions extracted by SEM [16]. This change would cause the mode volume to increase
by ∼ 50 % (cf. Fig. 6.5c), but almost exactly the same data is obtained.

6.4 Outlook
Resonant confinement is among the most important and studied applications in all
of nanophotonics, critical to phenomena ranging from light-matter interactions to
sensing and information processing. This chapter presented recent experiments to
confine light within nanometer-scale dielectric bowtie cavities (DBCs) reported in
Ref. [16]. This is achieved by intertwining design and fabricating directly using
fabrication-constrained topology optimization to directly optimize the local density
of optical states inside the geometric center of a silicon slab. This direct integration
is demonstrated for the first time across any field of research or engineering using
fabrication-tolerances measured for the state-of-the-art manufacturing process used
to later fabricate the structures. The structures are fabricated, and scanning elec-
tron microscopy is used to qualitatively confirm that they are accurately reproduced.
Furthermore, the structures are characterized quantitatively using far-field charac-
terization which is in excellent agreement with the quasi-normal mode calculations
of the cavity. This agreement may not be totally surprising—yet it is a remarkable
demonstration that confirms the strategy—and holds further promise for strategies
to integrate theory, technology and applications as directly as possible [73, 74]. The
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Figure 6.8. Comparison of near-field results for different bowtie dimensions. a
(b), Scattering-type scanning near-field microscopy (s-SNOM) measurements to map the
square of the electric field amplitude for global geometry-tuning (GGT) −4 nm (−6 nm).
They appear different due to the normalization to the maximum, which occurs in the air-
holes. c–d, Air-holes blocked out and the signal is shown above the silicon surface; the maps
looks identical with an overlap of 99.1 %. e–f, Tilted scanning electron micrographs of the
two specific bowties measured in a–d. Figure reproduced from Ref. [16].
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near-field measurements provides an experimentally compelling demonstration of, for
the first time, extreme dielectric confinement well below the diffraction limit in a
dielectric bowtie nanocavity and it will be a daunting challenge for future research to
accurately map the mode structure of such nanometer-scale structures [179].

So far, all structures reported in the chapter have been fabricated with the softmask-
version of the CORE process reported in Sec. 4.2, resulting in an unprecedented spatial
resolution and high aspect-ratio nanostructure, albeit with substantial surface rough-
ness caused by the scattering. By exposing the very same electron-beam mask used in
Ref. [16] but instead with a slightly lower dose to clear, D = 290 µC cm−2, due to the
hardmask stack, and subsequently fabricating it with the stable process developed in
Sec. 4.4, scallop-free bowties nanocavities with narrow voids and solids is fabricated
and shown in Fig. 6.9a and b. Specifically, the solid bowtie (Fig. 6.9a) results from
the mask without any local mask-correction (LMC) and δ = −2 nm, while the void
bowtie ((Fig. 6.9b)) results from the first LMC (i.e., 10 nm) but no global geometry-
tuning. Both structures are fabricated and achieves 6 nm bowtie gaps, which implies
a critical radius of curvature, rc = 3 nm, and further, the narrow slots etched for
the optomechanical structures implies a void radius of curvature, rv ≤ 10 nm. This
is promising for future work on nanometer-scale photon confinement with dielectric
bowtie cavities to achieve unlocking new experimental regimes throughout most areas
of semiconductor nanotechnology [180], including nanophotonics [110], cavity optome-
chanics [102], nanoelectromechanics [39], optical non-linearities without emitters and
quantum photonics [105]; such as broadband Purcell-enhancement with nascent emit-
ters in silicon [181, 182].

~ 6 nm

~ 6 nm

a b

Figure 6.9. Fabrication of dielectric bowtie cavity with the hardmask process.
a–b, A solid or void bowtie gap of 6 nm can be fabricated next to each other on the same
chip, using the same fine-tuned pressure-controlled etching process developed in Ch. 4. To
achieve it the LMC is simply adjusting to open the solid bowtie into a void one, i.e., exactly
the same exposure mask is used for the electron-beam lithography.



CHAPTER 7
Phononics and optomechanics

Optomechanics (OM) has a wide range of applications and has seen substantial re-
search interest, from fundamental physics to photonic devices, e.g., using cavities
and nanostructures to enhance and engineer the interactions [102, 183–185]. The vac-
uum optomechanical coupling, g0, determines the strength of the OM interaction in a
cavity-OM system [186]. This chapter summarizes the findings on hypersonic phonon-
ics and gigahertz cavity optomechanics (OM) reported across 4 manuscripts [18–21]
as well as during an external stay at the Phononic and Photonic Nanostructures group
led by Prof. Clivia M. Sotomayor Torres at the Catalan Institute of Nanoscience and
Nanotechnology (ICN2, UAB). The author of this thesis contributed primarily to
the four manuscripts through nanofabrication of the structures characterized. High-
lights from the papers are presented to logically build the foundation motivating
the design, fabrication, and characterization of the engineered mechanical-optical-
mechanical (MOM) systems investigated during the external stay – some recent re-
sults of which are presented in this chapter mainly focusing on the platform. In the
context of this chapter, the author wish to highlight explicitly supervision by and
insightful discussions with Guillermo Arregui, Guilhem Madiot and Omar Florez.

The structure of this chapter is as follows: First, the shamrock phononic crystal
(PnC) is introduced, which opens a mechanical band gap with wide geometric tunabil-
ity in the gigahertz [18]. Second, the shamrock crystal is flipped forming a line-defect
(W1) multimode PnC waveguide (PnC-WG) in the interface [18]. Third, the slot-
ted photonic crystal (sPhC) is introduced, which enables strong OM coupling using
Anderson-localized modes [19]. Fourth, a slotted PnC-WG (sPnC-WG)—based on the
shamrock structure and terminated with a phonon-shield crystal—is investigated. It
supports an Anderson-localized mode with strong optomechanical coupling enabling
self-sustained mechanical oscillations in the gigahertz driven by radiation-pressure
forces (i.e., phonon lasing) [20], and moreover, this same structure can interact with
the MHz–Fabry-Pérot (MHz-FP) standing wave between the mirror-termination to
form a phonon frequency-comb [21]. Finally, the best features of all these structures
are combined in Sec. 7.3 to design a MOM system that is engineered—i.e., it relies on
an intentional optical cavity mode rather than on spontaneously occurring Anderson-
localized modes—by tapering the lattice pitch in a sPnC-WG. Moreover, the super–
unit-cell is modified by exchanging the shamrock closest to the slot with a circle,
which greatly improves the optical quality factor, thereby leading to substantially
higher OM coupling to the two plates on either side of the slot. By systematically
varying the hole-radius of one side it is possible to accurately tune the relative fre-
quencies of the mechanical modes. Lastly, the engineered nature of the cavity enables
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further systematic studies of the tapered fiber-loop setup used [19].

7.1 Shamrocks to engineer a GHz band-gap

Figure 7.1a–c (d–f) shows top-view (tilted) SEM images of large fabricated phononic
crystals using a shamrock in a triangular lattice [18]. The shamrock is shown schemat-
ically in the inset in Fig. 7.1c and its outline is composed from 3 circles of radius, r,
offset and rotated in 120◦ steps along an outline, f = 2r/

√
3. The crystals shown in

Fig. 7.1a–c are formed as a triangular lattice of periodicity, a = {220, 330, 440} nm,
and a fixed radius-to-pitch ratio (r = 0.22a), which controls the mechanics. The
shamrock phononic crystal (PnC) structure defines a range of blocks with large masses
connected through thin junctions with three thin necks [187]. The band gap is a range
of mechanical frequencies that are not possible within the crystal. The periodicity of
the mass of the blocks combined with the elasticity of the junction, i.e., the thickness
of the neck, defines the frequency range of the band gap, and therefore, scaling the
pitch changes the center frequency of the band gap [18].

From a fabrication point-of-view the shamrock is an easy structure, since it relies
on features with large radii of curvature easing high-resolution lithography, and more-
over, inherently will have a low aspect ratio making etching tolerances more relaxed.
Therefore, the system can be scaled down to push its band gap well into the giga-
hertz (i.e., hypersonic) regime [18]. Previous two-dimensional phononic structures
relied on snow-flakes [187–189] or square-like platforms with four necks [190]. They
include sharp corners that must be rounded to the limit of the fabrication process
[189], and further features high aspect-ratios that restricts their scalability. Here, the
smallest pitch considered (Fig. 7.1a) is a = 220 nm and it is chosen as the band gap
is limited by a band edge at ∼ 12 GHz and a smaller crystal will no longer open a
substantial band gap. This pitch corresponds to the radius, r = 0.22a = 48.4 nm,
(vertices in the mask are rounded to integer-precision), which is much larger than the
void radius of curvature of the fabrication process discussed in Ch. 6 and Ref. [16],
rv = 22 nm. Consequently, the shamrock crystal can readily be fabricated. Since the
resolution requirements are relaxed, a thicker resist is used (180 nm) and more cycles
(14) are used to etch the structures. This reduces the roughness, i.e., the scallop size
(Ch. 4). The necks are several tens of nanometers and so well within the solid radius
of curvature (Sec. 4.2), rs = 10 nm.

By flipping the crystal around a line and offsetting it by w = 184 nm two me-
chanical modes are defined within the band gap that moves along the defect, i.e., a
multi-mode PhC waveguide (PnC-WG) is formed. Figure 7.1g–i shows dark-field op-
tical microscope images of waveguides along x fabricated in the 220 nm thick device
layer with various number of mirror unit-cells along y. None of these images are false-
color and so the line-defect in the vertical center of each waveguide is clearly visible
with dark-field microscopy directly and further, the color gradients are caused by the
variation in dimensions for the larger structures due to insufficient proximity-effect
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Figure 7.1. Phononic crystals with hypersonic band gaps. a (b–c) and d–f, Top-
view and tilted-view scanning electron micrographs of large shamrock-structures that opens
a mechanical band gap in the gigahertz tuned by the pitch, a = 220 nm, a = 330 nm and
a = 440 nm for a–c and d–f, respectively. The inset in c shows a schematic of a shamrock
unit-cell. g–i, Dark-field optical microscope image of phonon waveguides of different width
and number of shield–unit cells, with a pitches corresponding to a–c. The color gradient
is due to a feature-size variation caused by insufficient proximity-effect correction (PEC).
Measurements on the structures are reported in Ref. [18].

correction (PEC), as indeed these membranes are large compared to the long-range
scattering range β (see Ch. 3).

The mechanical bands are mapped using Brillouin light scattering (BLS) spec-
troscopy on 50-by-50 µm membranes where a laser is focused on the sample, which
is rotated to expose the entire first Brillouin zone; due to the proximity errors the
larger 100-by-100 µm crystals are disregarded. Moreover, BLS is used to confirm the
existence of the two guided mechanical modes of the waveguide. These measurements
are reported in Ref. [18].
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a b

500 nm

50 nm

300 nm

dc

e

Figure 7.2. Development of optomechanical platforms. a (b), Slotted photonic
(phononic) crystal waveguide [19] ([20, 21]) using circles (shamrocks [18]) to achieve high op-
tical Q (shielding from mechanical modes leaking). c, Slotted mechanical-optical-mechanical
(MOM) cavity where the first row of shamrocks is replaced with circles, improving the op-
tical Q while keeping the mechanical shielding. The radius of the holes in the top-part is
tuned to shift the mechanical resonance of that plate. d–e, Cross-section images of a single
shamrock (d) and the MOM slotted interface (e).



7.2 Cavity optomechanics and phonon sources 95

7.2 Cavity optomechanics and phonon sources

The previous section demonstrated a phononic crystal that disallows the propagation
of mechanical vibrations at certain frequencies as well as phonon waveguides, which
can be engineered to route GHz-acoustic phonons. Such mechanical modes can be
generated by a multitude of methods [191], e.g., by optomechanical coupling where a
laser pumps the system and the optical fields drives mechanical modes. This effect is
enhanced by a factor quantified as the vacuum optomechanical coupling [186], g0, in
addition to the previously introduced optical quality factor, Q, and mode volume, V .
Figure 7.2a shows an SEM-image of a fabricated slotted [155] photonic crystal wave-
guide (sPhC-WG) reported in Ref. [19], which tightly confines the electric field and
sensitively depends on the slot-width, s. For examples, any mechanical modes that
are ”breathing”, i.e., mechanically deforms or modulates the slot, strongly couples to
the optical field [192]. The surrounding photonic crystal protects the optical modes
from in-plane leakage to the device-layer [106, 114] and light is coupled into the struc-
ture using a tapered fiber-loop [19, 193] directly in contact with it. The photonic
crystal is engineered to achieve slow light which makes it more sensitive to disorder
– creating so-called Anderson-localized modes [194–196], which are localized and can
be excited at certain points along the waveguide by sliding the loop along it [19]. For
example, one of these modes has a high optical quality factor, Q = 5.31 · 105 leading
to a strong vacuum optomechanical coupling, g0/(2π) = 228 kHz. This can drive
self-sustained mechanical oscillations (i.e., phonon-lasing) at a mechanical frequency,
Ω ≫ 230 MHz. However, the photonic crystal does not support a mechanical band
gap, and hence, the line-defect does not support any guided GHz mechanical modes.
Instead, hypersonic mechanical vibrations disperse and fade away. These results are
reported in Ref. [19].

Figure 7.2b shows an SEM image of a fabricated slotted PnC-WG where each end
is terminated by a mechanical shield, i.e., by shifting the pitch and thereby the band
gap. This structure enables exciting coherent GHz-phonons using Anderson-localized
modes, i.e., phonon lasing around Ω = 6.8 GHz with a vacuum optomechanical cou-
pling, g0/(2π) = 135 kHz is achieved, and these results are reported in Ref. [20].
Furthermore—and using the very same nanostructure—it is possible to coherently
drive an in-plane membrane mode at a frequency, ΩFP = 265 MHz, similarly to the
OM-system in Fig. 7.2a and Ref. [19]. The mixing of these two tones leads to the
formation of a mechanical frequency comb reported in Ref. [21]. However, the optical
quality factor of the modes in these shamrock-systems are not very high (Q = 18400),
leading to a weaker optomechanical coupling strength. To further improve the vac-
uum optomechanical coupling of the system for a hypersonic mode, a high optical Q
is needed simultaneously with a GHz band gap with protected line-defect mode.
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7.3 An engineered mechanical-optical-mechanical slotted
system

The insight of the previously discussed systems is combined: The slot tightly localizes
the electric field around it, while the mechanical modes extend farther into the crystal.
Therefore, by replacing the first row of the crystal closest to the slot in a sPnC-
WG with a circle, a reasonable and simultaneous protection for both optical and
mechanical modes can be obtained to enhance g0 for GHz phonons. Moreover, the
PnC waveguide and shields works due to the differences in their pitches, and using
a cubic interpolation-scheme between the waveguide and shield a cavity mode is
engineered within the band gap. The structure is designed by Guillermo Arregui
and Fig. 7.2c shows an SEM image of a fabricated device, which is characterized by
the author of this thesis and in collaboration with Guilhem Madiot and Guillermo
Arregui. Figure 7.2d and e shows cross-section images of a shamrock and the hybrid
structure, respectively, illustrating the vertical sidewalls and low levels of roughness.
The cross-section structures are fabricated using a higher current during the electron-
beam lithography step, I = 0.8 nA, and consequently a larger shot pitch, p = 2 nm,
must be used, which translates into additional line-edge roughness (LER) due to,
e.g., shot-filling errors. This can be seen in Fig. 7.2d on the left side of the junction
of the two circles forming the shamrock. Notably, this is not ”disorder” [197] but
rather ”ordered roughness” as it is a systematic error in the lithography, which will
be accurately reproduced on all the unit-cells. There is ∼ 22 scallops indicating a
scallop-size (and corresponding etch rate) ∼ 10 nm.

Figure 7.3a shows a calculation using a finite element method of the mechanical
eigenmodes of the system, which is a breathing mode following the envelope of the
tapering of the engineered cavity. Figure 7.3b shows the optical mode profile of the

Figure 7.3. Numerical calculations of mechanical-optical-mechanical (MOM)
system. a, The mechanical frequency calculated as a function of the radius of the top-plate,
R2, as it is changed from 184–194 nm, i.e., ∆R = −10–0 nm. The modes are breathing and
confined around the cavity-structure as shown in the insets. b, Amplitude of the electric
field of the optical mode of the system when R2 = R1. Calculation and figure courtesy of
Guillermo Arregui.
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eigenmode in the system. The circle in the engineered cavity has a radius, R = 194 nm.
By adjusting the radius of the circle in the top plate, R2 = 184–194 nm in 1 nm
steps. The mechanical frequency can be tuned by ∼ 10 MHz/nm, thereby forming
a mechanical-optical-mechanical interface where the frequencies of each plate can be
tailored individually [40, 198, 199].

The sample is characterized using the fiber-loop setup in which a fiber is tapered
down to be single-mode (diameter, d ∼ 1 µm) using a furnace (Fig. 7.4a–b). It
is then twisted 4π and pushed together until a loop is formed, and the ends are
then slowly pulled apart to reduce the loop size to a slightly elliptical circle with
a radius of a few tens of µm, forming a ring-like cavity albeit with an almost flat
transmission (Fig. 7.4c). Figure 7.4d shows an image captured through the 100x
microscope in the setup where the fiber-loop is brought into contact with the structure
and a monochromatic laser is coupled to the device through the loop. Coupling
manifests as a dip in the transmission curve or a peak in the reflection curve (measured
with a fiber-circulator) [19]. The loop can be slided along the length of the slot and
the polarization can be adjusted to maximize the cavity mode energy. Bringing the
loop into contact perturbs the system, illustrated by Fig. 7.4e, where a sequence of
transmission curves are plotted and the loop is moved a little along the slot using a
micrometer-screw and the position is extracted using a 100x objective to visualize its
position on the cavity. A Lorentzian fit is performed to each resonance and Fig. 7.4f–
h shows the resulting λ0, Q, and coupling fraction F—i.e., the extinction of the
peak—respectively. This shows that when the loop is on top of the cavity mode,
the mode is over-coupled and the resonance is red-shifted – by as much as 14 nm,
and Q degrades to ∼ 104. Similarly, when the loop is moved far away (> 4 µm)
the resonance comes back to the unperturbed, intrinsic value, and the quality factor
increases. However, the coupling fraction also increases, and as can be seen in Fig. 7.4e
almost no light is coupled into the cavity mode. Consequently, the optomechanical
response is weak. In the range 3.5 − −4.5 µm from the center F and Q remains high,
while λ0 is almost not perturbed. Therefore, the best coupling strategy is identified
by finding the mode at the center and then move away until λ0 stabilized and the
coupling is fine-tuned by adjusting the polarization. The final position is chosen to
obtain F ∼ 0.5. The numerical calculations yield Q ≫ 106 but the experimentally
obtained Q ∼ 105, which is much lower. This is limited by fabrication-defects such
as scattering (see Eq. (5.12) and discussion of Sec. 5.1). Finally, it should be noted
that if the loop rests substantially on either plate rather than in the center it will
dampens one mechanical mode over the other, however, when the loop is moved a
little away this dampening effect is much less pronounced, and in this context it must
be noted that the mechanical motion of interest is in-plane and localized to the center
(cf. Fig. 7.3a).

Figure 7.5a shows optically transduced mechanical spectra for the 11 different
structures with different R2. Each spectrum is normalized to its peak value and the
noise floor remain constant across all measurements; i.e., even though one mode is
hard to see for, e.g., R2 = 189 nm this is due to the other mode being much more
intense. Specifically, the first mode lases at the minimum power required to drive the
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Figure 7.4. Fiber-loop–measurements. a, A fiber without cladding is heated and pulled
to taper it down. b, Zoom-in where the fiber enters the free-space furnace. c, The fiber
is twisted and pushed together forming a large loop and then pulled to reduce its. d, The
loop is put in contact with the structure and the mechanical modulation of the transmitted
or reflected signals is measured. e, The loop strongly perturbs the system; by sliding it
along the structure and recording the spectra this can be illustrated. f–h, Optical center-
wavelength, λ0, quality factor, Q, and coupling fraction, F , against the absolute position
along the slot-length (x) with the center of the cavity at x = 0. The coupling fraction is the
extinction ratio of the dip in e. An optimal exists around 3–4 µm where the spectral shift,
∆λ0, remain low while F and Q both remain high.
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second mechanical mode. From a Lorentzian fit to each resonance the mechanical
frequencies are extracted and displayed in Fig. 7.5b and Fig. 7.5c further displays
the difference between the two frequencies. Moreover, a linear fit is computed for
each data set in Fig. 7.5b–c to obtain a shift of ∼ 11.28 MHz/nm, which is in close
agreement with the shift predicted from the FEM calculations..

Finally, the vacuum optomechanical coupling, g0, is measured for the two modes
using the method originally described in Ref. [186] and specifically in Refs. [19, 20].
The excitation laser is passed through an electro-optic phase-modulator before excit-
ing the cavity and a vector-network analyzer (VNA) is used to supply a modulation-
tone at Ω = 7.01 GHz to the phase-modulator with a power, PdBm = −10 dBm,
corresponding to a voltage,

VVNA =
√

R · 10−3 · 10PdBm/10, (7.1)

where the resistance R = 50 Ω and so VVNA = 70.7 mV, which should be compared
with the half-wave voltage, Vπ(Ω = 7 GHz) = 5.29 V. Figure 7.6 shows a mechanical
spectrum acquired with resolution band-width (RBW) 30 kHz where both modes
exhibit only thermal motion, i.e., there is no dynamical back-action. The VNA-
induced tone is visible as a narrow peak with a Gaussian line shape. Using Lorentzian
fits, the mechanical frequencies Ω1 = 7.043 GHz and Ω2 = 7.064 GHz as well as the
mechanical quality factors, Q

(1)
m = Ω1/Γ1 = 3500 and Q

(2)
m = 2900 are extracted.

This implies a phonon number in the cavity,

n = kBT

hΩ
, (7.2)

with T = 25 ◦C measured in the lab – possibly the sample is a little warmer due to
thermal heating as the laser power is dissipated, but this is not investigated further.
The vacuum optomechanical coupling is,

g
(i)
0

2π
=

(
πVVNAΩi

2Vπ(Ωi)

) √
Ai/AVNA

n
, (7.3)

with Ai the area under the i-th mechanical mode (strictly, this method is only valid
for one isolated mode, however this is neglected [19]) measured with a Lorentzian fit
and AVNA is the area under the VNA-supplied tone in the spectrum (measured using
a Gaussian fit). Equivalently, since the RBW is the same for the entire spectum, the
ratio of the peak amplitudes can be used instead to yield the same results. The factor
of 2 comes from the fact that the electronic spectrum analyzer (ESA) used to acquire
the spectra only maps one half [186]. This method results in g

(1)
0 /(2π) = 2.33 MHz

and g
(2)
0 /(2π) = 2.34 MHz, which are an order of magnitude higher than the previously

considered Anderson-localized modes, and among the highest values ever reported for
hypersonic phononics in nanostructures. This confirms that the strategy of the hybrid
phononic and photonic crystal to shield both the tightly confined slot-mode as well
as the less localized mechanical breathing modes of the two plates.
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Figure 7.6. Measurement of the strong vacuum optomechanical coupling, g0. a,
The driving laser is modulated with a phase-shifter driven by a vector-network analyzer
(VNA) at XX dBm and close to the two mechanical modes. The Vπ(7 GHz) = 5.29 V, and
both mechanical modes are in their thermal states. Lorentzian fits to the modes yields
resonance at Ω1 = 7.043 GHz and Ω2 = 7.064 GHz, linewidths Γ1 = 2.04 MHz and Γ2 =
2.42 MHz, corresponding to mechanical Q

(1)
m = Ω1/Γ1 = 3500 and Q

(2)
m = 2900. By compar-

ing the areas to the VNA-tone the vacuum optomechanical coupling, g
(1)
0 /(2π) = 2.33 MHz

and g
(2)
0 /(2π) = 2.34 MHz.
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CHAPTER 8
Nano-electro-mechanical silicon photonics

Nano-electro-mechanical systems (NEMS) are the nanoscale versions of micro-electro-
mechanical systems (MEMS). They employ electrostatic forces to cause mechanical
deformations, for example a spring force, k, balanced by a stored capacitive energy,
which in turn is tuned by applying a voltage, V [200–202]. For MEMS, such defor-
mation can cause large mirrors [203, 204] or even objects [205] to move. Meanwhile,
NEMS allow tuning systems with dimensions comparable to the wavelength of light,
such as photonic waveguides, where the near-field can be affected to cause a change
in the effective refractive index, neff, of a propagating mode. Thereby, the group
velocity of the optical signal, vg = c/neff, can be tuned. These photonic systems are
called nano-opto-electro-mechanical systems (NOEMS) [39] and they offer a flexible
platform to construct a number of systems such as optical phase shifters [206, 207],
delay lines and switching [23, 24, 208–210]. They can further be combined to form
complex integrated systems, e.g., within programmable photonics [25, 26], sensing,
as well as classical [211] and quantum computing applications [109, 212].

These systems have an inherent low power-consumption since the deformation
is tuned through a change in the voltage and, in principle, no current is dissipated.
Instead, the energy is stored in the spring and can be recovered. In practice, the
finite resistance of the nanostructures will cause a finite Ohmic loss [10, 213] but the
power remains negligible [212]. In contrast to NEMS, thermal tuning is widely used
[214, 215] due to, e.g., its mechanical robustness and direct CMOS-compliance and
relative ease-of-packaging [26] – nano-mechanical systems are sensitive to impact and
dirt, and must therefore be packaged in a protected environment [27]. Nevertheless,
thermal systems consume considerable power limiting the scalability, and moreover,
systems are prone to cross-talk [215]. Furthermore, they are incompatible with, e.g.,
cryogenic environments where instead NOEMS offers a promising platform [109, 212].
Alternative materials offer other tuning methods. For example, the electro-optic prop-
erties of lithium niobate (LiNbO3) [216] and galium arsenide (GaAs) [217]. However,
these material platforms are both more expensive and less developed compared to
CMOS-silicon processing, which leads to other challenges. They are not considered
further in this thesis.

A key figure of merit for most applications is the response time, i.e., the speed,
of the system. For MEMS and NEMS this is in general limited by the mechanical
frequency of the system [200],

Ω =
√

k/m, (8.1)

with k the spring constant and m the mass of the entire NEMS system. This implies
that thin and compact NEMS can achieve high speeds and importantly fringing fields
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become important at the nanoscale [218], thereby ensuring that such light systems can
continue to operate. In this thesis, NOEMS are formed using slot-mode waveguides in
silicon—enabling large tunability—combined with comb-drive actuators [200], which
allow large in-plane displacements. This chapter first introduces the slot-mode system,
then documents the comb-drive actuator, and finally, provides an outlook on example
implementations of the specific systems considered. Chapter 9 presents a specific
application in more depth, namely the construction of a low-cost chip-scale nano-
electro-mechanical spectrometer with a small footprint and power consumption.

8.1 Slot-mode waveguides
The slot-mode waveguide was invented in 2004 by Almeida et al. [155] and consists of
a narrow slot with a low refractive index clad by two slabs of higher refractive index.
The slot-mode waveguide is closely related to the even supermode formed when the
evanescent tails of two waveguides overlaps, thereby hybridizing their modes into two
coupled modes – an even and an odd supermode [39, 210]. In contrast, the slot-mode
forms when the gap between the high-index claddings, g, is small compared to the
length-scale of the evanescent tail and these overlap strongly, enhancing the field
inside the narrow slot. This typically implies that each of the two high-index slabs
are narrow such that the mode is less confined and the field is enhanced locally inside
the slot. This effect is similar to the effect of the bowtie discussed in Ch. 5. In this
thesis the low-index material is always air, i.e., nslot = nair = 1, while the high-index
material is silicon, nSi = 3.48.

Figure 8.1a shows a two-dimensional (2D) calculation of the quasi-transverse elec-
tric (quasi-TE) eigenmode of a rectangular waveguide using a frequency-domain finite-
element method (FEM) at λ = 1550 nm. The waveguide has a device-layer thickness,
h = 220 nm, it is wr = 508 nm wide, and it can be seen that the mode is confined inside
the silicon with considerable evanescent tails extending a few hundred nanometers.
Figure 8.1b shows the corresponding calculation for a slot-mode system where the
high-index claddings each have a width, ws = wr/2 = 254 nm, and are separated by a
gap, g = 50 nm. The evanescent tails has a comparable extend to Fig. 8.1a, however,
the norm of the electric field, |E|, is substantially enhanced inside the slot due to the
strong overlap. The system transforms adiabatically between the modes in Fig. 8.1a
and b, and Fig. 8.1c shows the calculated neff against the waveguide width as well
as a waveguide with twice its width. The mode becomes more confined as the width
increases and in particular when it extends beyond λ0/(2n) ∼ 223 nm. Figure 8.1d
shows the difference between the two lines in Fig. 8.1c, i.e., it shows the change in
neff as two far-apart slabs are moved closer together, thereby forming a slot-mode
– and ultimately brought together to recover the quasi-TE mode of the rectangular
waveguide. This change implies the available tunability of the system by mechanical
deformation, and the maximum ∆neff ∼ 1.25 is achieved for a ws ∼ 254 nm, and for
symmetry reasons ws ∼ 255 nm is considered. This is huge compared to, e.g., the
thermo-optic effect in silicon, which can only achieve ∆neff ∼ 10−2 for 100 K temper-
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Figure 8.1. Transverse electric (TE) modes in a rectangular and slotted wave-
guide. a (b), Electric field norm, |E|, in a rectangular (slot-mode) waveguide (rWG and
sWG). The rWG is wr = 508 nm wide and each of the two high-index parts forming the slot
are ws = wr/2 = 254 nm. The slot gap is g = 50 nm wide. Both waveguides are h = 220 nm
tall following the thickness of the silicon device-layer. c, The effective refractive index, neff,
of the rWG. This graph is repeated by scaling the width by a factor of two. When neff
approach that of the cladding (i.e., nair = 1) the mode is not well confined and instead leaks.
d, Difference between the two graphs in c showing a maximum difference when two pieces
254 nm wide are joined, and therefore maximal tunability for ws = 254 nm. e, neff against
the slot-width gap for a ws = 255 nm. It varies from the neff of the rectangular waveguide
(wr = 2ws) when there is no gap, g = 0 nm, to that of wr = ws when they are far apart.

ature adjustments [214]. Figure 8.1e shows neff(g), which starts at the value of the
fundamental mode in the rectangular waveguide of with wr and tends asymptotically
towards the value of the isolated case, i.e., ws = wr/2. It can be observed that the
majority of the change occurs over the first few hundred nanometers, and this range
should therefore be targeted to achieve the most efficient tunability.

Almeida et al. [155] solved the case of the infinitely tall slot-mode waveguide (i.e.,
h → ∞) and obtained, in essence, a bi-exponential spatial scaling of the electric
field distribution. The effective refractive index is computed as the sum of the dif-
ferent material indices scaled by the fraction of the field energy inside that material.
Therefore, a bi-exponential scaling is expected for neff(g), and Fig. 8.2 confirms that
this remains a good approximation even for the thin-film device layer, which is only
h = 220 nm thick. The bi-exponential fit takes the form,

neff(g) = 1.14 + 0.55 e−0.0072g + 0.63 e−0.05g, (8.2)

which imply that the effective index of the mode when the high-index claddings are
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Figure 8.2. Bi-exponential scaling of the slot-mode system. Numerical calculation
of the effective refractive index of a slot-mode waveguide with cladding width, ws = 255 nm,
as a function of the slot gap, g. An exponential and a bi-exponential fit are carried out and
the latter is in excellent agreement despite the finite device-layer thickness, h = 220 nm.

far apart tend to 1.14. Moreover, it can be seen that the first exponential, which falls
off slowly (1/e distance of 139 nm), contributes with 0.55 to the index change, while
the second exponential contributes with 0.63 and falls off much faster (1/e distance
of 20 nm).

8.2 Nano-electro-mechanical systems
The previous section introduced the slot-mode waveguide, where displacements of
a few hundred nanometers can cause large changes in the effective refractive index
of the propagating mode, ∆neff ∼ 1. By applying a potential difference, V , to the
two (suspended) high-index claddings, and attractive electrostatic force, F ∝ V 2,
is created, which is balanced by the Hookian spring force describing their rigidity
[210, 219]. The capacitance of thick MEMS are well described by the parallel-plate
approximation and such systems will collapse when the displacement exceeds 1/3 of
the initial gap, g0, while thin sheets are dominated by the fringing fields and col-
lapse at g0/2 [218]. NEMS falls in between but the problem can be all together
alleviated using comb-drive actuators [200]. Here, an array of parallel fingers pro-
vides the electro-static actuation. They are connected to a rigid case, which again is
connected to the rigid substrate using springs. In this way the actuation distance is
limited by the length of the comb-drive fingers. This section presents and analyzes the
nano-electro-mechanical systems considered in this thesis, specifically the comb-drive
actuator, which can cause large displacements of a nanostructure without in-plane
collapse [200].

Figure 8.3a shows an SEM image of NOEMS that is electrically contacted under
the SEM using an Imina miBot-system. The two electrical probes can be seen in
contact with the left and middle gold bonding-pad. The red square highlights a
comb-drive actuator. Figure 8.3b shows a tilted scanning electron-microscope image
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Figure 8.3. Characterization of nano-electro-mechanical system (NEMS). a, A
photonic NEMS is electrically contacted using an Imina-system inside a scanning electron-
microscope (SEM). b, Tilted zoom-in of the comb-drive actuator (red square in a) used to
mechanically deform the NEMS. It has 4 double-folded springs with each beam 12 µm long
and 500 nm wide. This yields a total in-plane spring constant, k = 5.2 N/m. c, Tilted zoom-
in of the slotted waveguide (green square in b) where the optical mode is affected through
electrostatic actuation of the comb-drive. d (e), Top-view SEM image of the gap, g, for 0 V
(30 V) actuation. f, Experimentally measured gap versus the applied voltage and comparison
to a full calculation of the actuator-force from the capacitance using a finite-element method
that includes the effects of fringing fields reported in Ref. [218].

of a partially underetched (i.e., the release etch, but not the deep etch, is performed,
cf. Sec. 2.4). This comb-drive [200, 201] body is skeletonized to reduce its mass (and
thereby, its frequency) as well as to ease the release-etch process. The electro-static
part consists of 42 finger-pair–overlaps and the structure is suspended using 4 double-
folded springs, pair-wise joined through a truss, which makes the structure stable
with respect to off-axis rotation [200]. The beams forming the springs have a length,
L = 12 µm, and width, w = 500 nm. This structure is fabricated on wafer type 1 (i.e.,
the device-layer is h = 240 nm thick, see Ch. 2). The total spring constant of the
system is therefore [28, 200],

kx = 2Ew

(
h

L

)
(8.3)
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ky = 2Eh
(w

L

)3
(8.4)

kzs = 2Ew

(
h

L

)3

, (8.5)

where E = 150 GPa is Young’s modulus of silicon [201], and ky = 5.2 N/m is the spring
constant in the direction of actuation, and kz is the out-of-plane spring constant.

The NEMS is interfaced to a suspended slot-mode waveguide, highlighted by the
green square, and Fig. 8.3c shows a tilted SEM of the slot-mode waveguide, which is
tapered out such that tethers can be connected to it with a minimal optical loss to
transfer the mechanical motion from the comb-drive [24, 28]. Figure 8.3d (e) shows
top-view SEMs of the structure in Fig. 8.3a when a potential, V = 0 V (V = 30 V),
is applied and the slot-gap can be observed to change. Figure 8.3f shows a range of
voltages and corresponding measurements of the resulting slot-gap, confirming that
the electrostatic actuation-force has a square dependence on the applied voltage [218],
i.e.,

g(V ) = −0.069 nm
V2 V 2 + 207.0 nm. (8.6)

In this case, the designed initial gap is g0 = 200 nm in the mask and the features grows
slightly. The system is symmetric with a comb-drive on both sides, and therefore, the
displacement corresponding to 42 overlapping finger-pairs is only half of the gap-
change. The red line shows the theoretically predicted displacement from a FEM
calculation of the capacitance [218]. The difference is likely due to the edge-effects of
the system, as the slot-mode waveguide is mechanically connected to the rest of the
optical circuit, which increases the total spring-constant of the system.

To improve the performance of the comb-drive, more comb-fingers must be added.
Figure 8.4a shows an optical miroscope image of four interfacing comb-drives using
an improved battering-ram [220] design. This design features 140 finger-pair overlaps,
up from 42, using only half the footprint. The green square highlights the mechanical-
optical interface shown in the tilted SEM image in Fig. 8.4b. Here, the red (blue)
square highlights the regions shown in the high-resolution SEM images in Fig. 8.4c (d)
of the comb fingers (spring). The springs in this improved design have L = 5.1 µm and
w = 200 nm, corresponding to a spring constant of the full comb-drive, ky = 4.0 N/m.
This structure is fabricated in the SOI-wafer type 2 with a device-layer thickness,
h = 220 nm. A key difference is that the width, w < h, and consequently, the out-of-
plane spring constant, kz > ky. This means that out-of-plane collapse due to stress
release (see discussion in Ch. 2) is less likely and the structural stability of the system
improves.

Figure 8.5 shows a mask (black parts are exposed) with precise dimensions of
a battering-ram comb-drive with three cross-beams. This device achieves a further
enhancement of the electrostatic force per area, and optionally the hindmost parts
(relative to the optical interface at the comb-drive front) can be exchanged with this
component. Moreover, and if the optical interface already has considerable mechan-
ical robustness, the springs at the front of the comb-drive (in Fig. 8.4a–b) can be
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Figure 8.4. Next-generation battering-ram comb-drive actuator. a, Optical mi-
croscope image of four battering-ram comb-drive actuators facing a tunable slot-mode wave-
guide. It features 140 finger-pair overlaps, up from 42 in the previous version, i.e., a 233 %
improvement in the actuation force. Moreover, the strong comb-drive has half the footprint
(40-by-40 µm down from 60-by-55 µm). b, Tilted scanning electron micrograph of the comb-
drive interface with a red (blue) square highlighting the comb-drive fingers (spring) in c (d).
c, Zoom-in of comb-drive fingers connected to the skeletonized comb-drive body. d, Zoom-in
of a spring with length, L = 5.1 µm, and width, w = 200 nm. The total spring constant of
one comb-drive is, ky = 4.0 N/m.

disregarded. Importantly, this battering-ram comb-drive is less wide (along x) com-
pared to the first generation shown in Fig. 8.3b, which means more actuation force
per length of the optical waveguide (and hence, stiffer springs and operation at higher
speeds). This reduction in width is, in part, also due to the springs not being con-
nected pair-wise through a truss, which makes the system less stable to deformations
along x, as well as to other detrimental effects such as shearing. Ultimately, the
intrinsic mechanical robustness of the system that the comb is interfaced with—i.e.,
the slot-mode waveguide here—should be taken into account when pushing the per-
formance. On the other hand, self-contained mechanical robustness of the comb drive
should be prioritized when smaller or slower deformations are targeted, due to the
ease of integration across a variety of applications.
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Figure 8.5. Battering-ram comb-drive actuator schematic. Multiple cross-bars with
comb-arrays can be stacked to efficiently boost the actuator efficiency and reduce the voltage,
either for low-voltage applications or to compensate higher spring constants, and thereby, a
faster mechanical response.

8.3 Outlook
This chapter introduced the slot-mode waveguide as well as the comb-drive actuator.
The former enables a nonlinear change in the effective refractive index of a single-
mode waveguide-system on a chip. Specifically, it achieves a bi-exponential scaling
with the width of the slot gap, i.e., the distance between the two high-index claddings.
The actuator works by balancing an electrostatic force, Fa ∝ V 2, with the spring force
of a Hookian system, Fk = kx [200, 218]. That is, neff ∝ exp(V 2), and this strong
non-linearity translates to strict requirements on the voltage-control for applications.
While this is rarely an issue in laboratories where a high-quality voltage-control is
readily available, it does translate into a higher price-tag for a packaged device. It is
possible to linearize the scaling (or rather make it less non-linear) [221] using pull-type



8.3 Outlook 113

0 5 10 15 20

Voltage, V (V)

40

60

80

100

120

140

160

180

200

S
lo

t g
ap

, g
 (

nm
)

Push
Pull

0 10 20 30

Voltage, V (V)

1.5

2

2.5

3

E
ffe

ct
iv

e 
re

fr
ac

tiv
e 

in
de

x 
ch

an
ge

, n
ef

f

Push
Pull

0 10 20 30

Voltage, V (V)

10-3

10-2

10-1

100

S
lo

pe
: E

ffe
ct

iv
e 

re
fr

ac
tiv

e 
in

de
x 

ch
an

ge
, n

ef
f Push

Pull

a b c

Figure 8.6. Push-type versus pull-type actuators. a (b), Voltage dependence of the
slot gap, g, (calculated effective refractive index of a slot-mode waveguide, neff). c, the slope
of b – all for a push- and pull-type actuator. The comb-drive displacement has a square
dependence on the voltage, V , and the slot-mode waveguides a bi-exponential scaling on
the gap resulting from the displacement. Therefore, the slope is much lower for a pull-type
actuator, thereby relaxing the requirements on the voltage control. In addition it may be
possible to recover structures with in-plane collapses using pull-type actuation.

actuation [222] instead, which achieves neff ∝ exp(−V 2).
Figure 8.6a illustrates the square dependence of the slot gap with the voltage for

both pull- and push-type actuation. Figure 8.6b combines this with the bi-exponential
scaling of the slot-mode system (h = 220 nm, ws = 255 nm), and Fig. 8.6c shows the
slopes of the two curves. It is immediately clear that a pull-type system achieves
a much stronger response for low-voltage, which is relevant for applications such as
switching [24] where standard CMOS-only allows few volts. Furthermore, pull-type
systems yield an almost linear scaling over many volts, and the maximum slope
(Fig. 8.6c) is much lower. Another advantage of pull-type systems relates to a central
risk for NEMS: the in-plane collapse when structures are moved to close [220]. The
square voltage-response of push-type systems implies an increasing risk of collapse,
while for pull-type systems the minimum gap is the starting point. That is, when
a larger voltage is applied the structures are pulled apart, which may even allow
recovering collapsed structures [220], thereby extending the lifetime of a system. De-
spite these many advantages of pull-type systems, push-type actuation is much more
prevalent due to the ease of fabrication – specifically, a pull-type system requires a
narrow slot to be fabricated, which is a high aspect-ratio structure that is hard to
etch (see Ch. 4). On the other hand, a push-type system relaxes this fabrication chal-
lenge by allowing wider features to be etched, which can then be pushed together to
benefit from the tight field-confinement inside a narrow slot with dimensions beyond
the resolution of the fabrication process.
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Finally, the two slot-mode waveguide and the comb-drive actuator discussed in this
chapter must be integrated with a range of additional components to form integrated
programmable photonic circuits. Scanning electron microscope images of a range of
such components are shown in Fig. 8.7. Figure 8.7a shows an input grating coupler
(top-view SEM image in the inset), along with a chip-scale beamsplitter and 3 tethers
to mechanically suspended the single-mode rectangular waveguide. The point-scatter
grating coupler [223–225] converts light focused on it using a microscope objective
into in-plane motion, i.e., it rotates the wave vector. Appendix C presents the optical
setups used, and it presents the propagation loss in the suspended optical waveguides
including the tethers. This type of grating coupler is very broadband, which is useful
for initial testing. However, this is at the price of a low optical transmission, T ∼
1 %, and a high reflection, causing standing waves between an input and output
grating coupler. More complex grating couplers using apodized gratings [95, 226–
236], including focusing grating couplers [237–240], have been investigated as part of
this thesis, but is presently unpublished, and instead this circular grating coupler is
considered exclusively. The interested reader is referred to the review by Marchetti
et al. [241] and Klenk et al. [242] for further details on grating couplers. A range
of complex applications and coupling schemes have been demonstrated to couple
different polarizations into the same optical waveguide on-chip [243], to enable long
working-distance grating couplers [244, 245]. Moreover, inverse design [246, 247]
optimize for a range of figures-of-merits, and Sapra et al. [248] provides an overview
of the trade-offs between bandwidth and peak transmission through inverse design of
grating couplers. Finally, Li et al. [249] optimizes for lateral coupling required by the
most stable photonic packaging strategies. In this context, it is worth highlighting
the fiber-loop system used to study cavity optomechanics in Ch. 7, which achieves a
transmission, T ∼ 100 % [19]. This approach, however, is not suited for packaging
but remains excellent for characterization within fundamental research.

Figure 8.7b shows a mode-converter between a suspended and slot-mode wave-
guide system [251] where the slot-mode waveguide is connected to a lever, which is
skeletonized to reduce its mass. This type of coupler impose substantial mechanical
stiffness to short slot-mode waveguides [252, 253]. This may be the reason for the
large discrepancy between theory and experiment in Fig. 8.3f, and the other coupling
schemes reported in Refs. [251, 254] might be promising for fast and low-voltage
optical switches. Figure 8.7c shows a slot-mode waveguide and its interface with a
comb-drive actuator. Here, there lever is not skeletonized to increase its mechani-
cal stiffness. Figure 8.7d shows an electronic-photonic circuit-crossing [24, 28, 250],
which is designed using topology optimization (see Sec. 6) to transmit optical signals
across an electrically insulating gap in a compact footprint of 3.1 µm long segment
and enabled by a single lithography step. Other waveguide crossings exist [251, 255],
however, to achieve low optical losses they require long tapering distances, which are
not suited for compact and large photonic circuits. These optical components all
achieve insertion losses, IL < 10 % [28] over a wide bandwidth, and the limiting fac-
tor for most smaller systems is the low optical transmission provided by the grating
coupler. Ref. [24] further shows a design with transmission, T = 99.8 %, which could
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Figure 8.7. Tilted scanning electron microscope (SEM) images of photonic com-
ponents for chip-scale nano-opto-electro-mechanical systems (NOEMS). a, Point-
scatter grating coupler (top-view in inset), beam-splitter, and tethers used for suspension. b,
Mode converter from suspended rectangular transverse electric mode to a slot-mode wave-
guide. c, Mechanical-optical interface using a slot-mode tether connected to a load-arm that
distributes the deformation from the comb-drive actuators uniformly. d, Electronic-photonic
circuit-crossing (EPCC) that enables crossing electrical and optical signals without cross-talk.
All components have broadband (> 100 nm around 1550 nm) insertion losses [28], IL < 10 %.
The EPCC is reported in Refs [24, 28, 250], and Ref. [24] further presents EPCC designs
with transmission, T > 99 %, which are realistic using the high-resolution fabrication pro-
cesses developed in this thesis.



116 8 Nano-electro-mechanical silicon photonics

be realized using the fabrication processes reported in this thesis and may enable a
simplification of the electrical routing in large and complex chip-scale nanophotonic
networks [24, 25, 209].



CHAPTER 9
Chip-scale nano-opto-electro-mechanical

spectrometer
Different materials and substances absorb and scatter light differently, leaving a
unique fingerprint in light that is transmitted through it or reflected off of it. A
spectrometer measures the spectrum of light [22], which enables it to detect the fin-
gerprint and thereby identify the material being analyzed. Existing table-top systems
are bulky and expensive but can achieve excellent performance in terms of spectral
resolution, bandwidth and signal-to-noise ratios. This chapter presents the early re-
sults of on-going efforts towards a low-cost chip-scale spectrometer [256]. It is based
on the advantages of the nano-opto-electro-mechanical systems (NOEMS) discussed
in Ch. 8. Here, the principles of the specific system are introduced, and early re-
sults are presented along with an analysis demonstrating the concepts. Then the
emerging challenges related to the commercialization—and in particular the nascent
field of packaging photonic integrated circuits (PICs) such as NOEMS [27, 257]—are
briefly introduced. Finally, an outlook is presented in the form of a proposal for a
next-generation design based on the knowledge developed within this chapter.

9.1 Chip-scale spectrometers
A range of technologies can be used to construct a spectrometer [22]: light can be
dispersed [258], i.e., its wavelengths can be spread out spatially, either on an array
of detectors or using a single detector combined with a slit that filters a part of the
spectrum. This is the method used to record the spectra reported in Ch. 6 [16].
Another strategy uses reconstructive methods [259], and finally, the time-domain
signal of the light can be measured and the Fourier transform (FT) of the signal
yields its spectrum [22, 214, 215]. Infrared detectors are expensive, which rules out
the multi-detector schemes [260–265] to keep costs low. Sweeping a slit enables high
resolution with table-top designs but requires careful calibration and operation in a
stable laboratory. This leaves the FT-based methods that require measuring the signal
in the time-domain. Telecommunication photons have a wavelength, λ ∼ 1550 nm,
which corresponds to a frequency, f = c/λ = 193.4 THz, with c = 299 792 458 m/s
the speed of light in vacuum. A signal must be sampled at least twice per period of
its fastest frequency component, i.e., the sampling rate, Fs ≥ 2f ∼ 400 THz, which
is called the Nyquist criterion or sampling theorem [214, 266]. This corresponds to
a detector that can sample the signal at least once per δt = 2.5 fs. Detectors are
rarely fast enough for this, and certainly, compact and low-cost detectors are not;
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for example the detector used in Ch. 7 used to measure the GHz phononics and
optomechanical-transduction has a sampling rate of 40 GHz, which is considered fast.
Moreover, fast detectors have poor signal-to-noise ratios, which makes the subsequent
analysis harder and less certain.

Instead, FT-methods [266, 267] employ interferometers where light is split into
two parts with variable optical path lengths (OPL), Lo = nL, before they are rejoined.
The resulting signal is an interferogram and its intensity corresponds to that of the
signal at the time, τ = nL/c. Therefore, by tuning either the refractive index, n, or
the path length, L, and measuring the resulting intensity on a single detector, the
signal can be reconstructed. Now the signal-to-noise ratio is limited by the integration
time at each step, and the time-steps, δτ , should satisfy the sampling theorem. The
spectral resolution,

δλ = λ2
0

c∆τ
, (9.1)

depends on the maximum time-delay, ∆τ , and for λ0 = 1550 nm it is δλ ∼ 8 nm(ps/∆τ).
That is, 1600 optical cycles must be measured to obtain a 1 nm spectral resolution.

Figure 9.1 shows a concept-illustration of a FT-spectrometer. Multi-colored light
is passed through a sample (e.g., blood) obtaining its fingerprint. An interferometer fil-
ters the light and the interferogram is measured using a single detector. The FT of the
interferogram yields the spectrum (e.g., primarily red is transmitted through blood).
Light-sources and detectors are readily available, and the FT is a post-processing
step requiring only some computational power. The missing part is the interferom-
eter, and Ch. 8 already discussed grating couplers and waveguides to get the light
to, from and around the chip as well as beamsplitters required for the interferometer.
The key component is therefore a tunable delay-line, which must have an accuracy
to satisfy δt ≤ 1/Fs, a maximum tuning-range to yield the required resolution and
optical losses that are low enough for the detector to resolve the signal. Beyond this,
reducing the price and footprint are the key figures of merit.

Technologies that rely on free-space propagation, such as table-top setups and
micro-electro-mechanical systems (MEMS), normally use a Michelson–Morley inter-

Wavelength, λ

SpectrumInterferogramInterferometerUnknown substance

Fourier TransformMeasurementDeviceSampleWhite light source

Multicolored light

Time delay, ∆τTunable path, ∆τ

Figure 9.1. Concept-illustration of a Fourier transform spectrometer. White
light is passed through a sample of unknown substance, e.g., blood, milk or oil, and this
material leaves a fingerprint in the spectrum. An interferometer can measure the signal in
the time-domain and a Fourier transform yields the spectrum from which the sample can be
identified.
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ferometer (MMI) [203, 204, 268–270] configuration where a mirror is physically moved
to change the path length. Here, micrometer-scale precision suffice to satisfy the sam-
pling theorem and millimeter-scale travel ranges ensures a high resolution. However,
when aiming for miniaturization using single-mode waveguides the length cannot eas-
ily be changed. While MMI-configurations have been demonstrated [271] it is instead
more convenient to use a Mach-Zehnder interferometer (MZI) as shown in Fig. 9.1
where the optical path length is tuned through and adjustment in the effective re-
fractive index. This has been demonstrated using thermal tuning [214, 215, 272–274],
carrier injection [275] as well as the electro-optic effect in for example GaAs [217] and
LiNbO3 [216, 276, 277].

Slot-mode waveguides combined with comb-drive actuators can also induce time
delays [219, 256]. See Ch. 8 for a discussion of these systems and components.
Such NOEMS achieve large changes in the refractive index, and short systems (sub
millimeter-scale) therefore can achieve high spectral resolution compared to the centimeter-
scale required for, e.g., thermally tuned delay-lines [214]. Figure 9.2a shows an optical
microscope image of a fabricated interferometer. The mask is laid-out in collabo-
ration with Mathias Korsgaard. Three potentials can be supplied to the bonding
pads (gold), with the top (bottom) bonding pads applying a potential to the sus-
pended parts in the two interferometer-arms, and the middle bonding pad supplies
0 V to the fixed parts. The input light is split into two paths, an electronic-photonic
circuit-crossing (EPCC) [24] is employed to electrically isolate the two arms, while
the semiconductor-waveguides conducts current to supply the voltage. This struc-
ture has 16 comb-drives–pairs in series on each delay-line, and since the signal is
symmetric around τ = 0 the two arms can be delayed sequentially to improve the
resolution [214]. The output of the interferometer is routed back using a suspended
waveguide to enable measuring it with confocal microscopy. See Appendix C for a
detailed charaterization of the propagation losses as well as documentation on the op-
tical setups used. Figure 9.2b shows a top-view SEM image of a short delay-line with
only a single comb-drive actuator-pair. The mode converters between the suspended
and slot-mode waveguides can be seen in each end, and these cause considerable stiff-
ness to the waveguides, i.e., the spring-constants of the four double-folded springs are
insufficient on their own. This is corroborated by the direct characterization of the
comb-drive actuators in Ch. 8 (Fig. 8.3). Figure 9.2c shows a tilted SEM image of an
8-comb spectrometer where the parts connected to the central bonding pad charges
up, therefore causing an increase in the SEM-signal due to scattering of incident
electrons. Meanwhile, the suspended parts remain dark verifying the good electrical
isolation provided by the EPCCs [24].

High spectral resolution is required for many applications, and in particular within
research where stable laboratories are available. However, for many applications
these requirements are greatly relaxed [22] and instead the key figure of merit is to
reduce the cost. One example is the continuous validation required of hydraulic oil,
which is used to lubricate the moving parts (e.g., gears) in machines – from factories-
tools and lawn mowers to tanks, aeroplanes and aircraft carriers. As the oil gets
older it lubricates insufficiently due to contamination with dirt or a too-high water
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Figure 9.2. Fabricated chip-scale nanoelectromechanical spectrometers. a, Opti-
cal micrograph of 1 mm wide spectrometer MZI-design with two arms, each with 16 pairs of
comb-drive actuators. The output waveguide is routed back to the input to measure it with
a confocal microscopy setup. The three 100-by-100 µm bonding pads can be seen on the
left and electrical isolation trenches are routed around them. b, Top-view scanning electron
micrograph of a short single–comb-drive actuator delay-line. The mode converters from
suspended to slot-mode waveguide are visible at each end. c, Tilted scanning electron micro-
scope (SEM) image of an 8-comb interferometer. By changing the scanning-configurations
on the SEM the central bonding-pad (at 0 V) is charged up along with the parts of the
spectrometer connected to it, while the parts electrically isolated by the electronic-photonic
circuit-crossings remain dark. This image is not false-color.
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concentration [278]. Critical systems (e.g., fighter jets) therefore exchanges the oil
more regularly than needed due to an overly-cautious mind-set, or they can afford the
high price-tag of high-performance characterization-systems. Large machines (e.g.,
ships) can afford the space and price to test the oil, while smaller systems (such
as cars) are allowed occasional failure, but nevertheless still exchange the oil on a
regular basis causing waste. Another example is the continuous quality-control in
production-lines within the food-industry. If the contents are not monitored, larger
safety-margins are required to ensure certain specifications. However, by monitoring,
e.g., fat, protein and moisture in the dairy industry (e.g., milk and butter production),
it is possible to reduce costs, improve quality and lower the food waste. Typically,
only a single point is monitored in large dairies due to the price-tag of such systems,
but future internet-of-things (IoT) intelligent production lines require numerous low-
cost sensors. Here, the precision-tolerances can be lower but critically the cost must
also be lower.

The list of applications goes on, but interestingly a study by Jesper Sand available
in Ref. [278] demonstrated that a spectral resolution of only δλ ∼ 10 nm over a well-
chosen bandwidth of only ∆λ ∼ 60 nm is in fact sufficient for the detection of moisture
in the hydraulic oil case – and therefore, it can detect water in milk-production as well.
To a large extend, this is because liquids broaden the resonances to ∼ 10 nm. Beyond
these specifications, it is required that the signal-to-noise ratio is low enough for
the detector to detect the signal. Since essentially no current is consumed, NOEMS
offer low power – and since the mechanical deformation achieves a strong tunability—
further enabling a small footprint—the price-tag becomes the central consideration.

9.2 Fourier transform infrared (FTIR) spectroscopy
The structures in Fig. 9.2a and b can achieve the required resolution δλ ∼ 10 nm in
principle. This section reports the characterization and analysis of a structure with
eight combs in series (Fig. 9.2b) and a delay-line length, L ∼ 350 µm. The specific
data set analysed in this section has been acquired by Jesper Sand [38].

The structure characterized has an initial slot-mode gap, g0 = 175 nm. The input
port is excited with a monochromatic laser at λ = 1520 nm with P = 3 dBm = 2 mW
(the laser wavelength is chose for compatibility with a legacy-camera used in the
optical setup, which primarily could detect infrared light at this wavelength [279]).
Following g ∝ V 2, the voltage steps probed are,

√
0 : 0.05 : 10, following MATLAB

syntax. Figure 9.3a shows the resulting transmitted power in nanowatts – the huge
drop in power is primarily caused by the poor (yet broadband) grating couplers,
see Appendix C. The first peak does not occur until V = 1.6 V, while the step-
size in the end is < 3 mV to sufficiently capture the oscillations, which immediately
corroborate the intuition developed around Fig. 8.6 to use a pull-type rather than a
push-type system with a smaller initial slot. By measuring the delay in both arms,
the envelope for low voltages could be obtained as well, but here the first partial
oscillation is ignored for clarity. At high voltages the system becomes unstable due to
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Figure 9.3. Optical measurements of a spectrometer with a 350 µm long tunable
slot-mode waveguide. a, Transmitted power in nW against the applied voltage. The blue
dots highlight the peaks to yield the envelope. Only data after the first peak (V > 1.6 V)
is considered as it can be normalized. b, Zoom-in of a for V = 8.6–10 V. The data beyond
V > 9.41 V is noisy and also not considered in the analysis. c–d, Normalized transmission
of the data considered using the envelope and zoom-in d.

two reasons. First, a poor-design choice was made in which the voltage is applied to
the suspended part, relative to the substrate, which is at a floating potential (albeit
∼ 0 V). This means that a considerable out-of-plane force is applied, rendering the
system unstable. Instead, the variable voltage should be applied to the fixed parts,
which enables operation at much higher voltages [24]. In the following analysis, this
part of the data set is also excluded for clarity. Second, at small slot-mode gaps the
system becomes unstable due to ubiquitous surface forces (e.g., the Casimir force)
[280, 281] as well as the increased optical forces. This would be alleviated somewhat
by using more stiff springs, and further, the lower slope of actuation at low voltages
of the pull-type approach would enable a separation of these two issues. The smallest
viable gap could then be investigated, and measurements imply that care must be
taken already when using a gap on the order of 30–50 nm [280].

The peaks are identified, the envelope computed and the data normalized using
MATLAB,

[Ppk, Vpk] = findpeaks(P_nW, V, 'MinPeakProminence', 0.2);
P_env = interp1(Vpk, Ppk, V, 'linear','extrap');
P_norm = P_nW ./ P_env;
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Figure 9.4. Calibration of FTIR-interferometer. a, Measured time delay, τ , corre-
sponding to an applied voltage, V , as well as an exponential fit to the square of the voltage.
b, Error between the measurement and the fit. The error is small compared to the optical
period imposed but this will nevertheless cause a spectral error. A key future challenge is
to investigate the reproducibility of the τ(V ) dependence. c, The measured transmission
against the time-delay, i.e., a measurement of the signal corresponding to a monochromatic
input at λ0 = 1520 nm.

The normalized transmitted power in the well-behaved region is shown in Fig. 9.3c–
d. Next, to obtain the corresponding time for each applied voltage, all intersects
between the measured normalized powers and the midpoint-value are identified (xi),
which are known to be separated by f = 197.2 THz = 5.071 fs due to the known
laser-wavelength, λ = 1520 nm, such that the measured time can be extrapolated,

xi = polyxpoly(V,P_norm, V([1 end]), 0.5*[1 1]);
time_fs = (period_fs/2) * (0.5 + (0:length(xi)-1));
meas_t_fs = interp1(xi,time_fs, V, 'linear','extrap');

Where period_fs = 1e15/frq0; and frq0 = c/lam0;. This conversion is shown
in Fig. 9.4a along with a fit, τ(V ) ∝ exp(V 2), where a single exponential—rather
than a bi-exponential—scaling for the refractive index with the slot gap is assumed
due to the large slot-gaps. Figure 9.4b shows the deviation from the fit, which is
generally low (compared to the period, T ∼ 5 fs) but cannot be neglected, and a
linear interpolation between the measurements in Fig. 9.4a is employed to re-scale
the data and the normalized transmission as a function of the time-delay is shown in
Fig. 9.4c. The fit is carried out as follows (the fit-result is used as the starting-guess
here),
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fittype = @(p,x) p(1) + p(2) .* exp(p(3) .* x.^2 + p(4));
fitres = nlinfit(xi', time_fs, fittype, [-53, 0.25, 0.02 5.37]);

The maximum time delay difference measured is ∆τ = 259 fs = 51.1 periods, i.e.,
the OPL is increased by ∆L = 51.1λ0 = 77.7 µm. This corresponds to an increase
in the length of ∆L/L = 22.2 %. At an initial gap, g0 = 175 nm, the effective index
of the slot-mode waveguide, neff = 1.26. This is increased by 22.2 % to neff = 1.54,
which in turn occurs at the gap, g ∼ 50 nm. Hence, the ∼ 10 V cause a gap-change
from ∼ 175 nm to ∼ 50 nm, consistent with the hypothesis that the instabilities at
higher voltages are related to the small gaps.

Using a FT the spectrum is recovered from the signal. First, however, the data
must be uniformly sampled. This is done using a linear interpolation (u_t_s and
u_P_norm for the time and signal, respectively). From the calibration curve in
Fig. 9.4a it is possible to define the voltages at which the intensity should be measured
such that it is uniformly sampled.

Fs_THz = frq0 * 100;
u_t_s = meas_t_fs(1)*1e-15:1/Fs_THz:meas_t_fs(end)*1e-15;
u_P_norm = interp1(meas_t_fs*1e-15, P_norm, u_t_s, 'linear');

L = length(u_t_s);
N = ceil(L/2);
frq = (0:N) .* (Fs_THz/L); % frequency in Hz
lam = c ./ frq; % wavelength in meter
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Figure 9.5. Fourier transform (FT) of the measured signal. a, FT of the signal
with uniform bins on frequency. The monochromatic laser at λ = 1520 nm yields a single
peak as expected. b, Zoom-in around the laser frequency, f = 197.2 THz. c, Zoom-in in
wavelength-domain, where the data points are unevenly spaced. The peak-value is offset
from the laser (red), due to the length of the original signal. The resolution (i.e., distance
between the points in the FT), δλ ∼ 32 nm. The spectra are normalized to 0.459 THz−1.
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Here, L (N) is (half) the length of the signal; since the FT is symmetric and only the
one side is used these are needed to obtain the correct power spectral densities of the
resulting spectrum. frq and lam are the corresponding frequency and wavelengths
corresponding to the spectral amplitudes recovered using a fast FT (FFT).

spectrum_frq = abs(real(fft(u_P_norm))./L);
spectrum_frq = spectrum_frq(1:N+1);
spectrum_frq(2:end-1) = 2 * spectrum_frq(2:end-1);

The resulting spectra are shown in Fig. 9.5a with an inset in b. The bins are uniformly
sampled in frequency. Figure 9.5c shows the spectrum for the wavelengths where an
offset can be observed due to the bin-centers produced by the FT.

To determine the center of the peak more accurately, the original signal can be
zero-padded, i.e., artificial zeros can be added to the signal before the FFT, which
adds fast oscillations to the spectrum but also evaluates it at many more points. This
is illustrated in Fig. 9.6a with a zoom-in in b and in wavelength-domain in Fig. 9.6c.
It is carried out by inserting the following three lines of code after the definition of
u_t_s and u_P_norm and before computing the lengths of the signal.

t_zeroPadding = u_t_s(end) + (1/Fs_THz:1/Fs_THz:10e-12);
u_t_s = [u_t_s, t_zeroPadding];
u_P_norm = [u_P_norm, zeros(1,length(t_zeroPadding))];

To analyse a spectrum, the voltage-to-time conversion must be obtained across all
wavelengths, and further, the transmission as a function of wavelength and slot-width
(i.e., applied voltage) should be obtained. This is known as the transfer function and
should be implemented in the FT-scheme as detailed in Ref. [214].
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Figure 9.6. Effects of zero-padding the measured signal with 10 ps. a–b (c), FT
of the signal where 10 ps of zeros are added to the signal before the FFT and zoom-in in
frequency (wavelength). This reproduces the peak-location more accurately but introduces
artificial oscillations around the peak. The full-width half-maximum intensity now manifests
as a resolution, δλ ∼ 20 nm. The spectra are normalized to 0.0129 THz−1.
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9.3 Emerging challenges for commercialization: Packaging of
photonic integrated circuits

A number of technological challenges remain to be solved to achieve a low-cost and
compact spectrometer, such as a chip-scale nanoelectromechanical spectrometer. The
main challenge is packaging – electronic signals can be routed as long as two wires
touch. However, photonic signals are vectors where both position and direction are
key. Getting light to and from a chip is already a challenge in a laboratory, but
to achieve it in a packaged solution is hard [282]. On top of this, electrical sig-
nals can be transferred in a sub-micron wire and immediately connected to a large
bonding pad to create an interface, while a single-mode silicon waveguide is a few
hundred nanometers wide, while the core of a fiber is ∼ 10 µm. Today, fiber-arrays
are considered a standard [25, 282], low-cost packaging option, that can be used with
specially designed grating couplers [249]. The problem is that a single fiber-array
readily costs ∼ 100 $, which is prohibitively expensive for low-cost (∼ 10 $) photonics
applications, required for a wide market penetration such as IoT- and smartphone-
integration. Further to this point, a central packaging-challenge for NOEMS is that,
while they are light and therefore mechanically robust to vibrations or gravity, they
remain fragile nanostructures that must be suspended. This means that even a single
dust-particle or direct impact can completely destroy the chip, and therefore, the
NOEMS components must be hermetically sealed during packaging. Hermetic seal-
ing is even more expensive than the fiber-arrays, which has not been a problem for
low- and intermediate-volume applications within the price-range is 1000-10000 $.
Nevertheless, recent work has demonstrated wafer-scale hermetic sealing of NOEMS
components [27, 257], which can be a low-cost and scalable solution. Here, a lid is
bonded on top of the sample using a metal interface-layer. Moreover, placing a buried
metal-layer between the buried oxide and handle wafer has been used to considerably
improve the performance of grating couplers [228], since it alleviates the ∼ 1/3 loss
of light, which normally leaks into the substrate [240].

Finally, in this context it is worth highlighting the difference between pre- and
post-dispersive FTIR-spectrometers. Figure 9.1 shows the intuitive flow of conven-
tional table-top systems in which light is passed through a sample, then to the inter-
ferometer with an integrated detector, and then the signal is analyzed. This is called
post-dispersive, since the light becomes disperse and diffuse as it passes through the
sample. This is not a problem for free-space methods, but it is challenging to cou-
ple such disordered light into a single-mode waveguide on a chip without massive
losses. Instead, a pre-dispersive configuration can be used where the light-source is
integrated with the interferometer, and the filtered output from the interferometer
is passed through the sample and onto an area-detector, which readily can measure
the diffuse light. While it remains active research, the author again wish to high-
light the advances in Refs. [27, 257]. They show a path towards realistic solutions
to one of the most—if not the most—substantial challenges to the applications of
nano-opto-electro-mechanical systems.
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9.4 The next-generation spectrometer design

This chapter introduced a chip-scale nanoelectromechanical spectrometer based on
a Fourier transform (FT) in the infrared (FTIR) technology. Specifically, nanoelec-
tromechanical actuators are used to modulate the gap of a slot-mode waveguide,
thereby tuning the optical path length. This delay-line is integrated with suspended
silicon-photonic components to form an interferometer. It is experimentally demon-
strated to accurately recover the sinusoidal oscillations of a monochromatic light-
source. Furthermore, the FT-analysis, which can be used for a general spectrum, is
detailed and demonstrated. A spectral resolution, δλ ∼ 20 nm, is demonstrated using
zero-padding of the measured signal in a L = 350 µm long delay line – and using only
the delay obtained from applying a voltage to one arm. By applying the delay to
both arms this resolution could be doubled to match the ∼ 10 nm required for many
high-volume low-cost applications.

Despite this, a number of challenges remain. Packaging remains the most challeng-
ing in terms of commercialization of a realistically-priced device. However, a number
of technological improvements to the system could further enhance the performance
through increased robustness or less strict demands on, e.g., the control-electronics.
Figure 9.4 shows a schematic of a next-generation spectrometer where a number of
challenges of the current technology are resolved.

First, the beamsplitter in the current version employs a multi-mode interference-
scheme to split the light with an insertion loss (IL) of around 6 %. To some extend
this has resonant features, e.g., the distance between the expansion into multi-moded
propagation and until the bifurcation into two beams. The slight taper of the splitter
alleviates this problem enabling a bandwidth > 100 nm. A more significant prob-
lem is that it electrically connects the two arms of the interferometer forcing them
to be on the same potential – and combined with the output beamsplitter in the
same configuration it creates an island in the center at a floating potential. While
experiments could probe a bonding pad on such an island [23], packaging demands
bonding pads only at the edges, which in turn demands complex multi-layer stacks
to electrically access the isolated island out-of-plane. This was resolved using an
electronic-photonic circuit-crossing (EPCC) [24], but can be resolved as well using
other established beamsplitter configurations. A nanotaper [283] will expand the
mode independent of wavelength and has been demonstrated to achieve almost unity
broadband transmission, and furthermore, the same configuration can be used for the
slot-mode waveguides [254]. Ref. [251] shows alternative configurations of electrically
isolated taper-based coupling schemes. As noted in Ref. [254] such a coupling scheme
depends sensitively on the sharpness of the tip of the taper, as this will determine
the amount by which the light is expanded. Here it should be remembered that high-
resolution silicon nanofabrication-methods developed in Part I enables unprecedented
small feature-sizes reproducibly and deterministically. While this should not be ex-
pected with present-day foundry-technology it is reasonable to expect in the coming
years [7]. Consequently, it is a justifiable approach within research.



128 9 Chip-scale nano-opto-electro-mechanical spectrometer

V1
XX

X X

V2 XX

X X

Input Output

Figure 9.7. Schematic of next-generation chip-scale nanoelectromechanical spec-
trometer. First, the input beamsplitter and suspended-to-slot mode-converter should
both be based on inverse tapers to increase bandwidth and to reduce insertion loss. In
the beamsplitter-case it further provides electrical isolation of the two arms. In the slot-
mode case it provides mechanical isolation of the two high-index claddings forming the slot,
thereby, enabling better control and improved robustness of the delay-line. Second, all black
parts are connected to the device-layer and should be at 0 V. The variable voltages, V1 and
V2, for the two arms are supplied to the red and magenta parts, respectively. They are
not suspended to avoid instability. Third, the nanoelectromechanical parts should employ
pull-type actuation to linearize the actuation curve.

For the slot-mode waveguide, this further enables electrical isolation, which in
turn substantially simplifies the electrical routing (i.e., drawing and connecting the
electrical isolation trenches). This both reduces the time required to produce a mask
as well as the risk of errors. Moreover, it mechanically isolates the two high-index
claddings, such that the mechanical actuation can become uniform along the length
of the slot. In this context, it is reasonable to assume that at least part of the
deviation from the predicted scaling, neff ∝ exp(V 2), in experiment is caused by non-
uniform slot-mode gaps along the length of the waveguide. The electrical isolation
of the high-index claddings from the suspended waveguides also enables setting their
potential to common ground with with substrate to avoid out-of-plane forces. The free
mechanical boundary conditions of such a slot-mode system also ease the prediction
of deformation caused by stress-release, which will expand the device-layer causing a
reduction in the slot-mode gap [40]. A reduction in the gap is not desirable for a push-
type comb-drive actuation scheme, but it is germane for a pull-type actuator where
the challenge is to fabricate the narrow slot with a minimum of sidewall roughness
in order to keep the propagation losses low [284]. If a larger slot can be fabricated
enabling lower roughness, and the slot is then allowed to decrease, or self-assemble,
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due to stress-release [40] this is advantageous. In this context, speed-bums to avoid a
pull-in collapse of the gap might be desirable [201]. This should be chosen such that
a reasonable voltage can pull the waveguides apart [220]. Additionally, the pull-type
actuator (Fig. 9.4) has the advantage of linearizing the actuation curve, which reduces
the requirements of the precision of the actuation-voltage (see Fig. 8.6) [221].

While most of the components enjoy low insertion losses, the slot-mode tether is a
problem since a large number of them are placed in series causing considerable losses.
It has an insertion loss 5–10 % depending on the gap and with 17 tethers in series,
this corresponds to a 83–58 % loss, which is considerable. Instead, a sub-wavelength
grating [255, 284–286] can be used. Such a grating offers mechanical support and
avoids the continuous back-and-forth mode-conversion to otherwise enable tethering
[285]. This would also exploit the mechanical stability of the lever-arm, which should
ideally be locally doped to ensure that the applied potential is uniform along the
propagation-length of the slot. In the present configuration the undoped silicon causes
an immense resistance, and likely a voltage-slope along the propagation length of the
system can be expected. This would cause an additional instability to the system
and the slot-width might become non-uniform.
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CHAPTER 10
Conclusions

This chapter summarizes and concludes the findings presented in this thesis, which
covers the exploration of novel physics and applications using high-resolution silicon
nanofabrication. Next, an outlook is provided [287], highlighting results of additional
on-going studies of fundamental interest that have been a considerable part of this
thesis. All these topics share the fact that they have been enabled by the high
performance of the novel fabrication methods developed.

10.1 Summary
Part I introduced the high-resolution silicon nanofabrication process, with Ch. 2 in-
troducing the general principles, methods and nomenclature of nanofabrication. It
further provided a specific fabrication-process to realize local diffusion-doping as well
as presented work on the process to release suspended silicon membranes by un-
deretching the buried silicon dioxide (BOX) using hydrofluoric acid in vapor phase.
Chapter 3 covered high-resolution patterning with electron-beam lithography, detail-
ing processes to measure a consistent dose to clear, the point-spread function (PSF)
of electron-scattering through stratified media, and lastly, the importance of the
shot-filling processes and how to combine it with the PSF to enhance the resolution.
Chapter 4 introduced plasma etching and the Reinberg reactor—from continuous
dry-etching and the Bosch process that benefits from inductively-coupled plasma
(ICP)—to the recently developed clear-oxidize-remove-etch (CORE) processes that
can be carried out in standard reactive-ion etching (RIE) systems. The advantages of
the self-limited oxidation process were discussed and a multi-layer hardmask scheme
was introduced to circumvent the downsides, leaving a highly flexible and tunable
process. Lastly, the remaining challenges were discussed, and techniques to stabilize
the process by tuning it to employ the self-adjusting mechanisms available in the re-
actor yielded a robust process. This was demonstrated to be stable across > 1 month
in a multi-user facility and without the need for preconditioning, consistently able to
etch simultaneous high and low aspect-ratio features with low roughness and micro-
loading.

Part II covered selected novel physics explored as part of this thesis. Chapter 5
introduced the theory of light-mater interactions and discussed dielectric bowties
structures to enhance the electric field, following the principles derived in Ref. [17].
Chapter 6 reported the experimental demonstration of deep sub-diffraction confine-
ment in a dielectric bowtie cavity structure, which was designed using fabrication-
constrained topology optimization. This is a state-of-the-art method for determin-
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istic inverse design, and the target of the optimization was to maximize the local
density of optical states (LDOS) in the geometric center of a silicon structure. The
fabrication-constraints used were that of a measured fabrication-process reported in
Part I, and their direct inclusion ensured that the resulting design was realistic. The
structure was evaluated using scanning electron microscope (SEM) imaging to ver-
ify that the structure appeared as-designed qualitatively. Then a set of nominally
identical structures were characterized in the far-field using confocal cross-polarized
spectroscopy to verify the yield and reproducibility. Lastly, it was characterized in
the near-field using scattering-type scanning near-field optical microscopy (s-SNOM)
to confirm the tight spatial localization of the optical mode. The results of this
chapter were reported in Ref. [16], but this chapter further provided additional de-
tails, placing the results into the context of this thesis. Chapter 7 introduced the
field of hypersonic phononics and cavity optomechanics, i.e., mechanical vibrations
in the gigahertz. The nanofabrication process demonstrated in Part I has enabled
a series of novel structures and samples, which have been characterized and pub-
lished in Refs. [18–21]. The insights gained from these systems were combined to
construct a novel mechanical-optical-mechanical system, which was characterized as
part of an external stay. Some highlights from these on-going measurements were
presented, demonstrating a vacuum optomechanical coupling, g0/(2π) = 2.34 MHz,
for mechanical vibrations at a frequency Ω ∼ 7 GHz and a quality factors as high
as Qm = 3500. Notably, the structures combined a so-called shamrock-structure to
open a mechanical band gap, a circle to achieve high optical quality factors, and a
narrow slot to enhance the electric field intensity to strongly couple the electric field
with the breathing mechanical mode modulating the slot. The simultaneous etching
of a high–aspect-ratio slot with the low–aspect-ratio shamrocks and circles is an ex-
cellent demonstration of the performance of the nanofabrication methods developed
in Part I.

Part III focused on novel applications enabled by the nanofabrication methods
developed in Part I. Specifically, Ch. 8 introduced the slot-mode waveguide properly,
which had already been used to strongly couple the optical field with the mechanical
modes in Ch. 7. The slot-mode is based on many of the same theoretical principles
of the bowtie structures introduced in Ch. 5, and in fact a bowtie with an angle
of 180◦ becomes a slot (see Fig. 5.4e). Moreover, nano-electro-mechanical systems
(NEMS) were introduced through comb-drive actuators. They can mechanically de-
form nanostructures by applying a voltage, and thereby an electrostatic force, which
is balanced by an engineered spring constant. Slot-mode waveguides, as well as paral-
lel rectangular-mode waveguides, sensitively depends on their separation, which can
be accurately controlled with the NEMS to achieve nano-opto-electro-mechanical sys-
tems (NOEMS). Such systems were shown to achieve a strong nonlinear response of
the effective refractive index of a propagating mode, and example applications include
switch-networks based on directional couplers [24] and phase shifters [252], as well as
photonic computing and quantum networks. Chapter 9 used the slot-mode waveguide
to construct a long optical delay-line in Mach-Zehnder interferometer (MZI) to build
a scalable on-chip nanoelectromechanical spectrometer for volume applications [256].
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Here, the price-tag and power consumption are key figures of merit, while adequate
spectral resolution and bandwidth can be tolerated [278]. A spectrometer was char-
acterized optically, and the Fourier transform in the infrared (FTIR) analysis was
presented and discussed.

10.2 Outlook
The nanofabrication methods reported in this thesis achieve unprecedented nanostruc-
tures, but relies on electron-beam lithographic processes, which are slow due to its
serial nature. Electron-beam lithography has been predicted for some low-volume
applications or to define a single unique low-density layer on each chip for encryption
purposes [7]. However, it will be important for silicon photonics foundry-processes to
continue its advance to enable applications of the cavities for nanometer-scale photon
confinement and optomechanics presented within this thesis.

A key challenge for applications of NOEMS is the total loss in the optical struc-
tures, where the electric field is intense at the material boundary. Reducing the loss
relates to reducing structural disorder rather than the feature-sizes, and in particu-
lar the narrow slots are sensitive to roughness such as the scallops left by the cyclic
dry-etching. Future work on surface passivation as well as annealing to smooth the
surfaces could be promising. Nevertheless, the strong nonlinear response offered by
NOEMS [39] enables compact devices, and combined with the low power-consumption
of NEMS—compared to, e.g., thermal tuning [214]—imply a powerful platform for in-
tegrated programmable photonics applications [25], ranging from photonic computing
[282] and quantum networks [109]. Packaging remains a central challenge, but recent
times have seen substantial advances and progress to resolve this with scalable meth-
ods [27]. Consequently, NOEMS remain more promising than ever for widespread
integration in fundamental research and new applications – ranging from healthcare
and diagnostics to internet-of-things (IoT).

Photonic topological insulators (PTIs) [152] have been proposed as a promising
platform to protect optical modes from losses induced by back-scattering due to struc-
tural disorder. However, recent experimental efforts by Rosiek et al. [84] brings this
strategy into question, showing that PTIs effectively have indiscernible propagation
losses to normal photonic crystal waveguides – albeit, the propagation losses demon-
strated are among the lowest in the world, owing to the exceptional performance of
the nanofabrication processes developed as part of this thesis. This study is yet an-
other example of the applications and novel fundamental physics that can be explored
using high-resolution silicon nanofabrication.

The CORE-processes developed achieve very low etch rates, in part due to the self-
limited nature of the oxygen passivation, compared to industry-standards. However,
it also allows considerably simpler reactor specifications, which begs the question:
could a high-speed etcher be replaced by multiple cheaper and low-speed tools? Al-
ready, the partial abatement of the potent greenhouse gas (GHG) C4F8 is a step
towards sustainable etching. Even more to this point, with access to the toxic, yet
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sustainable, fluorine source F2 instead of the potent SF6 a GHG-free high-performance
silicon dry-etching process can be envisioned. Finally, it is relevant to highlight that
research and industry often diverge when it comes to cleanroom processes, due to
the accelerating costs of state-of-the-art nanofabrication tools. However, if industry
instead were to employ multiple lower-cost tools where researchers can afford a single
version of it, it can enable researchers to further contribute to the development of
industrial nanofabrication. This is for example the case with the HF vapor phase
etcher, where processes can be developed on low-cost single-wafer tools and remain
compatible with foup (25 wafer-batch) foundry processing.

The nanometer-scale photon confinement in dielectric cavities [16] demonstrated
in this thesis (Ch. 6) holds promise for a variety of applications enabled by its small
modal volume, but from a fundamental point of view a question arises if there is
a fundamental limit to the interaction strength of light and matter [158, 160, 288].
Additionally, it will be interesting to study the field profiles of such cavities either
directly using alternative spatially-resolved optical spectroscopy methods [179] or
indirectly using, e.g., optical nonlinearities [157].

Finally, constructive self-assembly of suspended nanoscale systems [40, 289] can
realize structures with dimensions well below the resolution of the nanofabrication
processes. In particular, measurements of the surface forces at the deep nanoscale,
such as the vacuum fluctuation forces (i.e., the Casimir and van der Waals forces)
have been carried out [280, 281] during the span of this thesis. These measurements
hold promise for further exploration at the nanometer-scale – and may even pave a
realistic way for the quest to study novel physics and applications at the fundamental
atomic scale.
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APPENDIX A
Optimized process flow

This appendix includes the precise steps followed to fabricate a suspened silicon nanos-
tructure using the processes developed in this thesis. The ”DeDam” step [11] listed
as part of the etch-protocol is not described in the main text, since it is auxiliary
with little real value for the actual process and could be deleted for speed; rather
their purpose is to verify that the etching tool can strike the plasmas a required such
that the tool can be left to complete the etch automatically. It consists of two steps,
DeDam strike and DeDam etch.

The DeDam strike step has 30 sccm SF6 gas-flow and uses a fixed VAT-position
of 100 % (i.e., fully open), which results in a pressure of 0.9 mTorr, which is allowed
to stabilize for 15 s and then the power is ramped from 0–20 W over 10 s. The plasma
typically ignites around 10 W, and this step serves to verify that the plasma ignites
correctly with proper matching conditions converging fast. It also allows verification
that the measured gas flow matches the set-point and that the pressure reaches <
1 mTorr, i.e., that the pump works as is intended.

The DeDam etch step 15 sccm SF6 and a fixed VAT-position of 100 %, which
results in a pressure of 0.4–0.5 mTorr. After 15 s time to stabilize the pressure, the
plasma is ignited with 10 W and run for 15 s. This step is tuned to etch away the
native oxide on the silicon surface, and to a large extend is similar to the poly-silicon
etch. However, lower power and higher pressure is used and for much shorter time.



Process flow: Suspended photonics in SOI chips
Contact: Marcus Albrechtsen (maralb@dtu.dk)
Content revised on February 17, 2023.
Compiled on February 17, 2023.

1 Sample name Note the full sample name and understand what it means (see separate documentation). In "C01A21",
C01 means wafer 01 from batch C (Soitec "G12P-194-01", 300 mm wafers), cleaved into shards (size ≤ 75-by-100 mm)
labelled by a letter, here A. Chips 25-by-25 mm are cleaved with row (column) given by 2 (1), respectively.

2 Stack information Note (use blue/black pen only) any additions to the stack on the chip box (and in the logbook),
writing the material abbreviation and thickness in nm. E.g., the SOI stack could be written: box3000si220.

3 E-beam lithography hardmask (cr10si10csar50) Sample assumed to have hardmask stack: cr10si10.
3.1 Spin-coating Prepare/fetch bowlset, space, pipettes, and resist (AR 6200.09 (CSAR) diluted 1:1 in anisole).
3.1.1 Safety Treat CSAR as anisole (i.e., use 4H/barrier-gloves). Do not agitate (leave 24 h after mixing).
3.1.2 Cleaning Clean chip with DI-water gun, IPA, acetone, IPA; blow dry with dry nitrogen.
3.1.3 Dehydrate sample Prebake the chip on a hotplate (≥ 100 °C) for ≥ 5 min.
3.1.4 Clean pipette Blow with dry N2 for at least 30 s.
3.1.5 Spin-coat Place chip in bowlset and confirm vacuum (run process for a few seconds). Take ∼ 2.5 mL of resist
form the center of the resist container and deposit the first 2-3 drops away from the chip. Then cover the entire chip and
discard remaining resist in the pipette into the bowlset and discard the pipette in the bin.
3.1.6 Parameters Immediately start with preset time: 60 s, speed: 6000 rpm, acceleration: 4000 rpm/s.
3.1.7 Softbake Immediately move chip to hotplate (setpoint: 200 °C, actual: 180 °C) for 5–10 min (aim for 5).
3.2 E-beam exposure Prepare files at least 1 day before an exposure. Ensure a colleague has validated the design.
3.2.1 Pattern preparation Perform proximity effect correction in Beamfox Proximity (𝛼 = 5 nm, 𝛽 = 30 µm, and [ = 0.5)
and export as layered GDS II.
3.2.2 Calibration Select condition-file and run RESTOR followed by batch daily short. Note current from first CURRNT
and gain shift in 𝑥 and 𝑦 from averaged PDEFBE. Setup and run HEIMAP and SAVE, then start the exposure.
3.3 Development Use N-50 (amyl acetate) in semi-automatic developer for 60 s SP (single puddle).

4 Dry etch on Pegasus 2 with hardmask (cr10si10) Verified baseline process.
4.1 Carrier wafer and sample mounting Multiple chips can be etched simultaneously; each is placed within 50 mm
of center of an 6" SSP silicon wafer.
4.1.1 Log carrier usage Note Wafer ID of the carrier wafer in LabManager log (comment field).
4.1.2 Replace dirty carrier wafer If carrier is dirty after processing: Discard it and fetch a new. Never leave the box
with new carriers with fewer than 3 carrier wafers.
4.2 Dry-etching steps Process-name of combined process: CORE maralb 2.0, which executes the following steps:
DeDam (10 s), Cont-si (120 s), resist strip (3 min), Cr etch (15 cycles, 150 s, 1 nm/s), main Si, 25 cycles (∼ 20 min), Cr
etch (15 cycles).
4.2.1 Solvent clean Clean chip with DI-water, IPA, acetone, IPA; blow dry with dry nitrogen.

5 Release-etch with vapor-phase HF etcher After the release the structures will be fragile, so the sample must be
clean before starting and extra care should be taken in this step.
5.1 Pre-bake (≥ 200 °C, ideally 250 °C) for 2 min. Then place sample on carrier wafer; pump down using meter valve.
5.2 Select and setup etch recipe(s) Release the structures using 2 cycles of 12.5 min = 750 s with RECIPE 3, which
has a nominal etch rate of 150 nm/min.
5.2.1 Release etch for fragile structures Some suspended structures has a spring constant, 𝑘 < 1 N/m, and can be
released using a milder process, followed by a reduced deep etch. A milder etch is often RECIPE1 with a nominal etch
rate of 17 nm/min at 131 mTorr. All cycles of all recipes should last ≥ 10 min and ≤ 20 min.

1



APPENDIX B
Roughness, disorder and scattering around

scallops
Figures B.1 and B.2 illustrates scattering in a slotted waveguide system, calculated
using a two-dimensional finite element method (FEM) in COMSOL. Small defects are
added to highlight where scattering occurs. The slot-mode is a quasi-TE (transverse
electric) mode, i.e., the main polarization of the electric field is horizontal (in-plane).
Therefore, scattering occurs at sharp protrusion from the silicon, while slowly-varying
intrusions does not cause scattering. The top rows show that some scattering occurs
also at the two vertices with > 90◦ angle leading to the sharp intrusion.

This is interesting in the context of scallops resulting from a cyclic dry-etching
process. Here, the scallops themselves will be large/wide and are formed by a chemical
etch, which tends to result in smooth features, however, the interface between scallops
will be sharp. One may imagine two overlapping circles – while the circles themselves
are smooth the interface between them is a discontinuous point. Consequently, one
should expect high optical losses from slotted optical waveguides if the scallops are
substantial, however, this will generally not be a problem for, e.g., a bowtie nanocavity
with a solid central bridge. Several of the optomechanical structures considered in this
thesis, employ Anderson localization to achieve a strong opto-mechanical coupling,
and this may benefit from the disorder from the scallops. This is not investigated
further, however. It is worth highlighting also that the scallops will ideally be periodic
and so can be taken into account in the engineering of an optical structure – to, e.g.,
form 3D bowties by etching through the device-layer locally using only two cycles.
Such a 3D-bowtie could even be ”grown back” using ALD techniques to place an
interesting nonlinear material at the epicenter of the bowtie [115], and the size of the
bowtie gap could be controlled with atomic-layer precision.

Finally, Fig. B.3 shows a roughness sensitivity map leading to the placement of
the defect in the L3-cavity explored in Ref. [17] and in ch. 5. Around the outline of
each circle (forming an air-hole through the membrane) the polarization of the electric
field is computed and combined with the angle of the interface; the size of the blue
(red) circles shows the magnitude of the maximum field at its position inside (outside)
of the silicon, i.e., as a intrusion (protrusion) of the hole [125]. Based on this, and
combined with the visual clarity of the point, the defect considered is a protrusion at
(x = 0, y = 600 nm), which enables making the smallest possible perturbation of the
system that produces a substantial lightning-rod effect. Such a map could further be
used to optimize the cavity by shifting the holes to make it less sensitive to disorder
[124, 151].
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Figure B.1. Scattering in a slot-mode waveguide. Two-dimensional FEM-calculation
(COMSOL) of the eigenmode of a slot-waveguide system. The colormap is truncated at 1 (5)
in the left (right) column to illustrate the unpertubed (local divergences) of the mode. The
top (middle) row shows an intrusion (protrusion) and the bottom row shows the unperturbed
system. The axis shows position in nanometers and the colormap shows |E|.
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Figure B.2. Zoom-in of scattering in a slot-mode waveguide. Two-dimensional
FEM-calculation (COMSOL) of the eigenmode of a slot-waveguide system. The colormap is
truncated at 1 (5) in the left (right) column to illustrate the unpertubed (local divergences)
of the mode. The top (middle) row shows an intrusion (protrusion) and the bottom row
shows the unperturbed system. The axis shows position in nanometers and the colormap
shows |E|. Scattering be observed only at sharp protrusions from silicon.
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Figure B.3. Map of sensitivety to roughness in an L3 cavity. The size of blue (red)
circles shows the relative magnitudes of a divergence caused by a lightning-rod placed as an
intrusion (protrusion) from the silicon-air interface at the given point.



APPENDIX C
Optical setups used in this thesis

This appendix introduces the two optical setups used in this thesis, Optical setup 1
[279, 290], shown schematically in Fig. C.1, and Optical setup 2 shown schematically
in Fig. C.3 (figure courtesy of Jesper Sand [38]). Figure C.2 shows an example
of how a sample looks on the camera. The sample is mounted vertically in setup 1,
which makes electrical contact difficult, however, the setup is mechanically very stable.
Moreover, it offers flexibility with the detection where the collection-polarization can
be changed independently of the excitation. The second half-wave plate (HWP) can
further be removed and the output fiber replaced with an area-detector to measure
unpolarized light.

Optical setup 2 is designed and build to enable more robust characterization of
the nano-electro-mechanical systems, i.e., convenient electrical access is given priority
and the optical setup is mounted vertically on the microscope tower of an electrical
probe station inside a dark enclosure. Keeping the weight low is important and so
the path is simplified using a configuration similar to Ref. [143]. This only allows
measuring cross-polarized in- and output paths. By avoiding the multiple passes
through 50:50 BS the overall transmission is substantially improved. The objectives
can be changed but is typically a 20x objective with NA= .4.

Figures C.4 and C.5 report the propagation loss of the suspended waveguides
considered in this thesis. The circuits consists of 6 waveguides with the in- and
output ports placed at the same relative distances such that optical alignment can be
preserved between measurements. The two smallest structures can be seen directly
in Fig. C.2. Figure C.4 reports measurements by the author of this thesis during
process optimization and Figure C.5 is adapted with permission from data acquired
during systematic measurements by Jesper Sand [38] in comparing the optical setups
and considered a sample fabricate with the less-stable hardmask-process reported in
Sec. 4.3, which is also the reason for the odd waveguide widths, which are due to a
systematic offset (i.e., loss of critical dimension (CD)).
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Figure C.1. Schematic of optical setup 1. The sample is mounted vertically and light
is input to a fiber collimator and filtered with a linear polarizer (LP 1) to ensure the light
is linearly polarized. The polarization angle is controlled with a half-wave plate (HWP 1),
such that the subsequent polarizing beamsplitter (PBS) acts as a power-control; typically
HWP 1 is adjusted to maximize the transmission, but it can be used to adjust the power
without affecting the light source; the transmitted light therefore has a known polarization
after this point. The excitation polarization is controlled with HWP 2: 0◦ (45◦) to excite a
TE-mode in a horizontal (vertical) waveguide as-displayed on the camera. The light passes
two 50:50 beam-splitters (BS); BS 1 allows adding infra red sample illumination with an
LED and the transmitted light is measured through BS 2. The collection-polarization is
controlled with LP 2. The stage can move along x (horizontal) and y (vertical) with respect
to the camera, and the objective is moved to adjust the focus (i.e., along z). The camera
images the samples through the reflection path (dashed line), which naturally filters direct
reflections thereby making a weak transmitted signal manifest with comparable intensity as
the reflected signal. The input path is aligned with mirrors M1 and M2 while the output
path is aligned with mirrors M5 and M6.
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Figure C.2. Camera images captured during different stages of a transmission
experiment. a–b, Direct reflection by focusing a laser on the silicon surface showing the
spot resulting from a misaligned (a) and aligned (b) path, which can be identified due to the
lack of symmetry for the concentric rings in a. c, Transmission through a short waveguide
for a cutback measurement (the next length in this test-circuit is visible along the edges).
The concentric rings are faintly visible around the bright spot at the output port, while
the direct reflections from the input light appears less clean; the alignment is optimized for
the transmission by adjusting the 4 mirrors and the objective focus. d, The output-port is
excited and the concentric rings showing symmetry of the point-scattering grating coupler;
however, transmission to the input port is not visible due to the camera being filtered by a
polarizing beamsplitter.
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Figure C.3. Optical setup 2 (electro-optic setup). Image of the optical setup, which
is mounted vertically on the microscope-tower of an electric probe station. 3 electrical
probes (right) are used to contact the sample under the objective. Both in- and output
paths go through the polarizing beamsplitter (similarly to the camera path in setup 1), thus
only enabling cross-polarized measurements. However, when cross-polarized experiments are
desired this configuration is preferable. Figure reproduced from Ref. [38] with permission.
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Figure C.4. Optical losses measured with a cutback-method. a (b), A broadband
spectrum is acquired for six different circuit-lengths with suspended waveguides that are
400 nm (500 nm) nm wide. c (d), Corresponding smoothed transmission-curves to supress the
strong reflections from the point-scatter–type grating couplers [223]. e and f, Propagation
loss and coupling loss as a function of wavelength showing losses as low as 4 dB/cm. The
coupling loss includes all losses in the setups, coupling in and out of the chip as well as the
3 bends, the propagation loss includes the loss of the tethers used for mechanical support
and spaced every at least 30 µm—as well as before and after each bend—to ensure the
thinnest waveguides have sufficient mechanical stability. These structure is fabricated with
an intermediate hardmask-process similar to Sec. 4.3 modified as described in Ref. [20].
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Figure C.5. Broadband propagation-loss in suspended silicon waveguides of
various widths. a, Extracted propagation loss at λ = 1520 nm on two different samples
with Optical setup 1 and reproduced for the second sample on Optical setup 2. The widths
indicated are measured using scanning-electron microscopy, which verified a 27 nm reduction
from the designed dimension. The oscillatory nature might be due to scattering into a leaky
second order mode, but the measurements indicates that a wider waveguide (e.g., 673 nm) is
not substantially more lossy and due its higher mechanical stability and tighter confinement
of the fundamental mode, fewer tethers and sharper bends can be used, which may further
reduce losses, thus making a wider waveguide preferable. b (c), Map of propagation loss
against waveguide width and wavelength for optical setup 1 (2). The measurements are
performed by sweeping a CW laser (Santec TSL-710, λ = 1480–1640 nm). The measurements
in c are performed with an additional Santec laser (λ = 1355–1480 nm) combined with a
switch to sweep the entire range without affecting the setup. Figure adapted with permission
from data by Jesper Sand in Ref. [38].
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