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Abstract
Climate change remains a major global challenge and with CO2 emissions still in-
creasing, a rapid transition towards renewables is required. Power-2-X and in this
context electrochemical CO2 reduction offers a promising solution to several issues
related to this. First of all, it provides a means of storing excess energy from in-
termittent renewable energy sources in chemical bonds. At the same time, it also
provides a viable synthesis route for the production of CO2 neutral fuels we can use
in our existing energy infrastructure. The technology still needs significant improve-
ments both in terms of the activity and efficient use of the electrons supplied, but
also in terms of improving selectivity towards desired products such as ethanol.

This thesis studies the formation of two-electron products in CO2 reduction, to
understand what guides the activity and selectivity on the different metals. We map
out the selectivity for different metals and identify palladium as a clear outlier. In
addition, Pd is able to produce both two-electron products with high selectivity and
even switch between them across a quite narrow potential range, which makes it
interesting to us as a fundamental study of what guides CO2R product selectivity.
We find that the entire Pd electrode undergoes structural changes in the presence of
the electrochemical environment, forming a highly intercalated palladium hydride
(PdH) structure. This changes the properties of the material and thus its ability to
reduce CO2. It has been proposed that the selectivity towards formate is driven by
the *OCO binding motif, as opposed to *CO2 driving CO production. This is not
seen on PdH, instead formate is formed via a (surface) hydrogenation step. Further-
more, the electrochemical environment introduces strong differences in the driving
forces between the two products, with the formate pathway initially being favored
followed by a switch due to strong stabilization with potential of the CO pathway.
Next, we move on to take a more general look at the structural and environmental

factors that affect the CO2R activity. We construct a general model used to explore
the possible CO2 binding motifs. We distinguish the structural effects of chemical
bonding through surface hybridization from the environmental effects of changing
CO2 binding through interactions between the electric field and the surface dipole.
While the *OCO motif is initially destabilized by the field upon activation, ulti-
mately both motifs benefit from the electric potential. The relative *OCO/*CO2
stability becomes a competition between the hybridization/chemical bonding, which
appears to favor *OCO on our model Cu(211) surface, and dipole-field interaction/-
electrostatic effects, which favors *CO2. Thus, given the right surface *OCO may
become more stable even at slightly negative potentials. This was however not found
to be the case for the post-transition metals known to produce formate.

Finally, as the other works of this thesis shows, the electric field is of paramount
importance in CO2 reduction, and with this in mind, we probe methods to intrinsi-
cally improve this. Specifically, we study whether curvature-induced field enhance-
ments are large enough to drive the improved activity we observe. We find however,
that the electric field effect is convoluted with structure changes in the most ac-
tive systems. Ultimately, we find that the field enhancement associated with even
high-curvature surfaces are negligible. Instead, we attribute the improved activity
to increases in site density of step sites. The experimental data also verifies the
theoretical hypothesis, that a region limited by *COOH formation exists at low
overpotential, with a different potential response to that of CO2 adsorption.
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Resumé
Klimaforandringer er en global udfordring, og de stadigt stigende CO2-emissioner,
kræver en hurtig omlægning til vedvarende energi. Power-2-X og i denne sammen-
hæng elektrokemisk CO2-reduktion er en lovende løsning på flere problemer relateret
til dette. Først og fremmest er det et middel til at lagre overskydende energi fra
vedvarende energikilder i kemiske bindinger. Samtidig er det også en levedygtig
syntesevej til produktion af CO2-neutrale brændstoffer, som kan bruges i vores ek-
sisterende energiinfrastruktur. Der er dog stadig brug for væsentlige forbedringer
både med hensyn til aktiviteten og til effektiv udnyttelse af de tilførte elektroner,
men også mht. at forbedre selektiviteten imod ønskede produkter såsom ethanol.

Denne afhandling undersøger dannelsen af to-elektronprodukter i CO2-reduktion
for at forstå, hvad der styrer aktiviteten og selektiviteten på de forskellige metaller.
Vi kortlægger selektiviteten for forskellige metaller og identificerer palladium som
en klar outlier. Derudover er Pd i stand til at producere begge to-elektronprodukter
med høj selektivitet og endda skifte mellem dem over et ganske snævert poten-
tialområde. Det gør det fundamentalt interessant for os at undersøge, hvad der
styrer CO2R selektiviteten på Pd. Vi viser, at hele Pd-elektroden undergår struk-
turelle ændringer på i tilstædeværelsen af det elektrokemiske miljø og danner en
stærkt interkaleret palladiumhydrid (PdH). Dette ændrer materialets egenskaber
og dermed dets evne til at reducere CO2. Det er blevet foreslået, at forskelle
mellem *OCO og *CO2 bindingsmotivernes stabilitet styrer selektiviteten mellem
formiat og CO. Dette ses ikke på PdH, der i stedet danner formiat via et (overflade)-
hydrogeneringstrin. Ydermere introducerer det elektrokemiske miljø stærke forskelle
i drivkræfterne mellem de to produkter, hvor formiatvejen i første omgang favoris-
eres efterfulgt af et skifte på grund af stærk stabilisering med potentiale af CO-vejen.

Dernæst tager vi et mere generelt kig på de strukturelle og miljømæssige faktorer,
der påvirker CO2R-aktiviteten. Vi konstruerer en generel model, der bruges til at
udforske de mulige CO2 bindingsmotiver. Vi adskiller de strukturelle virkninger
af kemisk binding gennem overfladehybridisering fra de miljømæssige virkninger af
ændring af CO2-binding gennem interaktioner mellem det elektriske felt og over-
fladedipolen. Mens *OCO-motivet først destabiliseres af feltet ved aktivering, drager
begge motiver i sidste ende fordel af det elektriske potentiale. Den relative *OCO/-
*CO2-stabilitet bliver en konkurrence mellem hybridisering/kemisk binding, som ser
ud til at favorisere *OCO på vores Cu(211) modeloverflade, og dipol-feltinteraktion/-
elektrostatiske effekter, som favoriserer *CO2. Givet den rigtige overflade kan *OCO
således blive mere stabil selv ved svagt negative potentialer. Dette viste sig dog ikke
at være tilfældet for de p-blok metaller, der producerer formiat.

Endelig, som de andre værker i denne afhandling viser, er det elektriske felt
af afgørende betydning i CO2-reduktion, og med dette i tankerne undersøger vi
metoder til at forbedre dette. Specifikt undersøger vi, om krumningsinducerede
feltforbedringer er store nok til at drive den forbedrede aktivitet, vi observerer. Vi
konkluderer dog, at den elektriske felteffekt er blandet med strukturændringer i de
mest aktive systemer. I sidste ende finder vi, at feltforstærkningen forbundet med
selv højkrumningsoverflader er ubetydelig. I stedet tilskriver vi den forbedrede ak-
tivitet til en stigning i tætheden af step sites. De eksperimentelle data verificerer også
den teoretiske hypotese, at et område begrænset af *COOH-dannelse eksisterer ved
lavt overpotentiale, med en anden potentialrespons end den for CO2-adsorption.
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1 Introduction
1.1 Climate Change and Carbon Management
Climate change is one of the most pressing issues facing the world today. We are
simply letting out more greenhouse gases than what our environment can sustainably
handle, and it is affecting our climate globally. The problem has been well known
and acknowledged for more than a generation [1], but the emission of CO2 and other
greenhouse gases continue to increase [2]. The Intergovernmental Panel on Climate
Change (IPCC) estimated in 2021 that the global average temperature from 2011-
2020 had already risen 1.1 ◦C above the average temperature of the pre-industrial
area (1850-1900) and that we have at least a 50% chance of reaching the 1.5 ◦C set
forth in the Paris Agreement in the near term (2021-2040) [3]. The changes in global
mean temperature and atmospheric CO2 concentration, shown in Figure 1.1, shows
a rapid increase especially within the last 50 years and no significant slowdown seems
to be taking place.

Figure 1.1: Variation in temperature and CO2 concentration from 1850-2022
The data plotted in red is the mean annual temperature, with 97.5% confidence
intervals, from 1850-2022 relative to the average temperature from 1961-1990 [4].
The black line is data for the mean annual CO2 concentration from 1850-2022.
The data shown with a dashed line (1850-1958) is concentration estimated from
ice core measurements [5], while the data for 1959-2022, shown in solid black, are
measurements from the Mauna Loa measurement station [6].

Nonetheless, it is paramount that this trend is reversed and swift action needs to be
taken. The International Energy Agency has concluded that global CO2 emissions
must peak before 2025 and then rapidly decrease to 2030, and beyond to 2050 to
maintain a chance to stay below the 1.5 ◦C or even 2 ◦C mark [7].
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Now, if we look at where all this CO2 comes from, there is one giant oily elephant
in the room: The energy sector (including transport and energy emissions from
manufacture and industry), which account for upwards of 70% of global emissions
[8]. We are simply used to burning coal or gas to stay warm, drive our cars around
on dead dinosaurs and burn off fossil fuels to heat up anything that builds nice
things for us. And while there are mitigation strategies already in play for many of
the energy-related emissions, there are also certain areas that are lacking behind.

1.2 Power-2-X: The Why and the How
That bring us to Power-2-X and why this a technology that has been identified by the
IPCC [9], along with other methods of Carbon Capture and Storage, as one of the
cornerstones in the transition towards a society based on renewables. While parts of
the transport industry such as cars (and trains) have viable and popular electrified
solutions, the heavy transport industry such as ships, aviation and to some extent
trucking are not readily electrified. And it essentially boils down to some quite
simple math. Let us take a step back and look at the combustion process that has
served us well in internal combustion engines for generations, here for octane:

2C8H18(l) + 25O2(g) −−→ 16CO2(g) + 18H2O(g), ∆H◦
r ≈ 10.8MJ/mol [10]

This is nice, give us a bit of oxygen and we can produce a fair bit of heat. Now, one
of the advantages of our liquid hydrocarbons is that they have high energy densities,
both volumetric and gravimetric. And if we take a closer look at the reactants above,
we see why. The total mass of octane burned off in the reaction above is roughly
228 g/mol. The total mass of oxygen burned however is roughly 800 g/mol! And
since we can just pull oxygen out of the air, this means we can save almost 80%
in weight relative to a hypothetic fuel that did not get reactants from any external
sources. If we compare this to a battery, we easily see why they are fundamentally
different; in the case of the battery, we are constantly carrying around the entire
cell, even when it’s empty, and we are moving around essentially weightless electrons
in a closed loop of heavy metals. If we compare the energy density of different fuels
and batteries in Figure 1.2, the difference is striking; there is an almost two orders
of magnitude difference between gasoline/diesel and the two battery types.

For cars, their low weight still make it doable to run on batteries, but a ship for
instance would need to reserve a large part of its cargo space for the battery. For
long-distance airplanes it is not even physically possible; for a plane flying a route
from e.g. the US to Europe the required battery would be several times the entire
weight of the plane. This is where Power-2-X becomes attractive. With Power-2-X
we can take electrons generated from renewable energy sources such as wind and
solar and store them in chemical bonds [14]. This could for instance be by converting
CO2 from a waste product to a fuel that we can then use in those situations where
we really have no alternative [15], in a process that is overall CO2 neutral after
burning the fuel. Alternatively, we could use the electrons to turn nitrogen into the
ammonia we need in large quantities for fertilizer production [16]. A process which
is responsible for roughly 1.4% of the global energy consumption [17]. In either case,
through Power-2-X we solve to complex challenges in the transition to renewable.
First of all, we have a way to store excess energy, when the intermittent energy
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Figure 1.2: Energy densities for various fuels and batteries
Overview of the volumetric and gravimetric energy densities of various fuels and
batteries (black). Fuels that are gas phase at 1 bar are colored red, liquid hydro-
carbons blue and other liquid fuels green. Design courtesy of Scott Dial, data from
Thomas2000OverviewProgram, [11]–[13].

source produces more energy than we need. Secondly, we can use the cheap/excess
green energy to turn a low value or unwanted reactant into a valuable chemical and
in addition to that, make an otherwise CO2 heavy processes CO2 neutral.

1.3 Electrochemical CO2 Reduction

As outlined above, electrochemical CO2 reduction offers a promising route towards
mitigating two of the big challenges in our transition towards a society running on
sustainable energy: Storing renewable energy from fluctuating energy sources such
as wind and solar. And managing the carbon cycle by powering and supplying the
sectors that currently rely on fossil resources, but are not readily electrified. The
conversion of CO2 takes place in an electrochemical cell, where CO2 is reduced to
lower oxidation-state products at a negatively charged cathode, while another species
is oxidized in a different part of the electrochemical cell, at the positively charged
cathode. In this thesis, we will focus on the half-cell reaction taking place at the
cathode where CO2 is being reduced. CO2 can be reduced to a variety of different
materials, depending on the metal, facet, potential and other reaction conditions.
An overview of the product selectivity, show as Faradaic Efficieny (FE) of various
metal cathodes according to Hori et al. [18] is given in Figure 1.3.

Electrochemical CO2 Reduction to Two-Electron Products 3



Figure 1.3: Periodic Table showing main product from CO2RR
Selectivity is shown as FE at a given potential vs. RHE. The colors indicate main
product, red is hydrogen, yellow is formate, purple is CO and turquoise is products
beyond 2e−-reduction. Data is from Hori et. al [18], except for Au and Pd data
which is from this thesis, given in Chapter 6 and 4 respectively.

For the two-electron products, the major chemical reactions are:

CO2(g) + 2H+(aq) + 2 e− −−→ CO(g) + H2O(l) E0 = −0.1V vs. RHE (1.3.1)
CO2(g) + 2H+(aq) + 2 e− −−→ HCOOH(aq) E0 = −0.12V vs. RHE (1.3.2)

2H+(aq) + 2 e− −−→ H2(g) E0 = 0.0V vs. RHE (1.3.3)

For the formation of CO, formic acid and hydrogen respectively, showing the equi-
librium potential of each reaction, taken from [19]. E0 = 0.0 V vs. the Reversible
Hydrogen Electrode (RHE) for hydrogen formation at any pH by definition. At
potentials below the equilibrium potential, the reaction is in theory spontaneous,
although kinetic barriers often mean we have to apply an overpotential η against E0

for the reaction to occur. Finally, it should be noted that at pH>pKa,HCOOH ––3.75
the product in reaction (1.3.2) will be formate (HCOO– ) rather than formic acid and
that the products beyond 2e− are expected to pass through *CO as an intermediate,
making formate/formic acid the final product of that reaction electrochemically [20].

1.4 Outline of Thesis
In this thesis, we study the electrochemical reduction of CO2 to two-electron prod-
ucts, CO and formate/formic acid that is. We begin by describing the theoretical
foundations for our main computational tool; Density Functional Theory (DFT) and
the steps we need to take to obtain kinetics, in Chapter 2, along with the methods
used in this thesis and the specific computational details.
Next, in Chapter 3 we go more in depth with the details of the electrochemical
environment and what distinguishes it from a heterogeneous solid/gas interface and
how we can take advantage of that. Additionally, we describe how to model the
electrochemical environment, what models we have available and what the trade-
offs are between the models.
In Chapter 4 we study how the electrochemical environment affect the CO2 Reduc-
tion on Pd. We find that the reactivity is related to structural changes of the Pd
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electrode itself, and that the product distribution from CO2R is highly dependent
on the environment and particularly the ability of the electrochemical environment
to promote competeting steps.
Chapter 5 focuses more broadly on the structural and environmental factors that
impact CO2R activity as well as activity. We construct a model used to explore
the possible CO2 binding motifs, and show how we can qualitatively decouple the
structural/chemical effects from the environmental/electrochemical effects. Finally
we conclude that the *OCO intermediate is unlikely to be stable enough to partici-
pate in CO2R on copper, and likely even more oxophilic metals.
Finally, in Chapter 6 we probe methods to intrinsically improve one of the key
activity drivers in electrochemical CO2 Reduction; the electric field. Specifically,
we study whether curvature-induced field enhancements are large enough to drive
improved activity observed. We find however, that the electric field enhancement
associated with even high-curvature surfaces are negligible. Instead we attribute the
improved activity to increases in site density of step sites.
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2 Theory & Methods
2.1 Density Functional Theory
The foundation of our computational modeling of atomistic systems the Density
Functional Theory (DFT). DFT is derived from fundamental quantum mechanical
theories, with some important approximations. One of the fundamental variables
in the framework is the electronic wavefunction. The wavefunction is able to fully
describe the electrostatics as well as the dynamics of a state of a given system/par-
ticle. The wavefunction plays a central role in a number of the most fundamental
equations of quantum mechanics, among these perhaps one of the most fundamen-
tal off all, the Time-Independent Schrödinger Equation (TISE), initially proposed
by Erwin Schrödinger in 1926. For a single particle in a 3-dimensional system, TISE
is essentially an eigenvalue problem given in cartesian coordinates as:

− h̄2

2m
∇2ψ + V (x, y, z)ψ = Eψ (2.1.1)

Where V is the potential energy, h̄ is the Planck constant (h) divided by 2π while
m is the particle mass. ψ is the particle wavefunction, describing the state of the
system with E being the energy associated with the state ψ. ∇2 is the Laplacian
operator, given in cartesian coordinates as:

∇2 =
∂2

∂x2
+

∂2

∂y2
+

∂2

∂z2
(2.1.2)

If we consider a system of N particles and i different states, we can write the TISE
a given eigenstate (wavefunction, ψi) and eigenvalue (energy, Ei):

Ĥψi (x⃗1, ..., x⃗N) = Eiψi (x⃗1, ..., x⃗N) (2.1.3)

Where x⃗i is a vector of the coordinates of particle i, ψi is thus a function of all
positions of all particles through x⃗1, ..., x⃗N and Ei the energy of that exact state ψi.
Ĥ is the total energy operator, known as the Hamilton operator, which changes (or
can be written in different ways) depending on the system. For a molecule with no
external field containing M nuclei and n electrons Ĥ, given in a.u.1, becomes [21]:

Ĥ =− 1

2

N∑
p=1

∇2
p −

1

2

N∑
A=1

1

mA

∇2
A

−
N∑
p=1

M∑
A=1

ZA

|r⃗p − R⃗A|
+

N∑
p=1

N∑
q>p

1

|r⃗p − r⃗q|
+

M∑
A=1

M∑
B>A

ZAZB

|R⃗A − R⃗B|
⇓

Ĥ =T̂elec(r⃗) + T̂nuc(R⃗) + V̂ext(r⃗, R⃗) + V̂elec(r⃗) + V̂nuc(R⃗) (2.1.4)
1Setting h̄ = me = e = 1, where me is electron mass and e is elementary charge.
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Capital letters (A,B) and subscripts are used for nuclei and lowercase letters (p,q)
and subscripts are used for electrons. mA and ZA is the mass, respectively the num-
ber of protons in nuclei A. r⃗k/R⃗K are coordinate vectors of electrons and nuclei.
The first two terms are terms for the classical kinetic energy for electrons and nuclei
respectively, denoted T̂ . The final 3 terms are interaction potentials of coulombic
repulsion or attraction between electron/nuclei, electron/electron and nuclei/nuclei
respectively, denoted V̂ . Except for the third term, these terms are either unique
determined by the positions of either the electrons or the nuclei. The third term is
then a measure of the interactions between electrons and nuclei and, from the per-
spective of either the nuclei or the electrons separately, the only term that couples
the internal energy of either of the two, to variables external to either the electrons
or nuclei, namely the position of the other particles. We thus denote it V̂ext. As the
Hamiltonian is written above, it is a many-body problem that almost immediately
becomes impossible to find exact solutions for. This is in fact the case for any sys-
tems larger than the hydrogen atom.

A common approach is simplify the many-body problem is through the Born-
Oppenheimer approximation, which assumes that the positions of the nuclei is in-
dependent of the movement of the electrons [22]. The assumption here, is that the
electrons can be seen as mass-less relative to the nuclei. I.e., when the electrons
move around, their movement does not affect the positions of the nuclei2. As a
consequence, V̂ext is now only a function of r⃗, while R⃗ is now merely a parameter in
V̂ext. This is also the reasoning behind the ’ext’-notion; looking only at the electronic
system, the nuclei appear in the equation merely as a constant field of fixed charges.
Additionally, these are the only parameters external to the electronic contributions
to the total energy of the system as T̂elec and V̂elec are only a function of r⃗.:

Ĥ = Ĥelec(r⃗; R⃗) + Ĥnuc(R⃗) (2.1.5)
Ĥelec(r⃗; R⃗) = T̂elec(r⃗) + V̂ext(r⃗; R⃗) + V̂elec(r⃗) (2.1.6)
Ĥnuc(R⃗) = +T̂nuc(R⃗) + V̂nuc(R⃗) (2.1.7)

Where we have left out the subscript ’i’, but it is still implicitly assumed that this
holds for any eigenfunction ψi and eigenstate Ei. Similarly, we split the wavefunction
into two separate parts, the electronic and the nuclear wavefunction, with the total
wavefunction being a product of the two, and the former taking R⃗ as a parameter
in V̂ext:

ψ(r⃗, R⃗) = ψelec(r⃗; R⃗) · ψnuc(R⃗) (2.1.8)

Inserting this into (2.1.3), dividing both sides by the (RHS of) eq. (2.1.8) and
subtracting the nuclear contribution gives:

Ĥelec( ⃗r;R)ψelec(r⃗; R⃗)

ψelec(r⃗; R⃗)
= E − Ĥnuc(R⃗)ψnuc(R⃗)

ψnuc(R⃗)
(2.1.9)

2The electron positions still affects the nuclei positions, but we’ve effectively decoupled the nuclei
positions from the dynamics of the moving electrons and now only depend on the electrostatics.
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The RHS is only a function of R⃗, and we let this equal ε(R⃗), which is essentially a
constant from the perspective of the electronic Hamiltonian:

Ĥelec( ⃗r;R)ψelec(r⃗; R⃗)

ψelec(r⃗; R⃗)
= ε(R⃗) (2.1.10)

Ĥelec( ⃗r;R)ψelec(r⃗; R⃗) = ε(R⃗)ψelec(r⃗; R⃗) (2.1.11)

Essentially reproducing the TISE, but with Ĥelec as the Hamiltonian operator for the
electronic energies, ψelec for the electronic eigenstates and ε(R⃗) for the eigenvalues
for the electronic energy.
Setting the RHS equal to the same ε(R⃗), now a function R⃗ the total energy can be
found:

E − Ĥnuc(R⃗)ψnuc(R⃗)

ψnuc(R⃗)
= ε(R⃗) (2.1.12)(

Ĥnuc(R⃗) + ε(R⃗)
)
ψnuc(R⃗) = Eψnuc(R⃗) (2.1.13)

Comparing eq. (2.1.13) to eq. (2.1.1), we see that electronic energy ε(R⃗) essentially
acts as a potential energy surface to the nuclear Hamiltonian, adjusting its value as
the nuclei move around. This decoupling of the electron and the nuclei movements
is what form the basis of the iterative 3-step solving approach employed in molec-
ular modelling; (1) the electronic Schrödinger equation is solved for a fixed set of
nuclei, (2) this gives an electronic energy ε(R⃗) which is then used to (3) solve for
the nuclear positions and total energy before loading the coordinates into (1). This
loop goes on according to some optimization scheme until convergence is reached
by satisfying certain criteria.

However, in order to solve the electronic Schrödinger equation given in (2.1.6), we
of course have to evaluate the separate terms. Of the three terms in Ĥelec only Vext
is system specific as it contains information about the nuclei with the parameters
ZA and R⃗A. The remaining two are universal; distributing equal and indistinguish-
able particles across a volume, maximizing kinetic energy and minimizing charge
repulsion. Unfortunately, the wavefunction itself does not correspond to any physi-
cal quantity we can measure in any traditional sense. However, following the Born
Interpretation, we can get the probability density of the particle from the square
modulus of the wavefunction, |ψ2|. And if we integrate over a volume dτ gives the
probability of finding the particle in this volume [23]. The first Hohenberg-Kohn
Theorem proved that Vext can be uniquely determined by the ground state of this
electron density, ρ0(r⃗) and that Vext uniquely determines Ĥelec [24]. The electron
density is proportional to the probability density integrated over all possible spins
and the coordinates of all but one of the electrons, corresponding to the probability
of finding electron ’i’ within the volume element dr⃗i. As the electrons are indistin-
guishable, N times this value gives the probability of finding any of N electrons with
the volume element dr⃗i, thus reducing the 3N variables of the wavefunction to just 3
for the electron density. In addition to the description of Ĥelec from Vext, an energy
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minimization functional was proposed [25]:

E0[ρ0] =

∫
ρ0Vext dr+F [ρ0] (2.1.14)

Which specifies a functional F [ρ] that searches for the ground state electron density
by minimizing the two part of the electronic Hamiltonian, T̂elec and V̂elec, that are
not system specific (i.e. dependent on the nuclei/Vext. While this still does not have
any exact solution, the Kohn-Sham Equations split F [ρ] into 3 terms [26]:

F [ρ] = TS[ρ] + J [ρ] + EXC [ρ] (2.1.15)

With TS[ρ] defined as the kinetic energy of a non-interacting system, J [ρ] being the
electron-electron Coulomb interaction and EXC [ρ] simply being an umbrella or a
garbage can collecting all of the errors made in the assumptions about the classical
behavior of the kinetic and electrostatic energy. Of these three, the former two are
trivial to solve, while the latter contains a number of tricky non-classical effects such
as electron exchange and correlation effects and self-interaction. While (2.1.15) is in
theory an exact solution using the coordinates of just one single particle, and could
potentially lead us to the true ground state energy, EXC [ρ] is unknown and must
be approximated. It is the approximation of this term, often split into separate
approximations of exchange and correlation effects, that has led to the design of a
wide variety of competing and complimentary functionals.

2.1.1 Application of DFT
In order to utilize DFT in an efficient and meaningful manner we have to take a
number of decisions that are often a choice between the efficiency of the calculation
and the accuracy. One of the choices with the largest impact is the choice of the
exchange and correlation functional(s).

It is important to be aware of the design choices made, often choosing between effi-
ciency and accuracy. One of the most significant choices is the choice of the exchange
and correlation functional(s). Generally we can group them into five different levels
of increasing sophistication and accuracy, but also computational costs, according
to the so-called Jacob’s ladder [27]. The levels range from simply using the electron
density, ρ(r⃗) directly, at given positions (Local Density Approximation), over mod-
els that also incorporate the first derivative of the density, ∇ρ(r⃗) to methods that
include full expressions for the exchange energy (’exact exchange’) and unoccupied
orbitals. This report uses functionals from the second rung of the Jacob’s ladder for
computational efficiency.

Additionally, two general approaches to functional design exists, regardless of the
level of sophistication. One approach is to simplify the calculations and functionals
by imposing constraints on the exact density functional based on the laws of physics
and analytical observations. The PBE functional [28], coined ’the first parameter-
free GGA’ and its revisions [29], [30] are notable examples of this approach. Al-
ternatively, we can parameterize one or more of the variables, fit the functional to
perform well against one or a number of different data sets with relevant properties
in such as structural or energetic data. Usually a subset of data from a specific
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category, thus optimizing the functional to perform well withing a given area of
chemistry. A famous or, according to some, infamous example of this is the class
of Minnesota Functionals, which are fitted to upwards of 60 different parameters [31].

An example of a parameterized functional often used in catalysis is the BEEF-
vdW functional. The functional uses test data sets involving energies of reaction
and formation of molecules, including barriers, chemisorption energies on solids in
addition to solid state properties of e.g. the bulk and surface. These are fitted to
number of Legendre Polynomials to construct the functional [32]. Another important
feature of this functional is that is includes van der Waals dispersion interactions
which is crucial in describing the stability of large molecules in particular, near or
on a surface. Finally, the search for functionals produces an entire ensemble of
functionals that are minimized according to a cost-function, which selects the best
functional. This will additionally produce range of different functionals with errors
that are close to the errors of the chosen functional and thus should yield similar
energetics. By comparing the energy difference of two states, that we get with the
functional selected as the best, to energy differences estimated from the ”next-best”
choices, we get an estimate of how well the states are described by the BEEF-vdW
functional, known as a Bayesian Error Estimate [33]. The BEEF-vdW functional is
used throughout this report.

2.2 GPAW - Using the DFT Calculator
For this project, we use the open source GPAW grid-based DFT code based on the
Projector-Augmented Wave method [34], to perform our computational catalysis,
in some cases along with the Solvated Jellium Method (SJM) described in depth in
Chapter 3. The full details of the parameters etc. used in the computations is given
in Section 2.5.
When performing DFT calculations, we have to make a number of choices in addition
to the functional discussed in Section 2.1.1. Another important choice is how we
expand the wavefunctions. The wavefunctions have a large spatial variation in shape,
depending on whether they are close to the nucleus, where oscillations and nodal
points appear, or further away from the nucleus where their profile is much smoother
until they vanish. This makes it a challenge to model them in a simple way, when
we expand them onto a basis set. With GPAW, we can treat the wavefunction in a
number of different ways:

LCAO The first model is the well known Linear Combination of Atomic Orbitals
(LCAO). With this, we simply have a assembly of localized atoms orbitals,
known as a basis set, that we can expand the wavefunction onto. And we
can vary these basis sets in size with varying levels of sophistication. As an
initial approximation these 3 methods all rely on basis sets to describe the
wavefunction and these atomic orbitals then describe and predict a chemical
bond between atoms through tail overlaps of the wavefunction. Naturally, the
basis set approach will then struggle to account for delocalized effects and long-
range interactions such as van der Waals forces. In GPAW the LCAO model
is implemented as a crude model, used to get faster but less accurate results.
This is possible because it uses relatively small basis sets in comparison the
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FD and PW modes [35].

FD The finite difference (FD) approach expands the wavefunctions onto a 3D real-
space grid, essentially giving us a large number of different points on this
large grid separated by a constant spacing, and we can then evaluate the
wavefunctions numerically at each grid point. It is coined the finite difference
method because the mode uses the finite difference method for a given points
and a number of the points surrounding it to calculate non-local behavior,
as for instance the gradient introduced in the non-interacting kinetic energy.
The number of basis sets we have available can either be set by providing a
value for the grid spacing or we can directly give the number of grid points
we want. The model is design for the calculations to be efficiently parallelized
over several CPU’s, since it, in contrast to the PW method below, saves the
Fourier transform required by this method, by evaluating the functions on a
real-space grid [34].

PW The final method is the Plane Wave (PW). Here, we expand the wavefunction
onto a number of plane waves, given as G⃗ expiG⃗r⃗, where G⃗ is a reciprocal lattice
vector of the unit cell. The number of basis functions is chosen through an
energy restriction, Ecut, on G⃗, given as 1

2

∣∣∣G⃗∣∣∣2 < Ecut.

For all 3 methods though, the true wavefunction is still either prohibitively expen-
sive to describe very close to the nuclei, or we fail to fully include the long-range
interactions of the system. To account for this, so-called pseudopotentials are used,
where the atomic nuclei are regarded as perturbations of a free electron gas. These
are good at representing the smooth, long range as well as the bonding parts of
the wavefunction quite well but they often struggle to reproduce the correct shape,
and in some cases even size of the wavefunction, close to the nuclei [36]. The
Projector-Augmented Wave (PAW) is an approach to link the two complimentary
descriptions of the wavefunction. It uses a frozen core approach, where we fix the
core shapes around the nuclei to reference shapes found from atomic orbitals. Next,
we design a basis set of smooth wavefunction, i.e. the pseudopotentials, and expand
the all-electron wavefunctions onto these through a linear transformation. We run
our numerical calculation and finally transform the pseudopotentials back to the
all-electron wavefunctions. This approach usually works quite well, since the core
electrons very seldom get involved in chemical bonding or charge transfer, rather
this usually only involves the valence electrons or electrons from the next outer-
most shell. This report mainly uses the FD-method for high-accuracy calculations
that parallelize well. The PW method was however used to determine the unit cell
parameters of relevant bulk structures, through the stress tensor, although it was
routinely checked with the usual calculation setup whether these lattice parameters
also represented an energy minimum when these and values around the calculated
parameters were relaxed.
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2.2.1 Density of States
With GPAW we can also compute the Density of States (DoS), describing the num-
ber of electronic state at a given energy [37]:

ρ(ε) =
∑
n

⟨ψn|ψn⟩ δ(ε− εn) (2.2.1)

Where ρ(ε) is the DoS as a function of energy, psin is the wavefunction, and εn is
the energy of that state. The brackets is the Dirac notation. The notation corre-
sponds to taking the integral over the square modulus of the wavefunction. The
delta-function at the end takes the value 0 for all ε ̸= εn and 1 for ε = εn, essentially
’picking’ out the function value at εn upon integration.

Next, we can project the DoS onto a set of atomic orbitals, to estimate the occupa-
tion of said orbitals giving us the Projected Density of States (PDoS). This is given
as the density below the Fermi Level, below which the orbital is likely to be occupied
[38]. The PDoS for an atomic orbital i is given as:

ρi(ε) =
∑
n

⟨ψn|i⟩ ⟨i|ψn⟩ δ(ε− εn) (2.2.2)

Where ρi(ε) is the DoS of a specific orbital on a specific atom as a function of
energy and, trivially, all the ρi for all orbitals and atoms,

∑
i ρi(ε) sum up to the

total DoS ρ(ε). In GPAW we can calculated the PDoS and corresponding energy
directly from a .gpw file by supplying the atoms number and angular momentum
quantum number of the orbital of which we want to know the PDoS.

2.2.2 Optimizing lattice constants
Using the plane wave method, we can directly calculate the stress tensor acting on
the crystal by minimizing the stress, we can find the optimum lattice parameters
[39]. This is directly included in the Atomic Simulation Environment (ASE) [40] with
two options; purely optimizing the lattice constants, i.e. cell-size, by minimizing the
stress tensor, using the module StrainFilter, and optimizing cell size and atomic
positions simultaneously, with the module UnitCellFilter. Both methods were
tested and yielded similar results.

2.2.3 Calculating vibrational frequencies
An important property we can extract from our optimized structures is the vibra-
tional frequencies. These are used to convert the internal energies we get directly
from our calculations, into free energies through the entropy, and are thus relevant
to both the kinetics and thermodynamics. We can also compare the values obtained
to experimental values, bridging modelled and true systems. The vibrations are
small oscillations around the equilibrium bond length(s) of two or more atoms. The
rate of oscillations is denoted the frequency of vibration. A simple way to estimate
the vibrations is from a Taylor expansion of the energy around the equilibrium po-
sitions of a system of N atoms, r⃗0 = (r1,eq, r2,eq, ..., r3N,eq). A second order expansion
of the Taylor series of the ground state energy around r⃗0, known as the Harmonic
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Approximation, is given as:

E = E0 +
1

2

3N∑
i=1

3N∑
j=1

Ĥij

∣∣∣
x⃗=0

xixj (2.2.3)

With x⃗ being a vector of the displacement from equilibrium positions and xi, xj
components of this vector. Since we are at the equilibrium bond distance when
the structure is relaxed, the first derivative, i.e. the 2nd term of the Taylor series
expansion, is zero. Ĥij is the Hessian matrix Ĥij =

∂2E

∂xi∂xj
, which is also used

by the BFGS method used for structure optimization, but we typically estimate it
from FD displacements of the atoms in question. Using the atomic displacements to
diagonalize the Hession produces 3N eigenvalues λ, with the vibrational frequency
given as νi =

√
λi/2π [41].

In ASE, with the vibrations module, the variation of atomic displacement can be
computed automatically. Specifying only an atomic system and a fixed displacement
d, all atoms are displaced +/-d in each direction and each eigenvalue of the Hessian
is reported.

2.3 Nudge Elastic Band - Locating the Transition
State

To get an accurate description of how a given system behaves we need a robust
framework to describe both the energetics and the kinetics of our system. While
the thermodynamics of the relative stabilities of reaction intermediates will often
give us a decent idea about the behavior of this system and performance relative to
other systems, the kinetic reaction barriers between intermediates are often required
to fully (or at least better) understand the system behavior. A number of differ-
ent theories exist to this affect, among theses for instance the empirical Arrhenius
equation [42] and the crude Collision Theory model [43].

Building on these early models, and guiding the reaction rate theory towards a
more stringent theoretical description, Henry Eyring, and concurrently also Mered-
ith Gwynne Evans and Michael Polanyi, proposed another theory describing the
reaction rate, a theory now known as Transition State Theory (TST)[44]. The es-
sential centerpiece of this theory is the search for, and identification of, an activated
complex which sits exactly on the saddle point of a given potential energy surface
(PES), as defined by one (or more) reactants and products. This stationary saddle
point is identified as the highest lying state along an optimum path between reactant
and product known as the minimum energy path (MEP) and represents the reac-
tion barrier [45]. This transition state (TS) is assumed to behave as a free particle
along the reaction coordinate, that is the 1D line of the minimum energy path, al-
though only motion in the forward direction is allowed once the TS has been crossed.

Given a reaction described by TST of A + B forming AB over the transition state
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AB‡ we can write up the reaction as:

A+ B
k1−−→←−−
k−1

AB‡ k2−−→ AB (2.3.1)

Where ‡ denotes the transition state.

The Nudge Elastic Band (NEB) method used to determine the minimum energy
path to locate the TS and with this, the (classical) barrier height [46]. The method
was initially described by Jónsson et al. [47] and since then a number of changes
and improvement to the methods have been made e.g. relating to saddle-point/TS
localization and the initial interpolation between reaction intermediates [48], [49].
The basic idea behind the method is easy to picture:
We start from the stable reaction intermediates (e.g. A and B as in eq. (2.3.1))
and use an interpolation method to create unstable images along a path between
the two. A first attempt at this was always made with the idpp-method [49] or, if
this failed, a simple linear interpolation. To make sure all these images stay along
the path and not just relax to either A or B, the images are connected by springs
with spring constant k, like pearls on a string or points along a flexible elastic band
(hence the name!), forcing the images to stay separated along the path between the
initial and final. For such a system, the force on a given structure i is given as:

Fi = −∇V (Ri) + ki+1 (Ri+1 − ri)− ki (Ri −Ri−1) = −∇V (Ri) + Fi,spring (2.3.2)

Where ∇V (ri) is the gradient of the PES, Ri is a position vector and ki is a spring
constant.

In early attempts at using this method, the spring constant introduced a source of
error and choosing the right value could be tricky; if we keep the band to stiff (high
k), the structure can risk pulling so hard on each other that we end up forcing them
away from the MEP and along a more direct path between A and B. If we on the
other hand allow the band to be too loose, we may be able to get all the images to
fall on the MEP, but we will be ”stretching” the elastic long between two images
over the saddle point and none of them will be close to the saddle point. If we look
at the forces above, ∇V (ri) will be the main force pushing the atoms towards the
MEP, as it has minimum in energy perpendicular to the MEP. Since the forces are
uphill towards the saddle-point on the PES, it will however also push the images
down along MEP, away from the saddle-point and towards the end point. The effect
of the spring force is opposite, as it pulls on the images along a given path, it spaces
them apart without taking the uphill force towards the MEP into account. That
is also why setting k too high will cause the band to ’cut corners’ to be closer to
each other even if that means straying from the MEP. We can mitigate this to some
extent, by increasing k as we approach the TS, but as an add-on or alternative to
this, a relatively simple approach to mitigate this exists, based on the tangent to
what should ideally be the MEP. This either just assumes that the images are along
the MEP and uses neighboring structures to estimate the tangent or introduces
more sophisticated schemes to find the actual MEP and thus the right tangent [50].
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This method is known as the climbing-image NEB and from this we project out the
components of the total force that are uphill relative to the TS, in order words the
components of the spring force that is perpendicular to the path and similarly, the
components of ∇V (ri) parallel to the path. For an image subject to this method
the force acting on it will be:

Fi,NEB = − ∇V (Ri)|⊥ + Fi,springτ∥τ∥ (2.3.3)

Thus, if we are exactly on the MEP, the gradient of the PES perpendicular to
the MEP, ∇V (Ri)|⊥ is 0, as the structure is at a local minimum perpendicular to
the MEP at any points of this. This leaves the parallel components of the spring
forces, which ’nudge’ the structures towards the TS until they are all in equilibrium.
Typically, this climbing image method is used on the least stable image, to allow
this to move freely along the path, while the rest are still rearranging to find the
MEP.

2.4 Microkinetic Modeling
With the TS (or multiple transition states) identified through the NEB method we
can compute the kinetics of the reaction and, if necessary also couple this to other
elementary reactions into a reaction network or for a single reaction mechanism.
The rate of a reaction in equilibrium is given as the product of the activities of the
reactants multiplied by the forwards rate constant subtracted the product of the
activities of the products multiplied by the backwards rate constant. If we assume
that the reaction in eq. (2.3.1) is a surface coupling reaction, leaving behind an
empty site *, we assume that the activities is given by their respective coverages
and write the rate as:

rate = k+θAθB − k−θABθ∗ (2.4.1)
Where kd is the rate of direction d = [+,−] and θi is the coverage of species i =
[A,B,AB, ∗], and, if this is the only surface reaction taking place,

∑
i θi = 1.

The rate constants generally given relative to the activation (free) energy (approxi-
mated as the free energy of the transition state identified with NEB) as:

k+ = exp

(
−Ga,+

kBT

)
(2.4.2)

k− = exp

(
−Ga,−

kBT

)
(2.4.3)

Where Ga,+ is the barrier height relative to the free energy of the initial state and
Ga,− is the barrier height relative to the free energy of the final state. Next, we
need to find the coverages of the various species. We assume that the steps (in
this case just the ”step”) of our reaction network are all in equilibrium at steady
state, i.e. ∂θi

∂t
= 0. While this particular system could essentially be solved by

hand, we generally have much more complex reaction networks and instead we
use the CATMAP software package [51], which performs multi-dimensional root-
finding using Newton’s method to determine the equilibrium coverages and from
that reaction rates and activities of the steps of the reaction network.
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2.5 Computational Details
The energetics reported in this thesis have all been calculated using GPAW [34],
[52]. A real-space grid basis set was applied with a grid-spacing of 0.18 Å. The
BEEF-vdW functional [32] was applied for approximating the exchange-correlation
contributions. All slab calculations were conducted with periodic boundary con-
ditions in the xy-directions parallel to the slab surface and a dipole correction in
the-direction perpendicular to the surface was applied. 3x4x4 unit cells were used
with the bottom two layers being constrained to optimized bulk lattice constants
of the metals in question. Monkhorst−Pack k-point grids of (35/x,35/y,1), where
x and y were the x and y dimensions of the unit cell of the metal slab, were used
to sample the Brillouin Zone of the reciprocal lattice [53]. The setup used a Fermi
smearing of 0.1 eV/kB. Forces were converged to 0.03 eV/ and 0.05 eV/ for stable
intermediates and transition states, respectively. Activation energies were calcu-
lated using the Climbing Image Nudge Elastic Band (CI-NEB) method [50] within
the dynamic NEB (DyNEB) implementation [54].

Electronic energies are converted into free energies via a vibrational analysis within
the harmonic approximation for adsorbates and an ideal gas approximation for gas
phase species, as implemented in ASE [40]. Free energy corrections of 0.33 eV and
0.09 eV was added to the gas phase energies of CO2 (g) and H2(g) respectively, in
order to correct systematic errors of DFT when applying the BEEF-vdW XC func-
tional [55], [56]. For structures that are not chemisorbed, e.g. gas phase species or
ions, their energy is given as the gas phase or bulk solution energies respectively. For
structure optimizations BFGS was used for stable intermediates and transition state,
until climbing was enabled and from then on FIRE was used, the latter expected
to more robust, but also slower to converge [57]. Adsorbate binding configurations
were generally sampled using the CatKit Surface module [58], although for the study
in Chapter 5, the most stable motifs as found on copper were used directly on the
other metals, unless there were several motifs close in energy at which point they
were all sampled across all of the metals.

For constant potential energetics, SJM [59] was used. This in change uses an effective
potential cavity solvation model (CSM) implemented into GPAW by Held and Wal-
ter [60]. This used Bondi’s van der Waals radii [61], multiplied by a constant follow-
ing a metal-specific benchmark of capacitance to 20 µF/cm2. The metal-specific con-
stants were: Ag=1.12, Au=1.10, Cu=1.06, In=1.12, Pb=1.12, Pd=1.04, while the
remaining metals used the vdW radii as is. Additional parameters were: Strength
of the repulsion at the atomic radii controlling the cavity size, u0 = 0.18 eV [60],
surface tension 1.148× 10−3 Pa ∗m [60], a (maximal) dielectric constant ϵr = 78.36
and a temperature of 298K. The tolerance for the electrode potential deviation
from the target potential was set to 10mV.

The free energy of HCOO−(aq) used in Chapter 4 was calculated from its equilib-
rium with HCOOH(aq) at the pKa (3.75), following the relationship GHCOO−,aq =
GHCOOH,aq − ln 10 · kBT · (pH − pKa) [62].
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3 Exploring and Exploiting the
Electrochemical Environment

Before we get to how we should design our electrocatalyst, lets first take a step back
and take a look at what governs the activity of the ”classical” gas phase heteroge-
neous catalysis. All catalytic processes rely on manipulating a number of well known
thermodynamic variables to achieve the rate and composition of desired product(s).
If we just consider the variables used to describe different statistical ensembles, this
includes:

N The number of particles of e.g. reactants, catalyst material, additives etc.

V The volume of (typically) a reactor where-in the reaction takes place

p The total pressure of the system, which is often broken down into partial pressures
of different compounds in the system

T The temperature of the system

E The total energy of the catalytic system

µ The chemical potential of the particles

Some of these, such as the number of particles and the volume are easy to conceptu-
alize and understand. Additionally, although the fundamental concepts of pressure
and temperature are less trivial, these are still quantities we are used to measure
and feel.
This is not to any extent an exhaustive list, and many of these can not be varied
independently. If we, just as a very simple example, assume that we have closed,
non-insulated container/reactor (corresponding to a so-called Canonical Ensemble)
containing non-interacting gasses, doubling N will naturally cause p to double as
well. At the same time, some of these are quantities we can easily change, and often
we do use different N, V, p & T for different reactions, in order to either change the
total energy of the system and/or the chemical potential, which ultimately affect
the total amount of product we get out (activity) as well as which products we get
out (selectivity). One way to measure the changes in the energy of the system is
through changes in the free energy, ∆G:

∆G = ∆H − T∆S (3.0.1)

With H being enthalpy and S being entropy, two other state functions related to
the heat and (dis)order of the system respectively.

Consider for instance the simple gas phase reaction:

A+ B←−→ C (3.0.2)
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Where A and B are reactants and C is the product of the forwards reaction, we
can also relate the change in (forward) reaction free energy (∆rG) to the chemical
potentials at equilibrium as:

∆rG =
∑
f

Nfµf −
∑
i

Niµi = µC − µA − µB (3.0.3)

Where i, f denote initial (reactant) and final (product) states. When ∆rG is neg-
ative, the (forwards) reaction is assumed to occur spontaneously. For ideal gases,
µk ∝ ln pk and we can rewrite eq. 3.0.3 as:

µC − µA − µB ∝ ln

(
pC
pApB

)
= lnQ (3.0.4)

With Q being the reaction quotient, also denoted the equilibrium constant, K, at
standard conditions and equilibrium. For reference, ∆rG is related to Q as:

∆rG = ∆rG
◦ +RT lnQ (3.0.5)

∆rG
◦ = −RT lnK (3.0.6)
⇓

∆rG = RT ln

(
Q

K

)
(3.0.7)

Where R is the gas constant. From this, we see that the reaction will occur sponta-
neously at standard conditions when K>1 or more generally when Q<K.
Generally, if we fed in A and B from our example above into an empty chamber,
Q would be zero at first, and conversion into C would occur until we reach a situa-
tion where Q=K and the system has reached equilibrium. In terms of the chemical
potential, this is equivalent to a starting point where the (sum of the) chemical
potentials of A and B are higher than C, leading to the formation of C until µC =
µA + µB.
Now, if we double the total pressure of the equilibrated system, for instance by
compressing the chamber to half its original volume, we actually end up in a state
away from the chemical equilibrium, as the denominator of Q/reactant side of the
chemical potential increases by a factor of 4, while the numerator only doubles.
Similarly, µA + µB will increase more than µC , and more product will be formed
until the value for K is reached (i.e. µC = µA + µB once again). Thus, when the
pressure is increased, this mechanism will favor the side of the reaction that has the
fewest particles.

Similarly, when we can also change the conversion rate by varying the temperature.
Combining 3.0.1 and 3.0.6 we can relate K to enthalpy and entropy as follows:

−RT lnK = ∆H◦ − T∆S◦ (3.0.8)

lnK = −∆H◦

RT
+

∆S◦

R
(3.0.9)
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Assuming that ∆H◦ and ∆S◦ are independent of temperature, at least over a small
change in temperature, we can quantify the change in K as:

lnK2 − lnK1 = −
∆H◦

RT2
−
(
−∆H◦

RT2

)
(3.0.10)

lnK2 = lnK1 +
∆H◦

R

(
1

T1
− 1

T2

)
(3.0.11)

Or, if we can measure the equilibrium constant, use this relation the estimate ∆H◦

and ∆S◦ as the slope and intercept respectively from a fit of lnK vs 1/T:

ln
K2

K1

=
∆H◦

R

(
1

T1
− 1

T2

)
(3.0.12)

If ∆H◦ is negative, eq. (3.0.11) shows us, that the equilibrium constant will decrease
as temperature increases. This intuitively makes sense, as changes in enthalpy at
constant pressure is equivalent to the heat exchange over the course of the reaction,
and we categorize reactions as either exothermic (exo=outside, i.e. heat given off,
leaving the reaction/system) for ∆H◦ < 0 or endothermic (endo=inside, i.e. heat
being ”taken up” from the outside) for ∆H◦ > 0. To indicate that e.g. a reaction is
exothermic as produces heat, we might rewrite eq. (3.0.2) as:

A+ B←−→ C +∆ (3.0.13)

Where the ∆ signifies heat. Writing it up like this, it is obvious that increasing
the temperature and thus adding heat to the system, corresponds to adding more
product and as a result the equilibrium shifts to the left to compensate.

3.1 Activity in Electrochemistry
Once we are in an electrochemical environment, a number of things are different to
the ”usual” heterogeneous catalysts. We are still in a heterogeneous system, but in
electrochemistry the reaction usually takes place at the interface of a solid and a
liquid solvent, most often water, as opposed to a solid/gas interface. Additionally, if
we want to maintain the liquid phase, we can only wary the temperature between at
best 0 ◦C to 100 ◦C, and even below 100 ◦C, evaporation might be an issue. Again,
we typically run the reaction at ambient conditions. Instead, we have a new variable
we can utilize:

ϕ The electric potential, just referred to as the potential.

Formally, the (electric) potential is defined as the line integral of the electric field E
taken from a reference point to point r:

ϕ(r) = −
∫ r

E · dl (3.1.1)

Energetics of a charged species
If we attach a charge q, we can get the work required to bring this charge to the
potential at r as:

W = Qϕ(r) (3.1.2)
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Or, expressed differently, the potential is essentially the potential energy (work)
per unit charge, by this definition from infinity, but we can equivalently reference
it to some potential scale, such as the potential of Standard Hydrogen Electrode
(SHE), the potential of a platinum electrode where unit activity H2 is bubbled into
a solution containing unit activity H+, establishing equilibrium1. Simple as that, we
can account for the electric potential energy in the chemical potential of a particle
as:

µ̃i = µi + zieϕi (3.1.3)
Where µ̃i is the electro-chemical potential, µi the chemical potential at standard
states including at the reference potential, i.e. ϕ = 0, zi the unit charge of the
particle, e the elementary charge (such that zie = Q). Changing the labels for
simplicity, we write the electrochemical potential as:

µi = µi,0 + zieϕi (3.1.4)
Where µi is now the electrochemical potential and µi,0 the chemical potential. We
can however maintain the previous notation for uncharged species, e.g. for eq.
(3.0.2), as µi = µi,0 for uncharged species.

Energetics of a dipole
Although molecular dipole (or any dipole for that matter) is net neutral in charge,
the dipole can be seen as two charges separated in space by a distance d, with µ = qd
(note that µ now refers to the dipole, not the chemical potential. As the molecule
is overall charge neutral, the charge at the negative end has the same magnitude
as the charge at the positive end. If we assign the negative end a charge -q, the
positive end a charge of q and place the negative end at r=0, we can get the total
energy (work) from eq. (3.1.2):

Eµ = qϕ(d)− qϕ(0) = q(ϕ(d)− ϕ(0)) (3.1.5)
This is equivalent to a line integral over the electric field, as the work we need to
overcome is merely force times distance and the force acting on a charge q is related
to the electric field as F = qE :

Eµ = q

∫ d

0

Edl (3.1.6)

Assuming the dipole is ideal (infinitesimal) separation such that the field is uniform,
the energy associated with the dipole is:

Eµ = qdE = µE (3.1.7)
Now, the total energy of the system E is the adsorption/hybridization energy (E0)
plus the energy contribution from the dipole Eµ:

E = E0 + µ · E (3.1.8)
For a system where the dipole binds via its positive end on a negative surface, µ
and E are opposite in z and this is a stabilizing effect i.e. µ · E = −|µE|.
It should also be noted that the dipole is merely the first term of the adsorbate/field
interaction, it can be further expanded to include the surface polarizability α (as
−1/2αE2) [63] or even higher order terms if necessary.

1usually approximated by pH2 = 1atm and [H+]=1M, known as the Normal Hydrogen Electrode

22 Electrochemical CO2 Reduction to Two-Electron Products



3.2 Modeling Reaction Energetics in Electrocatalysis
As the potential has a massive impact on the activity of an electrocatalyst, we
of course need to account for that when we calculate the reaction energetics we
use to predict the catalyst performance. On a macroscopic scale, we are usually
interested in knowing the catalyst performance at constant potential, applying a
potential difference between two electrodes by supplying electrons, often referenced
to a specific potential scale. Let us as an example consider a proposed mechanism
for the reduction reaction of CO2 to CO in acid:

CO2(g) + ∗ −−→←−− ∗CO2 (3.2.1)
∗CO2 +H+ + e− −−→←−− ∗COOH (3.2.2)

∗COOH+H+ + e− −−→←−− ∗CO+H2O (3.2.3)
∗CO −−→←−− CO(g) + ∗ (3.2.4)

Here, the 2nd and 3rd step involves a PCET, where we transfer both an electron
and a proton to a reaction intermediate.

Computational Hydrogen Electrode
A simple, yet very accurate way of calculating the energetics of a charge transfer
reaction is through the Computational Hydrogen Electrode (CHE) [64]. Firstly, it
is assumed that the energy of the uncharged intermediates are purely chemical in
nature, i.e. µi = µi,0. Secondly, we can write up to the (electro)chemical potentials
of the charged components using eq. (3.1.4), measuring the potential against SHE:

µe− = µe−,0 − eϕe− (3.2.5)
µH+ = µH+,0 + kBT ln aH+ + eϕH+ (3.2.6)

Where, as SHE is defined relative to a solution of unit activity H+ (i.e. pH ≈ 0),
we have included the possibility of an activity that deviates from its standard state
and approximated the activity as concentration to get:

kBT ln aH+ = kBT ln [H+] = kBT
log [H+]

log e
= −2.30kBTpH (3.2.7)

Additionally, the electron is located at the surface of the metal slab with potential
ϕe− = ϕM (or simply ϕSHE), while the proton is located in the bulk, where the
potential is equal to the reference potential ϕH+ = 0V vs SHE.

Next, we exploit the electrochemical equilibrium at the reference electrode (SHE):

µH+,0 + µe−,0 = 1/2µH2,0 (3.2.8)

Combining all of this, we get:

µH+ + µe− = µH+,0 + µe−,0 − 2.30kBTpH− eϕSHE (3.2.9)
= 1/2µH2,0 − 2.30kBTpH− eϕSHE (3.2.10)

With this, we have completely separated out the need to include charges explicitly
in our system, instead referencing the energetics of the proton/electron couple to
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easily obtainable quantities such as the energy of H2 and properties of the system,
T, pH and ϕSHE.
An alternative (and simpler) is to relate the energetics to a potential relative to
the Reversible Hydrogen Electrode (RHE), setting the equilibrium potential of the
reaction at the SHE to 0 at any pH. With regards to this reference, µH+,0 simply
becomes:

µH+ = µH+,0 (3.2.11)
And µH+ + µe− :

µH+ + µe− = 1/2µH2,0 − eϕRHE (3.2.12)
The energy difference of a PCET such the *COOH formation in eq. (3.2.2) then
becomes:

∆G = G(∗COOH)−G(∗CO2)−G(H+)−G(e−) (3.2.13)
= G(∗COOH)−G(∗CO2) + eϕRHE (3.2.14)

The amount of charge corresponding to a given potential varies depending on the
metal, solvent and other components of the system [65], [66]. The potential where
the total charge on the metal surface is 0 (possibly including charging related to
adsorption/desorption events) is known as the Potential of Zero Charge (PZC) [67]
and is highly relevant for many electrochemical processes, including CO2 reduction
[68]. In our simulations, we can connect the potential and PZC to the metal work
function, and use changes in the work function as a proxy for changes in potential
[69]–[71]. As a crude estimate, we can relate the change in work function relative
to some experimental reference value to a potential against the same reference. We
can e.g. convert it to potential vs SHE, assuming ΦSHE ≈ 4.4 [72]:

ϕSHE =
Φ− ΦSHE

e
(3.2.15)

Energetics through charging schemes
Since electrons are consumed at the cathode, where CO2 reduction takes place, more
electrons must continuously be added to keep the system at steady state, i.e. the
potential constant. On a macroscopic scale many electrons are being consumed and
added at the same time, controlled by a potentiostat. When we try to mimic the
system with DFT and simulate the reaction(s) taking place, we unfortunately do
not have this luxury by default. Instead, when we for instance want to simulate an
elementary reaction involving a Proton Coupled Electron Transfer (PCET) step, we
typically inadvertently change the charge on the metal in the process. An illustration
of the 2nd step of CO2 reduction to CO, eq. (3.2.2) is shown in Figure 3.1, including
the transition state and the amount of charge added along each point of the MEP,
calculated using SJM (see the SJM section below for details).

Now, in our periodic unit cells (e.g. Figure 3.1) we are always charge neutral and by
default the number of electrons matches the number of protons from all our atoms.
We also do not have any free charges floating around in vacuum, nor did we assign
any positive charge to the hydrogen. Instead, what happens when we simulate
the initial state, is that DFT as described in Chapter 2, places the electrons in
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Figure 3.1: *CO2 to *COOH PCET reaction
Illustration of the setup for a PCET from H3O+ to *CO2 to form *COOH, depicting
the initial state, transition state and final state, along with a band (blue) showing
how the charge added to the system changes along the reaction pathway.

their lowest energy state around the atoms in the cell. This places �12 electron
more around the metals, smeared out over the surface, resulting in a surface charge
density of σ = −1 e/A, where A is area, while the H3O molecule has one electron
less, making it H3O+. This can be translated into a potential change through the
capacitor relationship:

σ = CH(ϕ− ϕPZC) (3.2.16)
∆ϕ = σ/CH (3.2.17)

Assuming that the Helmholtz capacitance CH remains constant over the potential
range. With this, the surface charge has shifted the potential away from the PZC by
∆ϕ = σ/CH . However, once the reaction occurs, the two spatially separated charges
’disappear’, combining to form *COOH, shifting the potential back to the PZC (at
least to a first approximation), and with that we are completely altering the driving
force of the reaction. Naturally, we need to account for this, transforming the en-
ergetics from what is essentially constant (total) charge into constant potential. A
number of different schemes exist for doing this and a sample of these are outlined
in the paragraphs below.

Explicit charging (and solvent) methods
First, there are some methods based on explicitly charging the metal/solvent/ad-
sorbate interface and through that varying the charge density on the surface. This
can either be achieved through separated charges, where a solvent above the surface
and the surface itself have different charges as the PCET example above, through
charged co-adsorbates such as electropositive metal cations, or through variation in
dipoles from different components of the system, e.g. water molecules or adsorbed
CO2. Although the net charge is 0, the dipoles have a partial positive end and a

2In fact, the amount of additional charge of such a setup often only corresponds to around
0.6-0.8 of an electron, although it is not entirely clear why [73].
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partial negative end and will act as additional charging components, in effect small
capacitors, changing the potential with their orientation relative to the surface. Es-
pecially the water layer is well known to orient relative to the charge on the metal
and also impact the metal PZC [71], [74].

Cell Extrapolation
A relatively simple, but also computationally heavy method is the cell extrapolation
method [69]. The general idea is to calculate the energetics of the same elementary
reaction, but at varying cell size. Doing this while keeping the no. of protons
constant, we distribute the extra electron across a larger and larger surface, leading
to a drop in surface charge density as the area increases with cell size and thus
potential / potential difference. We then measure the change in energy, ∆E, as a
function of the change in work function relative to one of the states, e.g. the initial
state, ∆Φ. This is extrapolated to ∆Φ = 0, i.e. an ”infinite cell-size” where the
consumption of a single charge doesn’t change the work function/potential, similar
to the experimental conditions. This has been done successfully for relatively simple
processes (in terms of the components involved), such as HER and HOR [75]. This
can in theory also be expanded to more complicated reactions, but more bulky
intermediates introduces new challenges. As mentioned, the water dipoles have
a significant impact on the potential, and thus the driving force. Unfortunately,
water reorganization (or water flipping) between two states can be as issue that can
convolute the results. An example of this is shown for the adsorption of CO2 in
Figure 3.2, where the effect of varying the charge through the unit cell size is almost
completely screened from the water flipping between the different states in the same
unit cell size.

(a) Energy vs. proton concentration (b) Energy vs. work function

Figure 3.2: Cell Extrapolation for CO2 adsorption
Adsorption energy versus proton/surface atom ratio (a) and change in work
function (b).

In the ideal case where the only change in contribution to charge in the system is the
proton/electron couple, we could infer the effect of changing the charge from 3.2a.
If we include the full work function of the metal as done in 3.2b, we should be able
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to account for the total potential change, and extrapolate this to ∆Φ = 0. However,
it is clear that the water reorganization also introduces scatter in the adsorption
energies that is either making the system deviate from the simple capacitor model
or is not related to changes in the potential, the effect being so large that we cannot
deconvolute this from the contributions from potential.

Charge Extrapolation
The concept of charge extrapolation is to some extent similar to the cell extrapola-
tion in the cell setup, in fact any of the cells used for the cell extrapolation could be
used to perform charge extrapolation, without needing any new DFT calculations.
The big advantage of this model is that we only need one the energies of one cell
size to estimate the energy at a specific work function, and thus constant potential
[73]. Essentially we relate the energy change to the change in work function and the
change in excess surface charge, measured as the sum of Bader charges of all ions in
solution (in fact the negative of that, the charge ”missing” from the ions is located
on the metal atoms of the slab, otherwise the system would not be net neutral).
We can predict the energy change of a reaction at the work function of the initial
state as:

∆E(Φ1) = E2(Φ2)− E1(Φ1) +
∆q(Φ2 − Φ1)

2
(3.2.18)

Where E are energies, Φ are work functions and ∆q = q2 − q1, where q are charges.
Or relative to the final state if we swap out the indices, then the third terms just
changes sign. From this we can translate this to an energy at any arbitrary work
function Φ as:

∆E(Φ) = ∆E(Φref )−∆q(Φ− Φ1) (3.2.19)

Similarly to the method above, this method works best for simple reactions with
little dipole reorganization, where we can assume that the electrostatics are purely
a consequence of the separation of the charge and the protonated solvent [76].

Implicit Charge (and solvent) methods
Rather than charging and solvating the surface with physical, atomistic components,
it is also possible to mimic the effects of charge and solvent through continuum mod-
els. These include different approximations for the electrostatic effects that a solvent
will present and for how it will interact with the surface. In principle, this could
just involve solvation, but often there is also a charging component that will allow
us to add extra charge into the system at our region of interest (i.e. on or close
to the surface), while placing a (screened) counter charge at a safe distance from
the surface. While the implicit solvent is supposed to mimic a ”true” solvent, the
continuum nature of the system means that while it captures the average effect of
a solvent, it cannot necessarily account for strongly local effects, such as the field
effect of an ion of finite size [77], or the strong (relative to long-range electrostat-
ics) effect of hydrogen bonding could have on the stability of some intermediates [78].

PBE Model(s)
A prominent example of this is for instance the VASPsol module [79], which can
be used with the commercial VASP DFT code [80]. This uses DFT to calculate
the energy of the metal surface, and couples this through an interface region to a
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simulated electrolyte, where the potential distribution is described by the Poisson-
Boltzmann equation [81]. The target is to manipulate the dielectric constant of the
region above the reaction to match that of a specific solvent, usually water w/o ions
or other components. In effect this produces a continuous charge density ”layer”
that wraps around the surface and it components, both solvating/screening it from
the vacuum and often also introducing a driving force for the reaction through the
addition of charge. An issue with this (and other) implicit models is that we some-
times have systems, where changes in the work function does not uniquely translate
into energy changes, but instead varies with system parameters. This is particularly
true when we introduce an explicit charging component, such as the dipole formed
upon CO2 adsorption. If the capacitance of the two components are different, the
slope of energy with work function will also vary [82].
A proposed solution to this, is to use the effective surface charge density instead [83]
(recalling= σ = CH∆ϕ) and estimating the explicit contribution to the charge/charge
density from the dipole through forces on the atom upon adsorption [84].

Solvated Jellium Method - The Computational Potentiostat
Another option is using the Solvated Jellium Method (SJM) [59]. SJM is not in
itself an implicit solvent, but a charging scheme that requires an implicit solvent
to work and as such comes with the same limitations as other implicit models. It
can however be used both with and without an explicit solvent, although for some
kinetics such as PCET step we would typically need to include some type of solvent
as a proton donor. For this work it has been used with GPAW and the Continuum
Solvent Model [60], a different PBE model. It works by placing a ”jellium” slab
of positive charge inside the implicit solvent region, well above the reaction plane,
accompanied by a matching amount of negative charge as free electrons. This now
gives the implicit solvent a dual purpose; not only does it solvate species in the
reaction plane, screening them from the vacuum above, it also screens the reaction
plane from the positive jellium slab. Without the implicit solvent, the gradient
of potential (i.e. the electric field) would be artificially high, as we would be going
from a negative charge region on the metal surface to a positive region at the counter
charge. In a true system, this would correspond to placing the working and counter
electrode immediately next to each other, while they are in effect well separated
with a large region where the solvent is at constant (bulk) potential, and thus zero
field. By screening the positive charge on the counter charge, we have a large region
above the reaction plane at constant potential that we can reference our electrode
potential/work function against, and both are referenced to some absolute poten-
tial/work function, e.g. the SHE potential. That is not to say that this potential will
be fixed to some value independent of the system, instead it will change depending
on the metal surface, but also components such as the water layer orientation. This
is equivalent to how the water solvation and orientation plays a role in the metal
PZC [71].

For a change in charge to correspond to a change in driving force, the charge has
to accumulate on the metal slab, specifically the surface facing the reaction plane.
While charges on the metal generally does accumulate on the surface, resulting in
a linear response in potential across a large charge region, the work function on the
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backside of the slap should be measured to ensure this does not change. Addition-
ally, in extreme cases of very high added or removed charge, we can end up either
depositing charge within the implicit solvent above the reaction plane or removing
charge from both the metal and the HOMO of the water molecule. Upon probing
this, it was found that changing the charge gave a linear potential response in a
region between −2.4V to 2.6V vs SHE. For energetics calculated near the bound-
aries of or outside this region it should be ensured that this linear response still
holds. Next, the parameterizations of the implicit solvent has a tendency to place
the solvent unphysically close to the surface, as it doesn’t account for e.g. ion sol-
vation shells in charged solvents [77]. To account for this, we systematically vary
the van der Waals radius of the metal atoms, measuring the work function change
as a function of surface charge density for each radius, finding the capacitance as
the slope of this relation through eq. (3.2.16), benchmarking this to an assumed
experimental double layer capacitance of 20 µF/cm2 [85].

Now, with the system set up we can compute energetics at either constant charge
or constant potential. In the constant potential mode we specify an initial guess
on the charge. SJM will then run an electronic relaxation with DFT, place the im-
plicit solvent relative to this structure and, having both a reliable surface potential
a reference beyond the reaction plane, calculate the potential at the given charge.
Next, more or less charge will be added relative to the calculated and target poten-
tial. After a few iterations we get a linear fit for the charge/potential relationship,
which can be used to reach the target potential. Once the target potential has
been reached, a geometric relaxation is carried out. This may change the potential
slightly, and if the new potential is outside the target potential region, it is once
again equilibrated and so on. Essentially, we add a new iterative loop in addition
to the geometric and electronic relaxations. It should be noted however, that for
small structural changes, the associated potential response is also expected to be
small and typically we remain near the target potential or do 1-2 additional poten-
tial calibrations, utilizing the linear charge/potential fit from previous calculations.
With this, we can cycle across a range of potentials and obtain a fit for the energy
change with potential for a given structure. As discussed in Chapter 3, the chemical
potential of the electron changes with potential, the energies we compare should
account for this, and we should compare the Grand Canonical energies (Ω) given as:

Ω = EDFT +Nee · ϕe (3.2.20)

Where EDFT is the DFT energy we get from our relaxation, Ne is the number of
electrons added, which multiplied e gives the charge, and ϕe is the calculated po-
tential. This gives us a quantitative measure for the (field) stabilization of a given
adsorbate with potential.

One of the strengths of this workflow is that we do not need to assume anything
about the structure or e.g. sample different configurations to get dipoles from forces
etc., instead we are constant updating this contribution upon changes in structure.
This also leads to another major advantage of the workflow; the ability to calculate
potential-dependent barriers from a single NEB calculation.
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As we measure the potential as function of structure and charge, we can set a target
potential for an entire band of structures, calculate the amount of charge needed to
reach a given potential for each structure in the band and in this way get barriers
at a constant driving force, by injecting a varying amount of charge along the band.
With this, the SJM workflow works essentially as a computational potentiostat, con-
trolling the potential by varying the amount of charge supplied, in order to keep the
driving force constant.

Further Considerations
While these methods all give reasonable measures for energetics, there is also room
for improvement. If we for instance take SJM, we rely on a number of assumptions
about certain quantities, e.g. the constant value of the SHE potential, although this
is known to vary and computational models to accurately reference this exist and
should ideally be included [70]. The implicit solvent used in SJM (and elsewhere)
could also use more robust benchmark or e.g. just be benchmarked to double-layer
capacitances for each metal separately. Also, even though we have a much more
physically sound system when accounting for the potential in computing the PCET
barriers, the full path does not necessarily represent a physical system. When we
e.g. compute barriers with water as a proton donor, our final state will contain and
OH– in the reaction plane immediately next to a negative surface. Ehile we can
often account for this through referencing to the initial state with water, a very late
transition state will have the characteristics of the final state. Instead, we could use
methods that explicitly account for solvent dynamics [86].
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4 The Power of Potential
Modeling Carbon Selectivity on Pd

This chapter studies CO2R selectivity and activity on palladium. We discuss why
this differs from the trends observed in the periodic table and what exactly sets
palladium apart from the rest. We explore the effects of the electrochemical envi-
ronment, which are manifold, as it shows to affect not only product selectivity and
activity, but also the stability, morphology and even composition of the electrode
itself. For this purpose, we employ DFT with SJM to obtain constant potential
barriers and electric field responses of intermediates. Additionally, we build a mi-
crokinetic model to map out activity as well as selectivity towards the two carbon
products from PdH, CO and HCOO– . The project is a result of a research col-
laboration with experimental groups at McMaster University, Hamilton, Canada
and unless otherwise noted, the experimental data referenced and illustrated was
obtained there. The contents of this chapter are from the manuscript In-Situ Liquid
Phase Transmission Electron Microscopy and Electron Diffraction Provides Mecha-
nistic Insight into Electrochemical CO2 Reduction on Palladium/Palladium Hydride
Catalysts [87], (submitted), enclosed in Section A.1.

4.1 Introduction
If we turn our attention to the periodic table in Figure 1.3 showing product selec-
tivities in CO2RR, we see that the carbon selectivity is quite nicely grouped into
different sections. Starting from the bottom right, the post-transition metals in
the bottom rows, 5 and 6, produce formate. Then, once we go to the left and up,
we arrive at the CO producers until we reach the top corner of the CO2RR active
materials with copper which, as the only pure metal, is able to produce significant
amounts of C2+ products. There is one metal which clearly does not seem to fit the
trend however; palladium. Here, palladium is shown to produce formate, while all
the metals next to it produces either H2 or CO with more than 80% FE. Formate
(in its protonated form as formic acid) is a high-value carbon product and although
the market for formic acid is currently small [19], the potential uses include usage
as a green fuel in direct formic acid fuel cells [88], a market that is expected to
play a crucial role in the transition away from fossil fuels. Even beyond this, the
selectivity between HCOO– and *CO/CO is of fundamental interest, as this selec-
tivity determines whether we can further reduce CO2 to other fuels [20], [89]. And
while it is true that Pd produces formate at low overpotentials [90], the product
selectivity rapidly changes over a few 100 mV, to first produce H2 and then CO [91].
Understanding this selectivity switch might help us gain a better general under-
standing of this selectivity and guide us in the search for new materials. The change
in selectivity is illustrated in Figure 4.1, using our own experimental data. Another
well known is the morphology change that palladium undergoes, transforming into
palladium hydride (PdHx) with the application of a potential bias [90]. These PdHx

structures are usually divided in to two regimes, the α-phase, with a (bulk) H/Pd ra-
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tio of 0 < x ≤ 0.03 and the β-phase with 0.58 ≤ x, with 0.03 < x < 0.58 containing
a mix of the two phases [92]. The formation of the α-phase starts at slight positive
potentials vs. RHE (at pH=6.8, so slightly negative vs. SHE), followed by a short
interim at neutral to slightly negative potentials until the β-phase is finally complete
at around −0.1V to −0.2V vs RHE [93]. This transformation of the electrode is
also in contrast to neighboring metals that do not readily form hydrides. Whether
this morphology change plays a role in the CO2 reduction activity, and what role
it plays, remains elusive and several mechanisms have been proposed. It has for
instance been proposed, that the low H-loading α- and mixed phases are selective
for formate production, while the high-loading β-phase is selective towards CO [94].
This work probes the morphology changes in Pd to PdH, characterizes the surface
and its active phase and relates it to activity and selectivity changes on the metal.

Figure 4.1: CO2R selectivity changes on PdH
Schematic giving an overview of the selectivity changes that occurs on Pd as a
function of potential vs. RHE. Color scheme is similar to Figure 1.3, i.e. yellow
is formate, red is hydrogen and blue is CO. The panel furthest to the left signifies
potentials below -0.5 V vs. RHE, where PdH has been found to produce formate
with up to 90% FE [94].

4.2 Structure and morphology of Palladium
(Hydride) nanoparticles.

For this work, palladium nanoparticles were synthesized and deposited onto a work-
ing electrode. Upon applying a bias vs. RHE (pH=6.8), we were able to directly
measure the bulk lattice constant, as a proxy for the palladium phase present,
through STEM from 1.2 down to −0.5V vs. RHE. We observed relatively small
changes in the lattice constant for the formation of the α-phase, followed by a sharp
increase in the lattice constant, as the β-phase was formed until it plateaus once
the formation of the β-phase is completed. These experimental results are shown in
Figure 4.2. The total lattice expansion is compared with calculations of the lattice
constants using DFT. Here, the (111) and (100) facets of the fully hydrogenated
β-phase PdHx were studied and compared to the pure palladium metal. Hydrogen
atoms were located in the octahedral sites of bulk Pd, corresponding to hollow sites
on the surface of Pd1. The lattice parameters of the β-PdHx bulk structure were
optimized by varying the lattice parameters until the forces and energies were min-
imized, leading to a 0.12 Å increase in the (111) d-spacing compared to metallic

1Adding Hydrogen to the tetrahedral sites was also tested, and although the DFT energies were
comparable, once accounting for ZPE, the octahedral sites were ultimately the most stable, in line
with other findings from electronic structure methods [95].
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Pd, as shown in Figure 4.3, in line with the experimental observations presented in
Figure 4.2.

(a) Radial intensity with potential (b) Average d-space values, PdHx(111)

Figure 4.2: Changes to the radial profile of Pd(H) metal-metal distances
(a) shows radial intensity profiles (metal-metal distances) from analysis of STEM
images. (b) shows the average d-spacing (layer distance) of a Pd(111) surface
as function of potential, along with experimental references for Pd (blue) and
β-PdH (red). Experimental data, reprinted from manuscript in Section A.1 [87].

Figure 4.3: Lattice expansion under hydride formation
Illustration of the structural changes that Pd and Pt undergoes during hydride
formation. The distances shown on the figure are metal-metal (black) and metal-
hydrogen (grey) distances of the bulk structure.
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In an attempt to understand why palladium exhibits this unique ability to form
hydrides, a platinum hydride bulk structure was produced in a similar manner. An
illustration of the structural changes is given in Figure 4.3 including bond lengths.
The formation free energy (∆Gf ) of the palladium and platinum hydrides, according
to eq. (4.2.1)

M + 1/2H2(g) −−→ MH, M=[Pd,Pt] (4.2.1)

This gives ∆Gf = 0.046 eV/atom for PdH and ∆Gf = 0.578 eV/atom for PtH,
i.e. more than an order of magnitude difference between the two. Comparing the
geometries, we find that they initially have roughly the same lattice constant, but
that the lattice expansion is significantly larger in PtH than in PdH, in fact �25%
(0.159 vs. 0.123 Å). We attribute this to the slightly larger van der Waals radius
of Pt, compared to Pd [61], [96], since the M-H distances are very close to their
respective vdW radii. This means, that the octahedral hole on PdH is just small
enough to accommodate and bind a hydrogen atom strongly, without being so small
that the lattice has to expand too much, as is apparently observed on Pt. In addition
to the bulk structure of Pd, we also calculated the stability of the surface hydrogens,
measured as the differential hydrogen adsorption energy, i.e. calculating the energy
change, ∆E, of adding in the next hydrogen at each possible hydrogen coverage,
measured as numbers of hollow sites on a 4x3 slab:

Pd12Hm−1 + 1/2H2 −−→ Pd12Hm for m = [1..12] (4.2.2)

This gives us a rough estimate of the surface stability of *H and thus the coverage.

Figure 4.4: Differential adsorption energies for hydrogen adsorption onto PdH(111)
Hydrogens were adsorbed into hollow sites of the PdH surface. In the structures
marked with an asterisk, there is hydrogen migration from the subsurface to the
surface, which convolutes the adsorption energy picture. For the remaining 8 cover-
ages, the average change in potential energy (blue line) is roughly 0.1 eV. The black
line approximates the entropy loss of hydrogen adsorption as roughly 0.1 eV.
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From the results of this, shown in Figure 4.4, we see that the hydrogen binding in
nearly thermoneutral up to a coverage of roughly 3/4 (∆Eavg ≈ 0.05 eV), and at
very low coverage we even see subsurface to surface migration of *H, reestablishing
this coverage. The last few hydrogen adsorptions are a bit less energetically favored,
but we still expect a full monolayer of hydrogen to be present at roughly −0.3V vs.
RHE.

4.3 CO2R on facets and phases of Palladium
The experimental CO2R (and HER) selectivity and activity is shown in Figure 4.5
as faradaic efficiency and total current respectively.

Figure 4.5: Electrocatalytic selectivity and activity of Pd nanoparticles
(a) Shows selectivity, as Faradaic effeciency, towards HCOO– (red), CO(blue) and
H2(black) as a function of applied potential vs RHE. (b) Shows activity, as the
total current density, as a function of applied potential vs RHE. Experimental data,
reprinted from manuscript in Section A.1 [87].

For the CO2 reduction activity on the Pd nanoparticles, we investigate the reaction
mechanisms on the two main facets found experimentally, (111) and (100), and on
both the α- and β-phases of the facets. Since the hydrogen loading and the lattice
change is very small for the α-phase, we use to pure palladium slab as a proxy
for this phase. For the β-phase we used the fully hydrogenated surface of PdH,
in accordance with our hydrogen adsorption data above, and the measured lattice
expansion. As a first approximation, we carry out simple gas phase calculations
using GPAW. The results of this is shown in Figure 4.6 and Figure 4.7 for the
100 and 111 facets respectively. From this, we identify most of these systems to
be CO poisoned. CO poisoning has previously been proposed in palladium CO2R
[90], [97] and we also see CV peaks when sweeping to positive potentials, believed
to be stemming from this. In fact, the only system that is not CO poisoned is
the β-phase of PdH(111). Since the β-phase starts partially forming at slightly
positive potentials vs. RHE and is near-complete at −0.1V, where the first CO2R
current is measured, we propose that the electrochemically active phase and facet
is β-PdHx(111), modeled as stoichiometric PdH(111).
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Figure 4.6: Proposed pathways to CO and HCOO– on Pd and PdH(100) facets
CO route is shown with dashed lines, HCOO– with dotted. Red is Pd, blue PdH.

Figure 4.7: Proposed pathways to CO and HCOO– on Pd and PdH(111) facets
CO route is shown with dashed lines, HCOO– with dotted. Red is Pd, blue PdH.

Even so, the FED for PdH(111) does not look promising either. In fact, both the CO
and the HCOO– pathway is quite uphill in energy based on the gas phase data. And
*HCOO, which is usually more stable than *COOH is less stable here, making the
formate pathway difficult to realize at low potentials. To get a better understanding
of the energetics, we employed SJM to get constant-potential energetics and to be
able to compute energetics for field-stabilized intermediates such as *CO2. With
SJM, we find that the *HCOO is in fact so unstable, that once we charge the
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surface, it desorbs as an ion, i.e. the final product, formate. Instead, we find
that the formation of formate goes through a surface-bound hydrogen in an Eley-
Rideal/Heyrovsky like mechanism with CO2 being activated near the surface, or as
a surface reaction with *CO2. This mechanism is in stark contrast to mechanisms
proposed for formate production on more oxophilic post-transition metal, as e.g.
Pb [98] and Sn [99]. Here, it has been proposed that their oxophilicity allow them
to stabilize CO2 via the oxygen atoms (*OCO) and subsequently protonate the
carbon to produce formate [100]2. On PdH however, we were not able to stabilize
*OCO at any potential despite rigorous sample of possible adsorption sites. This
is consistent with the strong destabilization of *HCOO observed when going from
Pd to PdH. Instead, the reaction mechanism involving CO2 hydrogenation towards
formate was identified as an outcome of the transition state searches starting from
both solvated (planar) and adsorbed (bent) CO2. The transition states are similar
in nature, as the (partially) activated CO2 reacts with a surface *H, but relative
barriers of the two changes slightly due to *CO2 having a larger dipole than the
CO2 activated from its dissolved state. The relative barriers of the *H-CO2 state are
shown in Figure 4.8, with a change in RDS around −0.7V vs RHE. This means that
formate is produced exclusively through the solvated CO2 as a nucleophilic attack
by a surface hydrogen on the desorbed carbon, at the potentials where formate is
shown to be formed experimentally. This transition state has a potential response
of 0.2 eV/V, with most of the charge injection leading to the formate occurring after
the transition state, as shown in Figure 4.9 (b). In a sense, the RDS is almost
quasi-chemical in nature, akin to a chemical (near) surface reaction, with only a
very low field response. Of course that is only half of the truth, as there is still a
stabilizing effect from the dipole interacting with the field, and the reaction relies
on the electrochemical environment through the PdH formation to happen.

Figure 4.8: Competition between barriers starting from desorbed vs adsorbed CO2.
Barriers computed with SJM for two possible mechanisms, either starting from
desorbed (blue) or adsorbed (red) CO2, reacting with a surface proton and desorbing
as HCOO– . The former has a potential response of 0.20 eV/V, the latter 0.42 eV/V.

2The CO2 binding motif is the topic of interest of another part of this thesis, see Chapter 5.
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Figure 4.9: Minimum energy path and charge injection for HCOO– formation on
PdH
(a) Calculated minimum energy pathways of the CO2 hydrogenation step towards
formate, along with inserts of initial, transition and final state structures. (b) The
accompanied electron injection into the unit cell in the course of the reaction in order
to keep the potential constant. Three different potentials are shown with varying
colors.

The formation of CO was found to proceed through *CO2 bent on the surface, bind-
ing via the carbon, followed by two PCET steps to first *COOH then *CO followed
by CO desorption. We assume that the PCET step from *CO2 to *COOH has no
kinetic barrier, as the negative oxygens on the *CO2 allows for facile oxygen proto-
nation [83]. The full reaction pathways towards both CO and HCOO– is shown in
Figure 4.10. At low overpotentials, the formation of *COOH is identified as the rate
limiting step. This however exhibits a relatively strong potential response of 1.13
eV/V, and eventually CO2 adsorption is expected to be rate limiting. Comparing
the pathways at 0 V, we find formate to be the preferred product, as the barrier to
formate is roughly 0.3 eV lower in energy than the *COOH state. However, as we
go to increasingly negative potentials the competition between the electrochemical
PCET step to *COOH and the hydrogenation towards formate leaves no hope for
formate. Instead, with a difference in potential response of almost 1 eV/V, CO pro-
duction quickly dominates, as the FED also shows and at -0.5 V, the CO pathway
is already more stable than the HCOO– pathway.

Based on the reaction energetics described above, we design a microkinetic model
using CatMAP [51] to quantify the selectivity and activity changes with potential,
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Figure 4.10: Free Energy Diagram for CO2 to CO and HCOO–

Free Energy Diagram for CO2 reduction to CO (blue) and HCOO– (red), at 0 (full
line) and -0.5 (dashed line) V vs RHE, along with potential responses of select
intermediates. Inserts with illustrations of reaction intermediates are shown for the
respective pathways.

shown in Figure 4.11. The model shows the CO2R activity as turnover frequencies
(TOF) and selectivity as the TOF of product i over the sum of the two TOF’s. Since
we cannot expect perfect, quantitative agreement between theory and experiment
[101], especially for electrochemical barriers that are notoriously tricky, we show how
both activity and selectivity would change if the *H-CO2 barrier was changed by up
to ±0.1 eV, indicated by the blue ribbons n Figure 4.11. The kinetics show that the
total activity (given as the sum of the TOF’s) increase at more negative potentials,
while HCOO– is predicted to be the main product at potentials less cathodic than
�−0.35V. The increase in TOF for CO is significantly larger than for HCOO– and
thus this analysis indicates the CO2R selectivity towards CO should increase at
more negative potentials. This is driven by the difference in potential-dependent
stabilization of the RDS described above. The results obtained from this model
are in good agreement with the experimental data shown in Figure 4.5, although
the model predicts CO to dominate at slightly less negative potentials than the
experimental data shows. However, as the uncertainty bands in the kinetic model
shows, a difference in energy of ±0.1 eV, leads to a roughly 0.2V difference in the
selectivity switch. Qualitatively, we see exactly the same trend though, that the
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CO2R on PdH will initially exclusively produce formate but over a few 100 mV a
rapid shift occurs and beyond that we selectively produce CO.

Figure 4.11: Activity and selectivity towards CO and HCOO–

CatMAP data showing turnover frequencies (TOF) (left) and selectivities (right)
for CO (top) and HCOO– (bottom), as a function of potential vs. RHE. The blue
shaded region shows the uncertainty in TOF and selectivity calculations from a
variation of the barrier for CO2 surface hydrogenation by +/- 0.1eV.

4.4 Conclusion
With this study, we show that the palladium electrode undergoes massive struc-
tural changes at reaction conditions, essentially forming a new material, palladium
hydride, which theory predicts to be much more active in CO2R than the pure
metal. We characterize the phase changes as the potential changes and describe
what makes palladium unique in its ability to form hydrides in contrast to oth-
erwise similar metals. We estimate the *H coverage and identify the β-phase of
PdH(111) to be the catalytically active surface and show why CO poisoning is ob-
served in CO2R on palladium. For the CO2R activity, we show that the proposed
reaction mechanism to formate on post-transition metals is not feasible on PdH and
identify an alternative reaction mechanism based on CO2 hydrogenation from the
hydrogen-rich PdH surface. Additionally, we show how the quasi-chemical nature of
this step makes the competition with the electrochemical PCET step an impossible
task, which leads to a rapid shift in selectivity from HCOO– to CO. Overall, this
study truly shows the massive influence that the electrostatic potential has on the
electrochemical environment. From a materials science perspective, it shows the im-
portance of characterizing and understanding your material at reaction conditions,
as it might be fundamentally transformed under these. From an (electro)chemistry
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and catalysis perspective, it shows what a powerful driving force the potential can
be and competing step with large differences in potential stabilization can lead to
very rapid changes in selectivity. This reaction is almost a text-book example of
this, as we completely change the product distribution over a few 100 meV, thus
highlighting the importance of being able to control and manipulate the potential
in electrocatalysis.
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5 Getting Active With CO2
CO2 Adsorption and Conversion

In this chapter we explore the binding motif of CO2, how it can be stabilized and
what role CO2 binding plays in terms of not only the activity but also the selectivity
further down the reaction pathway. This chapter is the outcome of a collaboration
with the SUNCAT Center for Interface Science and Catalysis with Co-Director Frank
Abild-Pederson. Parts of this research was conducted at SLAC/Stanford as part of
an external research stay.

5.1 Background
The selectivity of CO2 Reduction is a topic of considerable interest in CO2 reduction,
and many different reaction mechanisms have been proposed to explain what governs
this selectivity. It is generally accepted, that the initial reduction of CO2 will either
lead to the formation of formic acid (or formate depending on the pH) or carbon
monoxide, and that the latter can then be further reduced to form other C1 and/or
C2+ products, while formate, at least in electrochemistry, is not believed to be readily
reducible [20], [89]. What best describes this selectivity split, and just as importantly
why, remains elusive however. Experimentally, CO and HCOO– have similar onset
potentials and both increase at low overpotentials, until HCOO– production dies
down again and CO is reduced further at lower potentials [102]. One suggestion is
to use the *COOH as a descriptor for the CO production rate and *OCHO as the
descriptor for formate, as shown in Figures 5.1a and 5.1b [100].

(a) Volcano plot for CO (b) Volcano plot for HCOO–

Figure 5.1: Possible 2e- product descriptors, *OCHO/*COOH
Volcano plots using *COOH as a descriptor for CO production and *OCHO
for HCOO– production. Reprinted with permission from [100]. Copyright 2017
American Chemical Society.
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As the figures show, the activity towards CO nicely correlates with the binding
energy of *COOH, with an optimum around −0.2 eV, while the activity towards
formate correlates well with the *OCHO binding energy. This would indicate that
the oxygen-bound intermediates play a crucial role in the CO2 reduction to formate.
One thing that is clear however, is that the thermodynamics of these two states are
not enough to understand why some metals predominantly produce formate and
why some produce CO (or other products that go through to *CO intermediate.
This is clear when we look at just a simple parity plot to see how the *COOH and
*HCOO/*OCHO binding energies scale, as shown in Figure 5.2a. This shows, that
the binding energy of *OCHO is lower than that of *COOH for all the metals that
are classified as CO2 reduction catalysts, that is blue for CO, yellow for formate and
turquoise for further reduced species. Red is H2 production. Thus, if the kinetics
leading up to this was similar, we would expect all of CO2 reducing metals to
produce formate. But only a little more than half of them do, and from the plot we
cannot distinguish the carbon products based on these two energies alone, so clearly
there is something that we are missing. And indeed there is, as we both need to
activate (bend) the CO2 molecule, bring it to the surface and protonate/hydrogenate
it before we reach the *COOH and/or *OCHO states. Additionally, when we look
at the scaling of the *COOH and *H binding energies, seen in Figure 5.2b we see a
better product separation, where the metals that bind H the best do HER, followed
by Cu (the only metal here that makes further reduced products), then CO producers
and ultimately formate producers. Notably, all the carbon reducers have relatively
similar *COOH binding energies, except for Hg, but ultimately this plot would
suggest that the weakening of the *H binding will aid in producing formate rather
than CO, if these are indeed the relevant for CO2 reduction [103].

(a) *HCOO and *COOH scaling (b) *COOH and *H scaling

Figure 5.2: Possible 2e- product descriptors, *HCOO/*COOH and *COOH/*H
Plots of scaling lines for product separation of products fromCO2R on various
metals. Red is hydrogen, yellow is formate, blue is is CO and turquoise is carbon
products beyond 2e- products. Reprinted with permission from [103]. Copyright
2017 John Wiley and Sons.
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These two separate findings have been unified to some extent by the proposal to
use *CO/*H binding energies, as these scale1, against *OH binding energies, which
scales with *OCHO. Under the assumption that *OCHO formation is rate limiting
and completely chemical in nature, we can distinguish regions of formate producers
from CO/*CO producers, as we can now stabilize *COOH formation with potential,
to the extent that it ultimately becomes more stable than *OCHO [20].

This is not in any ways an exhaustive listing of the possibilities and crucially, we are
in all three examples basing our descriptors on species involving protons, skipping
the kinetics of CO2 adsorption entirely, in spite of the fact that CO2 adsorption is
believed to be the rate limiting step on several of the most interesting CO2RR cat-
alysts including gold and copper [83], [104], [105] A schematic outline of just some
of the possible routes from CO2 to *COOH/*OCHO is given below in Figure 5.3.

Figure 5.3: Possible hydrogenation/protonation routes
Green arrows is for hydrogenation (chemical), blue for protonation through PCET
(electrochemical) and red is neither, but instead an internal rearrangement of the
hydrogen on CO2.

Experimentally, a study applying surface-enhanced Raman spectroscopy on Cu was
only able to detect peaks believed to stem from the *CO2 motif shown on the bot-
tom left of Figure 5.3 [106], indicating the *OCO shown on the bottom right might
not be present on the surface, or at least that the lifetime of *OCO on the surface

1This is not true for the post-transition metals that produce formate. Instead, we once again
see that the formate producers bind *CO similar to the CO producers, but bind hydrogen worse.
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is very low, indicating that it is rapidly reduced upon formation. At the same time,
kinetic isotope labeling experiments concluded that the RDS to HCOO– does not
involve H, which would rule out surface hydrogenation from the top left structure as
the RDS [104]. This could lead us to conclude that the pathway to HCOO– should
go through a PCET step from the bottom left *CO2 structure to the structure in
the center of Figure 5.3. However, this is really not a very facile reaction. First of
all, the oxygen not bound to the surface has a partial negative charge and would
readily accept a proton, while protonating the carbon would require breaking its
bond with the surface and rotating the *CO2, and even so, the carbon would be
more positive than the oxygen. This is something that should be very kinetically
unfavorable both in terms of the steric effect and electrostatics. In fact, when we
attempted to simulate this barrier with SJM, the minimum energy path appeared
to pass through a local minimum corresponding to the *OCO state, with the main
barrier being *CO2 to *OCO. It should be noted that we could not ultimately con-
verge this full path, so this is merely meant to serve as a qualitative assessment of
the kinetics of CO2 to *OCHO.

5.2 Accounting for the CO2 kinetics
To expand on the previous works, our aim is to describe the chemical as well as elec-
trochemical steps that lead up to the presence of *OCHO/*COOH on the surface.
First, let us take a step back and discuss why we often start from the protonated
species. One of the main reasons is that it is not trivial to bind CO2 on some of
these surfaces, in fact on most pure metals, CO2 would prefer not to chemisorb, at
least not at low potentials (which is also why its adsorption is the RDS on several of
the metals). It is a quite stable linear molecule with two strong double bonds and
as it is activated by bending and adsorbing on a surface, the energy we gain from
hybridizing with the surface may not be large enough to offset the energy penalty we
pay in terms of loss of bond order when we bend it. Thus, we often need something
in our system to aid the activation, adsorption and stabilization of CO2.

Luckily for us, the CO2 adsorbed state is one of the few states in CO2R that has
a strong interaction with the interfacial field which contributes to stabilizing the
adsorbed state [83], [107], and with this we can model the *CO2 state in different
ways. Either by using explicit charging components such as ions or protons or by
using a charged implicit solvation model. For this project we have used GPAW [34],
[52] to design a simplified model for the adsorption and then the SJM module [59]
included in ASE [40] to get potential/field dependent adsorption energies.

The goal of this project is to better understand and describe the CO2 adsorption
process on transition and post-transition metals. More specifically, we would like
to probe the hypothesis, that the oxygen-binding intermediates are crucial to the
formate production. Since the binding energies of *OCHO is generally quite neg-
ative, we assume that one of the steps leading up to *OCHO is the RDS, probing
whether it is possible that formate is produced via CO2 bound via the oxygens,
labeled *OCO, as opposed to the most frequently looked-at configuration of CO2
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bound via the carbons. Intuitively, we would expect the dipole to be opposite and
with this, that *OCO would be destabilized at cathodic potentials. In gas phase,
just looking at the dipole of the molecule, that should certainly be the case, as it is
dependent on orientation. On the surface, the interaction might change behavior.
We would like to probe that and see if we can understand the binding process on
the basis of a simple model.

5.3 Modeling CO2 on a surface
Since we cannot stabilize CO2 on the surface directly from gas phase calculations
containing just the metal slab and CO2, we set up a model where we systematically
vary the bonding angle of CO2, fixing the O-C-O angle, but allowing the rest of the
system to freely relax, apart from the fixed atoms in the bottom of the slab. Upon
bending, several different components of the system may contribute to the overall
stability:

Loss of bond order in CO2: Upon bending, we break the symmetry of the CO2
molecule and the internal bond order of the molecule decreases, weakening the
C=O bonds, destabilizing the molecule.

Gain of adsorbate/surface interactions: Upon bending, the destabilized (or,
activated) molecule will start interacting more strongly with the surface, hy-
bridizing with the surface, stabilizing the system.

Interaction between E-field and CO2 dipole: Upon bending, the partial posi-
tive charge on the carbon atom and the partial negative charges on the oxygen
atoms creates a dipole within the CO2 molecule. This dipole will interact with
an electric field with the size and sign of the effect depending on the orientation
of CO2 relative to the field.

Interaction between E-field and surface dipole: In addition to the molecular
dipole that appears upon bending, it is also possible that the hybridization
between the surface and the CO2 molecule will create a total surface dipole
of the system that is different from the molecular dipole. The magnitude and
direction of this dipole is not clear and will possibly depend on the orientation
of *CO2.

More factors likely play a role such as polarizability and solvation, and several of
these effects may change once we for instance change the charge of the metal by
going to more cathodic potentials. Treating this however, would require more so-
phisticated methods that increase the computational costs and may introduce other
sources of uncertainty, so this is meant to serve as a simplified model capturing the
main energetic contributions and trends.

Next, to sample CO2 adsorption, we set up three distinct systems, two where we
bent the two oxygens upwards in the z-direction in vacuum and adsorbed on a cop-
per step respectively, and one where we bent them downwards on a copper step,
going from 180° to 120° in steps of roughly 6°.
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The first relationship we get is stability as a function of angle. The gas phase is
destabilized a lot, adsorbates less as we expected given the hybridization as shown
in Figure 5.4(a) and Figure 5.5(a-b) for gas phase and adsorbed species respectively.
*OCO is destabilized less than *CO2, but both are significantly destabilized to
the point where bonding seems quite unfeasible. Additionally, we get out dipoles.
For CO2 (g), this is nicely linear as shown in Figure 5.4(b). For the adsorbates,
the fit of the raw data, seen in Figure 5.5(c-d) is less clear. The orientation of CO2
means that the dipole of *OCO initially increases while *CO2 is constant decreasing,
with a kink however, when the effect of hybridization becomes significant. Both
dipoles eventually become negative with enough bending/hybridization. Finally,
the molecule-metal distances in Figure 5.5(e-f) show that CO2 will be completely
desorbed when the angle is close to 180°. In fact, below a bending of 25°, both *CO2
and *OCO show a jump in bond length and leave the surface.

Figure 5.4: Energies and dipoles for CO2 (g)
(a) is energy change relative to linear and (b) is total system dipoles in the z-direction
for CO2 (g).

To isolate the effect of adsorbate/surface hybridization, we subtract out the en-
ergy and dipole changes associated with the CO2 molecule, from the gas phase
calculations as Ehyb = Etot − Egas for the energies and µhyb = µtot − µgas, where
µgas,OCO = −µgas,CO2 as the rotation of CO2 on *OCO relative to CO2 means that
the contribution from the molecular dipole in *OCO is equal in size but opposite in
sign. This hybridization contribution to energy and dipole is shown in Figure 5.6,
along with Etot, Egas and µtot, µgas for energies and dipoles respectively.

As the figures show, the hybridization does help stabilize both *CO2 and *OCO
significantly, relative to the gas phase molecule and in the absence of a field, *OCO
is more stable on the Cu(211) surface than CO2. Neither of them are more stable
at any given angle than the reference of the desorbed/physisorbed linear CO2 how-
ever. This once again underlines the significance of the electric field in activating
and adsorbing CO2. Additionally, upon hybridizing with the surface both configu-
rations obtain favorable surface dipoles as charge is transferred from the metal to
the adsorbate. And even in the case of *OCO, the dipole of *OCO on the surface
becomes larger than the molecular CO2 dipole alone, even in its most favorable ori-

48 Electrochemical CO2 Reduction to Two-Electron Products



Figure 5.5: Energies, dipoles and distances for *CO2 and *OCO
Left column is data for *CO2 (a,c,e), right is *OCO (b,d,f). From top to bottom the
rows show data for energy change relative to linear CO2 (a-b), total system dipoles
in the z-direction (c-d) and distances from the surface for *CO2 (calculated as M-C
distance) and *OCO (calculated as average M-O distance) (e-f).

entation (aligned with the field in the z-direction). From this we conclude that both
configurations are possible in theory, given a strong enough field, and that the com-
petition between *CO2 and *OCO will depend on the relative contributions from
hybridization, which favors the formation of *OCO, similarly to what is observed
for *OCHO vs *COOH, and dipole-field interactions which favors CO2 due to the
orientation of the molecule on the surface.

We split the total energy into contributions from the molecular bond order loss,
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Figure 5.6: Relative energies and dipoles for *CO2 and *OCO
Left column is data for *CO2, right is *OCO. Top show hows change in hybridization
energy relative to linear CO2, bottom shows dipoles in the z-direction induced by
surface hybridization.

given by the gas phase energies, and the energy gain from hybridization and fit both
to a 2nd order polynomial, using only the adsorbed *CO2 and *OCO structures for
the calculation of the hybridization energies. This line of best fit for each of CO2(g),
*CO2 and *OCO is shown on Figure 5.4(a), 5.6(a) and 5.6(b) respectively.

∆EBO,CO2(g) = ABOθ̃
2 +BBOθ̃ + CBO (5.3.1)

∆Ehyb,i = Ahyb,iθ̃
2 +Bhyb,iθ̃ + Chyb,i (5.3.2)

Where θ̃ being the bending angle (i.e. 180°−θ) and Ehyb,CO2 = Etot − EBO,CO2(g).

Using a similar approach, we make a linear fit for the dipoles, fits shown in Figure
5.4(b), 5.6(c) and 5.6(d) respectively.:

∆µgas = bgasθ̃ + cgas (5.3.3)
∆µhyb,i = bhyb,iθ̃ + chyb,i (5.3.4)

With µhyb = µtot − µgas. For *OCO, the molecular dipole is opposite relative to z
than the gas phase calculation, meaning µgas,OCO = −µgas,OCO. The coefficients of
the different fits are shown in Table 5.1.
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Table 5.1: Coefficients for energy and dipole fits.
A[eV] / a[eÅ] B[eV] / b[eÅ] C[eV] / c[eÅ]

∆EBO,CO2 8.968 · 10−4 −0.6823 · 10−2 0.0335
∆Ehyb,CO2 −3.956 · 10−4 0.1645 · 10−2 0.1867
∆Ehyb,OCO −8.888 · 10−4 3.2775 · 10−2 −0.2944
∆µgas,CO2 - −0.7308 · 10−2 −0.0073
∆µhyb,CO2 - −1.0502 · 10−2 0.1504
∆µhyb,OCO - −1.7722 · 10−2 0.4093

In order to quantify the energetic contribution from the dipole, we must first consider
the coupling of a dipole to an electric field. The dipole on CO2 appears when it
is bent, as the vector sum of the bond dipoles of the two C=O bonds, making the
carbon partially positively charged and the oxygens partially negatively charged.
At 180° they offset, but at θ<180°, the vector sum is ̸= 0, but has length d and
associated dipole moment µ, as seen in Figure 5.7.

Figure 5.7: Illustration of *CO2 dipole
Schematic of the bent CO2 molecule showing the partial charges on the atoms as
∂+ and ∂− for carbon (positive) and oxygens (negative) respectively. Bond dipoles
are indicated with black arrows, grey arrows indicate the vector sum that results in
a total dipole moment µ of length d, with the magnitude and direction illustrated
by the crossed black arrow, cross/plus indicates positive end.

The dipole can be seen as two charges separated in space by a distance d, with
µ = qd. As the CO2 molecule is overall charge neutral, the charge at the negative
end has the same magnitude as the charge at the positive end. The work required
to bring a point charge into a potential at point r is given as:

W = Qϕ(r) (5.3.5)

If we assign the negative end a charge -q, the positive end a charge q and place the
negative end at r=0, we get a total energy of:

Eµ = qϕ(d)− qϕ(0) = q(ϕ(d)− ϕ(0)) (5.3.6)

This is equivalent to a line integral over the electric field, as the work we need to
overcome is merely force times distance and the force acting on a charge q is related
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to the electric field as F = qE :

Eµ = q

∫ d

0

Edl (5.3.7)

Assuming the dipole is ideal (infinitesimal) separation such that the field is uniform,
the energy associated with the dipole is:

Eµ = qdE = µE (5.3.8)

Now, the total energy of the system E is the adsorption/hybridization energy (E0)
plus the energy contribution from the dipole Eµ:

E = E0 + µ · E (5.3.9)
⇓ asm. µ and E opposite in z-direction
= E0 − µE (5.3.10)

As we usually do not measure the field directly, but rather the potential ϕM , which
is related to the field through the surface charge density σ as:

σ = ϵ0E Gauss’ Law (5.3.11)

cH =
dσ

dϕM − ϕPZC

Helmholtz Capacitance (5.3.12)

⇓ Assuming constant cH
σ = cH (ϕM − ϕPZC) (5.3.13)
⇓ comb. (5.3.11) and (5.3.13)

E =
cH (ϕM − ϕPZC)

ϵ0
(5.3.14)

Where ϕPZC is the potential of zero charge and ϵ0 is the vacuum permittivity.

If we assume a capacitance of 20 µF/cm2, we get E = 1.196∆ϕ[Å−1
] and with this

can compute and compare values for the *CO2 vs. *OCO energies. If we for instance
are at a potential 1V below the PZC, and we assume a bond angle of 130°, the en-
ergy contribution from the *CO2 system dipole would be 1.196V/ · (−0.480 e) =
−0.574 eV, meaning that we stabilize the system with roughly 0.6 eV/V. For the
*OCO system, which has a destabilizing effect from the molecular dipole, this con-
tribution is only −0.316 eV. The contributions from hybridization and bond order
loss are 1.21 eV and 1.06 eV for *CO2 and *OCO respectively, so ultimately *CO2 is
the most stable of the two at this potential and angle, and in fact for any potential
cathodic of ≈-0.4V below the PZC, for this chosen angle. We conclude, based on
this model, that due to charge transfer during hybridization it is in fact possible to
stabilize the *OCO binding motif on a metal surface, through the interfacial field.
For this specific surface however, we can also conclude that although the adsor-
bate/surface hybridization favors the *OCO motif over the *CO2, the inclusion of
the dipole/field interactions will favor CO2 when going cathodic. Additionally, the
*OCO motif will inevitably have to pass through a state upon bending, where the
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total system dipole is positive, which would be destabilized with field at cathodic
potentials, meaning it needs to cross a barrier from the linear state, that the *CO2
motif does not. This could make CO2 the kinetically preferred product even when
the thermodynamics are similar.

As an addendum, it is worth noting, that even though we can decouple the contri-
butions here to some extent and qualitatively describe the relative stabilities, this
model does not quantitatively describe *CO2. Even at potentials where CO2 reduc-
tion is expected to occur, this model predicts both *CO2 and *OCO to be less stable
than the linear, desorbed state. Refining the model to be more quantitative might
require accounting for factors such as polarizability or changes to the hybridization
energy upon charging of the surface.

5.4 Modeling CO2 with SJM
In addition to the analytical model, we have also computed constant-potential en-
ergetics using the SJM module to get a more quantitative understanding of the
CO2 adsorption. For the Cu(211) facet, we adsorb both motifs of CO2 across the
available top, hollow and bridge sites and find that the undercoordinated top sites
bind CO2 most favorably for both motifs. We also compute 15 binding energies for
each intermediate across a potential range from 0V to −1.4V vs. SHE, in steps
of 0.1 V, to get the stabilization of each intermediate with potential. Linear fits
are shown for *CO2, *OCO and *COOH in Figure 5.8. At low negative potentials
both *CO2 and *OCO desorb, once again showing the importance of including the
field. The desorbed states have not been included in the adsorbate fits. With the
linear fit, we assume that we can neglect polarizability, which seems to hold for both
*CO2 and *OCO, while *COOH does appear to show some polarizability at nega-
tive potentials. The fits show that *CO2 has the largest field stabilization with 0.63
eV/V, followed by *OCO with 0.52 eV/V and finally *COOH with 0.36 eV/V. It
should be noted however, that *COOH also benefits from the destabilization of the
proton/electron couple, giving it a total stabilization with potential of 1.36 eV/V.

With the potential dependence, we can construct free energy diagrams at varying
potentials, using CHE to account for the change in chemical potential of the proton-
electron pair with potential. In terms of the suggested competing mechanisms, we
are interested in the selectivity between *COOH formation, which is assumed to ex-
clusively reduce to *CO/CO(g) and HCOO– formation. For the *COOH formation
we assume the reaction mechanism is a CO2 adsorption step followed by a PCET
step to from *COOH. It is assumed that the barriers of the PCET steps are neg-
ligible in both pathways as the partially negative *CO2/*OCO adsorbates enables
facile protonation [83].

For HCOO– formation, a similar pathway is proposed through *OCO to form
*OCHO, which desorbs as HCOO– as the final product rather than formic acid,
as CO2 reduction usually takes place around pH=7, well above the formic acid pKa
of 3.75. As the simplified model suggested that *OCO might not adsorb strong
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(a) Linear fit of ∆E *CO2 (b) Linear fit of ∆E *OCO (c) Linear fit of ∆E *COOH

Figure 5.8: Linear fits for carbon adsorbates
Linear fits of *CO2, *OCO and *COOH from -1.5 to 0 V vs. SHE. For desorbed
structures, the line of best fit has been extrapolated to 0 V vs. SHE.

enough to compete with *CO2, we also consider an alternative route where HCOO–

is formed through a reaction with *H, either through a Langmuir-Hinshelwood step
with *CO2 or through an Eley-Rideal/Heyrovsky type step directly from desorbed
*CO2. This is similar to the step found to be the RDS for formate production from
PdH, as discussed in Chapter 4. The competition between the two steps is shown
in Figure 5.9a with formation free energies for both transition states. The dots in-
dicate calculated values, while the lines are fits. The barriers of the adsorbed step
are initially higher close to 0V, also indicated by the lack of data points at low
potentials where we struggle to stabilize *CO2. However, the field stabilization of
the transition state of the adsorbed pathway is slightly larger, so with potential the
adsorbed route becomes favored. But ultimately the barriers remain close in energy
for the potential region considered.

Finally Figures 5.9(b-d) show the reaction pathways at varying potential from 0.0V
to −1.0V vs. RHE. From this, we can see that although the *OCO and *COOH are
quite close in energy at 0V vs. RHE, *OCO is still above *COOH in energy and is
never expected to be the preferred CO2 reduction pathway. Both of the *H routes are
however below the *COOH at 0V, so from this we would expect this facet to produce
formate over CO at low potentials. Once we reduce the potential to −0.4V, we enter
a region where *H is stable on the surface as the only intermediate. Both *CO2
and *COOH are very close to thermoneutral however, and under the assumption
that the PCET’s remain facile at these potentials, the CO production could very
well be competitive. At the final potential considered, −1V, all intermediates,
except for *OCO, are expected to be negative in formation energy on the surface.
Here, there would be a strong driving force for the protonation steps, while the
two steps towards formate still have non-negligible barriers. Whether these are still
competitive with the PCET barriers has not been quantified here. But it is clear
that with potential we stabilize the electrochemical pathway towards CO. At the
same time, the electrochemistry in the formate production mainly takes place before
the RDS, with the *H stabilization, while the chemical *H+CO2 barriers are less
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affected by potential.

(a) Relative barriers (b) FED at 0.0 V vs. RHE

(c) FED at -0.4 V vs. RHE (d) FED at -1.0 V vs. RHE

Figure 5.9: Reaction energetics for CO2 reduction on Cu(211)
(a) shows the competition between the adsorbed and desorbed pathway to HCOO–

through *H. (b-d) show free energy diagrams for the reduction of CO2. The pathways
that go through CO2 are shown in blue, while the pathway through *OCO is shown
in orange and the pathway through *H and desorbed CO2 is shown in red.

Qualitatively, we observe the same trends with SJM as we did we our simplistic
model, namely that neither *CO2 nor *OCO are stable on the surface without field
stabilization, but that they both benefit to some extent from potential and that this
effect is significantly larger for *CO2, making this the preferred binding motif on
the metal step. Quantitatively we even predict largely the same field stabilization
for *CO2 with -0.57 eV/V for the model versus -0.63 eV/V with SJM. Our model
does not however describe the energetics quantitatively, instead the energies of bent
CO2 are significantly higher in our model than what we calculated with DFT and
SJM. This may be due to the artificial constraint of the O-C-O, which does not
allow the system to relax freely. Finally, the hypothesis that the binding motif for
adsorbed CO2 controls the selectivity towards formate does appear to be possible in
theory, subject to competition between surface hybridization and field stabilization,
as both species are stabilized by both contributions. For this particular metal surface
however, the energetics do not support the idea that the formate is produced via
the *OCO motif.
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5.5 Expanding the search for CO2 motifs
If we revisit the periodic table of CO2R products (Figure 1.3), we find a number of
other metals that produce formate. Palladium is treated in a separate chapter of
this thesis, but we attempt to probe the binding motif hypothesis for some of the
remaining metals, the (100) facet of the BCT structure of Sn, the (211) and (100)
facet of Cu, the (211) facet of the FCC structures of In, Pb and Ni. Although Ni
almost exclusively produces hydrogen, except for 1.4% of HCOO– around −1V vs.
RHE [102], it is included as a relatively oxophilic metal, to see if its oxophilicity
can stabilize *OCO relative to *CO2/*COOH. Additionally, we were not able to
stabilize *OCO on the Pb step, so this was ultimately left out. The binding energies
of *CO2, *OCO and *COOH are shown in Figure 5.10, as a function of potential, to
map out their relative stabilities in different potential regions and probe what the
dominant pathway is expected to be at different potentials.

The fits show that the *OCO motif is always less stable that *CO2 for the potential
region and metals considered. Additionally, the other possible RDS of *CO/CO,
the *COOH intermediate, is also more stable at most potentials, although *OCO
is more stable on some metals at slightly positive potentials. But since the equi-
librium potential of CO2 reduction to HCOO– is around −0.1V vs. RHE, we do
not expect to see formate production in this region. All this indicates, that the
*OCO intermediate is not expected to play a major role in HCOO– production and
that the exact kinetics of HCOO– production remains elusive. Additionally, making
formate through a PCET to CO2 was ruled out due to sterical and electrostatic hin-
drance while the formation of HCOO– through a surface hydrogenation is difficult
to reconcile with the fact that the improvement in HCOO– selectivity over CO is
correlated with a weakening of *H binding or the kinetic isotope experiments that
indicate that *H is not involved in the kinetics of the RDS. Based on our findings it
does however remain the most probable explanation that HCOO– is formed through
a surface hydrogenation step starting from either desorbed CO2 or *CO2. To fur-
ther elucidate the kinetics of formate production, the possible PCET steps could
be mapped out in greater detail, competition with HER could be included, while
ultimately the barriers of all the electrochemical steps should calculated including
solvent dynamics to account for solvent reorganization during the reaction [86].
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(a) Cu(211) (b) Cu(100)

(c) Ni(211) (d) In(211)

(e) Sn(100)

Figure 5.10: CO2R adsorbate fits across a range of metals
Energy vs. potential for 3 CO2R intermediates, *CO2 (blue), *OCO (orange) and
*COOH (red) on a range of metals. The slope (∆) of each adsorption energy is
shown in the respectively figure legends. Calculated energies are shown as points,
with a line of best (linear) fit. Energies are calculated from −1.0V to 0.4V vs.
RHE, except for In(211), where lower potentials were required to stabilize *OCO.
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6 Going for Gold
Will Playing the Field Get Us There?

In this chapter we explore the intrinsic CO2R activity of gold surfaces. On the basis
of carefully synthesized size-controlled nanorods we explore their surface structure as
well as intrinsic electrostatic properties, namely the electric surface field, how both
of these vary, what effect changing them has on CO2R activity, and how we can
decouple the effects we observe. To achieve this, we compute surface-dependent en-
ergetics using DFT with SJM to include potential effects and electric field responses
of reaction intermediates. To complement this, we design a continuum model using
COMSOL Multiphysics, to explicitly model the fields of the different gold cylin-
ders to observe any trends in field enhancement with nanostructure size. Finally,
we link the electric field to activity and compute expected activity enhancements
relative to the electric fields. This project has been carried out in collaboration
with experimental groups at Nanyang Technological University, Singapore and the
experimental data referenced and illustrated was obtained there. The contents of
this chapter are from the manuscript Quantifying and Optimizing Electric Field En-
hancement Effect on Carbon Dioxide Electroreduction, (to be submitted), enclosed
in Section A.2.

6.1 Introduction
The electric field represents a strong potential driving force in electrocatalysis, and,
as the previous chapters have outlined, plays a large role in CO2 reduction in par-
ticular, changing both how much and what product is formed. The *CO2 state is
one of the few states with a strong field response [107], but it is at the same time
crucial to the CO2 reduction activity on many metals [108]. Particularly at increas-
ingly negative potentials, where the charge response, through destabilization of the
proton/electron couple, stabilize reduced intermediates relative to *CO2. Although
the electric field is a property of the electrochemical environment, which appears
“naturally” at the electrochemical interface following changes in potential, it can
be tuned and enhanced through e.g. varying the cation size [109]. It has also been
proposed by Sargeant et al., that high curvature facets can induce strong local fields
that can drive CO2 reduction on gold [110]. This interpretation was based on the ob-
servation of significant activity increases between quite different structures although
the effect varies for different metals. Similar trends were shown on Cu by Liu et
al. [111]. At the same time, a review of nanostructured coinage metals by Smith
et al. found no intrinsic improvement of high curvature nanostructures for Au and
Cu when normalized by the ECSA, and even found the activity of Ag to increase
with cylindrical radius [112]. These results, and the discrepancy between them, is
fundamentally interesting and calls for a well-defined platform to quantify the en-
hancement effect and decouple it from other effects of e.g. structure and synthesis
method across different geometries. In theory, the electric field at a given potential
should primarily depend on the physical dimension of the nanoneedle, except for
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some degree of atomistic effects as e.g. the Smoluchowki effect which can induce a
small local field on steps/defects [113]. However, the synthesized nanoneedles are
very heterogeneous in terms of structure and dimensions, and with highly porous
geometries we might also have significant mass transport limitation. Thus, it is
challenging to quantify electric field contribution on such a system and decouple it
from other local or non-local effects which might be present.

Our aim with this study is to do just that; through a physical molding process highly
ordered gold cylinders were produced with a diameter down to 30 nm, retaining the
same surface structure for all systems and cylinders. In order to probe thinner
rods, chemical etching was employed, for set time intervals until well defined, thin
nanorods and needles could be produced with a homogeneous size and structure.
The structures we obtain are shown in Figure 6.1. From the gold nanorods we carry
out CO2 reduction to CO and normalize the results both by the electrochemical
surface area (ECSA) and by an estimate of the physical surface area, from Atomic
Force Microscopy (AFM) measurements. To couple the experimentally obtained
activities to the electric field, we construct a continuum model of the electrical
double layer with the COMSOL simulation software, using a Poisson-Boltzmann
approach. Additionally, we compute surface-dependent FED’s to find the active
facet(s), their rate determining step(s) and their respective field response.

Figure 6.1: Surface morphologies of Au nanostructures
Scanning electron microscopy images of the Au nanostructures. (a)-(e) are nanorods
with diameters of 200, 100, 30, 20 and 10 nm, respectively. White scale bars=100 nm
(f) are Au nanoneedles, including an insert with an enlarged image of the needles.
All are synthesized using the same molding technique, (d)-(f) are 30 nm molds etched
for 3, 5 and 7 seconds respectively. Experimental data, reprinted from manuscript
in Section A.2.
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6.2 Modeling the Electric Field
The electric field will be modeled as the gradient ∇ϕ of the electrostatic potential
ϕ. The potential is found using Poisson’s Equation:

∇2ϕ = − ρ

ϵrϵ0
(6.2.1)

Where ∇2 is the Laplace operator, ρ is the charge density and ϵr, ϵ0 is the relative
and vacuum permittivity respectively. For water ϵr = 78.36 at 25 ◦C.
For a z:z charge electrolyte, the charge density ρ is found from Boltzmann statistics
as:

ρ = z · e · n · (exp (−z · e · β · ϕ)− exp (z · e · β · ϕ)) (6.2.2)
Where z is the unit charge, e is the elemental charge, n is the number density and
β is the inverse thermodynamic temperature, β =

1

kBT
.

Inserting eq. (6.2.2) into (6.2.1) we find that:

∇2ϕ = −z · e · n(exp (−z · e · β · ϕ)− exp (z · e · β · ϕ))
ϵrϵ0

(6.2.3)

=
2 · z · e · n

ϵrϵ0
· sinh (z · e · β · ϕ) (6.2.4)

For a 1:1 electrolyte we then have:

∇2ϕ =
κ2

e · β
· sinh (e · β · ϕ) (6.2.5)

With κ being the inverse Debye length,
(
κ =

√
2 · e2 · n · β

ϵrϵ0

)
In cylindrical coordinates, the Laplacian is given as:

∇2ϕ =
1

r

∂

∂r

(
r
∂ϕ

∂r

)
+

1

r2
· ∂

2ϕ

∂θ2
+
∂2ϕ

∂z2
(6.2.6)

Inserting eq. (6.2.6) into eq. (6.2.5) and approximation the system as an infinite,
uniform cylinder, i.e. z →∞, ϕ(r, θ, z) ≈ ϕ(r), we arrive at:

1

r

∂

∂r

(
r
∂ϕ

∂r

)
=

κ2

e · β
· sinh (e · β · ϕ) (6.2.7)

With this, we are effectively modeling the field/potential from/on the side of the
cylinder. To solve this, we need a set of boundary conditions. The first condition is
a simple Dirichlet boundary condition, where we assume to potential is constant in
the bulk, as the absolute potential is equal to the potential of the reference electrode,
referenced to 0:

lim
r→∞

ϕ(r) = ϕ0 = 0 (6.2.8)

And, by extension, this also makes the field 0 in the bulk, regardless of the chosen
value for ϕ0. The potential is referenced to the SHE scale and converted to RHE,
assuming pH = 7.2 throughout the electrolyte. Furthermore, we need to account
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for the changes in potential across the entire double layer. The capacitance across
the entire double layer cdl from metal to bulk is given as:

cdl =
dσ

(dϕm − ϕ0)
(6.2.9)

Where ϕm is the metal (electrode) potential and σ is the surface charge density
We treat this double-layer through a Stern model and split the total capacitance
separating the electrode from the bulk into two components in series: (i) The
Helmholtz/Stern layer cH which accounts for the (counter) ion buildup near the
surface in the reaction plane and (ii) a Gouy-Chapman (diffuse) layer cGC , where
ions diffuse free relative to the electrostatics of the system. cH and cGC are defined
as:

cH =
dσ

(dϕM − ϕ‡)
(6.2.10)

cCG =
dσ

(dϕ‡ − ϕ0)
(6.2.11)

Or, relating to cdl:
1

cdl
=

1

cH
+

1

cGC

(6.2.12)

We insert cdl from eq. (6.2.9) and cGC from eq. (6.2.11) and get an expression for
dσ as a function of cH , ϕm, ϕ‡ and ϕ0:

1
dσ

(dϕm−ϕ0)

=
1

cH
+

1
dσ

(dϕ‡−ϕ0)

(6.2.13)

d (ϕm − ϕ0)

dσ
=

1

cH
+

d
(
ϕ‡ − ϕ0

)
dσ

(6.2.14)

cH
d (ϕm − ϕ0)

dσ
= 1 + cH

d
(
ϕ‡ − ϕ0

)
dσ

(6.2.15)

cH d
(
ϕm − ϕ0

)
= dσ+cH d

(
ϕ‡ − ϕ0

)
(6.2.16)

dσ = cH
(
d
(
ϕm − ϕ0

)
− d
(
ϕ‡ − ϕ0

))
(6.2.17)

Using Gauss’ law:
σ(r) = lim

r→R
ϵ
dϕ(r)

dr
(6.2.18)

and assuming constant Helmholtz capacitance cH (in this study we assume cH =
20 µF cm−2) in eq. (6.2.17), we can solve for σ(r) and a Robin boundary condition
emerges on the surface of the cylinder [114]:

lim
r→R

ϵ
dϕ(r)

dr
= cH

(
(ϕm − ϕPZC)− (ϕR − ϕ0)

)
(6.2.19)

With this, we can iteratively solve for the potential as a function of radial distance
to find numerical solutions for a given cylinder radius. Below are a summary of the
assumptions of this model:

z→∞ infinite length, i.e. no z-component
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ϕPZC = 0.4 V vs. SHE PZC of gold

cH =20 µF/cm2 Experimental capacitance of water [85].

ϕ0 = 0 Bulk ϕ is reached, i.e. rods are adequately separated, no overlapping fields

• No diffusion/mass transport limitations

6.3 CO2 Reduction Activity of Gold Nanorods
The CO2R activity as well as selectivity towards CO was recorded for each of the
nanorod systems. Figure 6.2 gives an overview over the experimental data, and as
panel (a) and (c) shows, both the selectivity and activity towards CO increases as
we go more cathodic in potential. The kinetics also changes significantly across the
surfaces.The Tafel slopes of the cylinders are significantly lower than that of Au foil
(120 mV/dec). In contrast, the current densities and Tafel slopes remain similar for
the cylinders with diameters from 200 to 30 nm. Such small variations of current
density and Tafel slope would suggest that the these samples have similar activity
and kinetics, originated from similar types of active sites and rate determining steps
(RDS). Notably, another current density leap is seen from as-imprinted (200 to 30
nm) samples to the etched samples. The current density remains similar for etched
samples despite their very different diameters of 20, 10 and sub-10 nm. Moreover,
the Tafel slope at low current density generally decreases with nanorod diameter
combined with a reduction in onset potential (-0.4 V to -0.2 V) across the samples.
As the overpotential increase a change in Tafel slope appears for every system but
the foil, particularly clear for the samples with an onset potential around -0.2V. It
has been suggested, that different kinetic regions exist for CO2 reduction on gold,
with CO production initially being limited by a PCET step (to form *COOH) at very
low overpotentials, followed by a region limited by CO2 adsorption at intermediate
potentials, until we ultimately reach a region limited by mass transport limitations
[83], [115]. The Tafel slopes and changes in slope for the low overpotential data
present in this study would be consistent with this hypothesis.

In addition to the change of activity/selectivity as a function of potential, we also
show how the CO2 reduction varies with surface structure at a specific potential (-
0.6 V vs. RHE), normalized using two different methods to determine the (relative)
surface area; ECSA, the usual standard used to normalize activity, and AFM tip-
probing, which we coin the ”physical” surface area. The top right panel (b) shows
the ECSA normalized data, (d) shows the normalized data from the AFM method,
both at −0.6V vs. RHE. It has been suggested that the ECSA obtained from double
layer capacitance measurements can be affected by variations in the electric field,
which might convolute possible field enhanced activities [116]. As a complimentary
way to access and measure the surface area, we use an AFM tip to scan across our
cylinders. The cylinders we use for the CO2 reduction are too tall to be used in this
method, so we have measured shorter cylinders and extrapolated to the real height.
This approach of fitting the roughness, Rp for the nanorod structures naturally
comes with some uncertainty, but it serves as a viable benchmark for the ECSA
roughness estimates, Re. If we assume that both approaches represent the true
active surface area, the ratio of Re and Rp approaches one. If we on the other hand
follow the assumption that Re might be overestimated due to changes in the field,
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Figure 6.2: CO2 Reduction Performance of Nanorods
(a) Faradaic efficiency of Au samples. (c) Log of current normalized to electrochem-
ical roughness factor vs. potential for Tafel slopes. (b), (d) CO partial current
density at -0.6 V vs. RHE normalized to electrochemical roughness factor and phys-
ical roughness factor, respectively. Each current density value in (b), (c), (d) was
obtained by averaging the data from 3 different tests. The red and blue dashed cir-
cles in (b), (d) indicate etched and unetched samples. Experimental data, reprinted
from manuscript in Section A.2.

this ratio should start at 1 and increase with the field enhancement. Surprisingly,
we find that Re/Rp is consistently below 1 except for the 10 nm wide nanorod and
etched nanoneedles, meaning that we either underestimate Re or overestimate Rp at
intermediate nanorod radii. The ratio reaches about 1.3 for the sub-10 nm sample.
Nevertheless, as the two estimates are generally close (ratio going from around 0.7 to
1.3), they give us a probable range for the “true” surface area. Overall, we observe a
64.7% increase in ECSA normalized activity from the 200 to sub-10 nm structures.
And for both Re and Rp, the trend of activity with cylinder size indicates that
two different activity regions exist for the cylinders; a region for the ≥ 30 nm, the
one encircled in blue on Figure 6.2 (b) and (d), and a region for the sub-30-nm
samples, encircled in red, that are somehow different from each other. The two
regions coincide with the change in synthesis method from ”just” assembling the
nanorods with the physical molding, to molded structures with subsequent etching.
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6.3.1 Nanorod Surface Structure
To understand what causes the jump in activity from the unetched to the etched
structures, we examine nanorods from both etched an unetched samples using Trans-
mission Electron Microscopy (TEM). The TEM images are shown in Figure 6.3 and
we find that while the 100 nm rod (c,f) retains a very smooth, clean (111) facet
surface throughout, both the nanoneedle (a,d) and the 20 nm rod (b,e) appear to
have several defects in the form of both steps and peaks, and the zoomed-in images
(d-f) show that the etched samples have a much high site density of steps surface
compared to the unetched sample. The implications of the introduction of steps on
the surface is evaluated in the section below.

Figure 6.3: Nanorod characterization with TEM
(a-b) Show images of nanoneedle and etched 20 nm rod using ADF-STEM, with
red arrows and yellow outlines that show steps and pits on the surface. (c) TEM
image of 100 nm rod. (d-f) High-resolution TEM images of the region indicated
with red outline in (a-c) for the nanoneedle, 20 nm rod and 100 nm rod surfaces
respectively. Fast Fourier Transform (FFT) of needle shown as insert in (d) along
with identification of (200) and (111) facet Scale bars, 10nm (a-c) and 2nm (d-f).
Experimental data, reprinted from manuscript in Section A.2.

6.4 Decoupling Field and Surface Structure Effects
To determine the origin of the activity enhancements we observe, we identify two
possible contributions to the activity; intrinsic enhancements of the electric field due
to increasing nanorod curvature and structure-dependent activity enhancements due
to increases in the site density of high-activity sites from surface morphology changes
introduced by the etching process.
The model for the electric field derived in Section 6.2 is fed into the COMSOL
Multiphysics software, build up from the bottom from the Poisson’s Equation in-
terface. This is simple to change into cylindrical coordinates by multiplying both
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the diffusion coefficient and source term by a factor r. The density from Boltzmann
statistics is used as the source term and the two boundary conditions are plugged
in at the surface, r = R and the bulk respectively. The raw output of the model
is a potential profile as a function of distance from the metal surface. We take the
gradient of this in Python and get a profile of the change in the electric field with
surface distance.

We only need the field at the surface, dϕ

dr

∣∣∣∣
r=R

, i.e. essentially the first point of that

field profile. Given a specific field, we need to know, how that field translates into
reaction energetics and activity. The field dependence of the formation energy of
CO2R reaction intermediates has been quantified by fitting a parabola to a range of
∆E’s at varying surface charge density, σ [115]. Of all the intermediates and facets
probed, *CO2 on a stepped (211) surface proved have the largest field response. We
use this, to get a best-case value for the activity enhancement:

∆Eσ = ∆Eσ=0 +∆aσ · σ +∆bσ · σ2 (6.4.1)

∆Eσ = 0.74 eV + 2.98× 10−2 cm2

µC · eV
· σ − 2.87× 10−4

(
cm2

µC · eV

)2

· σ2 (6.4.2)

We can directly relate the field to the surface charge density through Gauss’ Law
above in eq. (6.2.18). Next, we can extract activities from the reaction energetics by
assuming an Arrhenius Relationship between the rate constant k and the activation
energy EA:

k = Ae
−EA
kBT (6.4.3)

Where A is the pre-exponential factor. As we are looking for enhancements in the
the activity relative to some reference, we can relate the rate constant of a cylinder
with radius i to the rate constant of the foil (”∞ radius cylinder”):

krel,i =
ki
k∞

=
Aie

−EA,i
kBT

A∞e
−EA,∞
kBT

≈ e

EA,∞ − EA,i

kBT (6.4.4)

Next, we assume that the pre-factors are similar, i.e., Ai ≈ A∞, which includes the
assumption that the adsorbates are similar in structure and as a result has largely
the same change in entropy. If we additionally assume that the *CO2 adsorption
barrier is low, such that EA ≈ ∆E, we can relate the relative rate to ∆Eσ through
eq. (6.4.2) and by extension to the electric field through σ:

krel,i ≈ e

∆Eσ(∞) −∆Eσ(i)

kBT (6.4.5)

With this, we can calculate how the electric field of a nanorod of a given radius
translate into an improvement in activity. This is shown for a number of different
diameters in Figure 6.4, where the fields are shown as field enhancements relative to
a flat surface1, which has an electric field of 0.3975V/nm at -0.6 V vs RHE. Note,

1modeled as a 2000 nm cylinder for consistency, values converge a lot earlier, �300-400 nm.
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that this absolute value of the field is roughly 3 orders of magnitude above the en-
hancements observed, but still well in line with the field strengths we can expect at
cathodic potentials [108].

We find that a significant field induced activity enhancement (> 10%) can only be
observed for diameters below 2 nm to 4 nm, with a 4 nm rod having 10% higher
activity than a flat surface and a 2 nm rod having 21% higher activity than a
surface without curvature. Finally, for illustrative purposes, we have included a 0.2
nm ”rod”, which has an activity enhancement of roughly 450% relative to the flat
surface. By this point, we are no longer in a regime that we can treat reliably, nor
is it a physically relevant system, instead this corresponds to a single-atom string of
gold atoms since the Au-Au distance of bulk Au is around 0.3 nm (we found it to
be 0.3004 nm with DFT). It is included however, to show just how extreme cases
we have to go to, in order to get large field induced enhancements of the activity.
Being a continuum model, we have not taken any atomistic field enhancement into
consideration. Theoretically, the introduction of atomistically sharp features could
induce a local field through smoothening out of the electron density near these
features, the so-called Smoluchowki effect [113], but the effect of this has not been
quantified in this field model.

Figure 6.4: Model for the electric field and its activity improvements
This figure shows the results of the field model derived and used for this study. The
change in electric field (black) and predicted activity relative to a flat surface (red)
for various nanorod diameters.

Next, to understand what role the surface morphology changes play, we obtain more
insight on the activity, active sites as well as rate determining step(s) through DFT
calculations using the SJM module to obtain constant potential energetics. As CO
was the major product for most of the potential range across all samples studied,
we focus on the pathway towards CO, and compare the energetics across several
different gold facets. Specifically, we study the two facets identified with FFT of the
TEM images from Figure 6.3(d), (111) and (100), along with the (211) facet as a
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model for steps/defects. We find that the stepped (211) facet significantly stabilize
the *CO2 and *COOH intermediate relative to the two other facets as seen in Figure
6.5(a). This finding is in line with results from lead deposition experiments, showing
that even on highly ordered surfaces the CO2R activity on Au facets comes from
a small number of kink/step defects [117]. Similarly, studies of CO2R on different
bulk grains and grain boundaries on gold, found bulk defects at the boundaries, e.g.
between (111) and (100) grains, to enhance CO2 reduction [118].

Figure 6.5: Free energy diagrams for CO2 to CO on various gold facets and potentials
(a) Comparison of formation free energies of CO2R reaction intermediates on the 111
(red), 100 (green) and 211 (blue) facets at 0V vs. RHE. (b) Comparison of forma-
tion free energies of CO2R reaction intermediates on Au(211) at varying potential,
0V(red), −0.4V(green) and −0.8V(blue) vs. RHE.

We then proceed to calculate field and charge responses of each of the intermediates
and produce potential dependent reaction pathways for Au(211), as shown in Figure
6.5(b). Based on this, *COOH is expected to be the RDS for CO production on
gold at low reducing potentials, until a change in the RDS happens around −0.4V
vs. RHE and *CO2 adsorption becomes rate limiting. Although *CO2 has the
lowest potential response, with 0.36 eV/V versus 1.12 and 1.93 eV/V for *COOH
and *CO respectively, the majority of the potential response of the latter two is due
to destabilization of the proton-electron pair with potential (the ”charge response”).
If we compare just the field response, from the surface dipole interacting with the
electric field, this amounts to 0.36, 0.12 and −0.07 eV/V for the three intermediates.
Consequently, if we were able to successfully improve the field across the nanorods,
the effect on activity should be much smaller at low overpotentials where *COOH is
rate limiting, than at more negative potential where *CO2 is the RDS. Going back
to the Tafel plot in Figure 6.2(c), this does not seem to be the regardless of whether
we estimate the potential of RDS change from the FED’s or the Tafel slopes. If
anything, the shifts seem slightly larger at low overpotentials.

Finally, we show the ECSA normalized current densities obtained from the differ-
ent 30 nm nanorods along with select results from literature representing a mix of
nanostructured surfaces and ”ordinary” foil data in Figure 6.6. From this, it is clear
that normalized to ECSA, the partial current densities are remarkably similar, not
only within our own data set but also in comparison to other studies. Even for sys-
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Figure 6.6: Experimental ECSA partial current densities to CO on gold
Comparison of experimental ECSA currents for CO2 to CO on gold from this work
and previous results from Ringe et al. (red) [115], Chen et al. (purple) [119] and
Dunwell et al. (black) [120]. The grey shaded region indicates the region limited by
*COOH formation, the red shaded indicates the region where *CO2 is the RDS and
the white region the mass transport limited region.

tems that employ synthesis methods that are distinctively different from our highly
ordered nanorods, such as the highly disordered oxygen-derived structures (Cheng
et. al), it all seems to fall almost on the same line. The only outlier is our foil data,
although we are not quite sure why it falls below the trend. One thing we do observe,
is that through the nanorods we are able to probe the low-overpotential regime of
CO production (roughly −0.2V to −0.4V vs. RHE), a region with little data from
the other studies, and with this, support the hypothesis from theoretical studies,
that we indeed have a narrow low-overpotential region where the CO production is
limited by *COOH formation rather than *CO2 adsorption.

6.5 Conclusion
In an effort to probe the existence of activity improvements from curvature-induced
field enhancements and quantify this, we synthesize a number of different gold nanos-
tructures. Specifically, we were able to successfully produce highly ordered, crys-
talline gold nanorods ranging from 30 nm to 200 nm, and these were all selective
for *CO2 reduction, with slight improvements of activity with decreasing radius.
To further increase the curvature, we perform Au etching to a number of 30 nm
systems, sharpening the rods to a varying degree by the etching from 3 to 7 seconds.
While this increases the curvature, it also changes the surface morphology from
highly crystalline, to a rougher surface with a significantly higher density of defect
sites such as pits and steps/kinks. Notable activity improvements (on a linear scale)
is observed, but it is difficult to deconvolute the field effects from the site density
effects based on the experimental data alone. To achieve this, we set up a contin-
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uum model for the electric field on the metal surface as a function of cylinder radius
and find that the expected field enhancement is negligible for the range of nanorod
diameters tested in our setup. In contrast, we find that the predicted activity on
surface defects, obtained from ab-initio models and modeled as a step between the
100 and 111 surface (the 211 facet), is orders of magnitude higher than the activity
on both the 100 and 111 facet. Thus, by increasing the density of steps/kinks, we
increase the density of high-activity sites and it is this change in the site density that
drives the activity enhancements we observe across the nanorods, while the electric
field enhancements are very limited within the considered size ranges. With this
work, we elucidate the role of the surface electric field in CO2 reduction, a crucial
parameter not only in CO2 reduction on gold, but also on catalysts beyond Au and
reactions beyond CO2 reduction.
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7 Summary and Outlook
As we transition towards a future based on renewables, electrochemical CO2 reduc-
tion presents itself as an important tool in the green toolbelt. Not only does it
have the ability to produce CO2 neutral fuels, we can potentially do it using green,
excess energy from intermittent energy sources. There is still significant work ahead
both from a fundamental standpoint, in understanding and describing the factors
the drive or limit the formation of various product and also further down the road
with scalability and stability. The production of the desirable products require high
overpotentials and have poor selectivity. In this thesis we present a number of stud-
ies on the factors that guide selectivity in CO2 reduction to two-electron products,
as well as a probe into intrinsic design improvements of the electrode.

Through our overview of the components of the electrochemical environment and
the factors that drive reactions, we find the electric field (and potential) to be cru-
cial for the activity. Something that is especially true in CO2 reduction, as this
is often limited by CO2 adsorption, and *CO2 has a significant field stabilization
compared to other reaction intermediates. We study the CO2 reduction to formate
and CO on palladium, as palladium is able to selectively produce both products
depending on the applied potential. We predict that the pure palladium metal will
not produce any carbon products electrochemically. At the same time however,
we find that the palladium undergoes significant morphology changes in the pres-
ence of the electrochemical environment and forms a highly hydrogen-rich palladium
hydride structure, which completely changes the CO2R energetics. It has been pro-
posed that the selectivity between formate and CO is determined by the binding
motif of CO2, binding either via the oxygens (*OCO) for formate or through the
carbons (*CO2) for CO. On the hydride structure, we do not find this to be the
case, and do not even find the *OCO state to be stable in our simulations. Instead,
we identify two competing steps as the rate determining steps towards either CO
or formate. Additionally, from constant-potential computations we find that these
have markedly different stabilization with potential and that this is what drives the
rapid shift in selectivity. To some extent, this reaction is almost a text-book exam-
ple of the power of potential and the electrochemical environment. Not only do we
drastically alter the electrode material itself, which changes the energy landscape
to accommodate CO2R, we also see the effect potential has on the driving force of
electrochemical reactions, through the competition with a step where this effect is
largely absent.

In Chapter 5 we were able to construct a model used to describe the contributions to
the surface stability of CO2 binding motifs from hybridization (the ”chemical” contri-
bution) and from dipole-field interactions (the ”electrochemical” contribution). We
find that there is essentially a competition between the two, where the hybridization
appears to favor the *OCO motif, while the dipole-field interactions favor the *CO2
motif. Overall, *CO2 is more stable (on the Cu(211) surface used), in agreement

Electrochemical CO2 Reduction to Two-Electron Products 71



with subsequent SJM calculations and instead we suggest that formate is formed
through a hydrogenation step similar the mechanism on PdH. It should be noted
however, that at relevant bond angles, even *OCO has a field stabilization with
potential. This is in contrast to what we would expect from a purely molecular
picture, where we would expect *OCO to have a positive dipole on the carbon, thus
being destabilized at cathodic potentials. But the hybridization comes with charge
transfer to CO2, which eventually makes the total surface dipole negative. Theoret-
ically, it could then be possible for us to find a material where the hybridization is
strong enough to make up for the difference in dipole. This was probed on a num-
ber of oxophilic materials, many of which produce formate, but none of the *OCO
structures were more stable below the equilibrium potential of formate, which is the
earliest point we would expect to see formate production.

For the final study in Chapter 6 we probe whether we can intrinsically enhance the
electric field on the electrode surface by increasing the surface curvature. For this
purpose we worked with an experimental group who designed highly ordered nanos-
tructures and tested their CO2R activity, observing some improvement of activity
with decreasing radius. We model the field using a continuum (PBE) model and
find no significant field enhancement within the relevant size range. Once we char-
acterize the different surfaces through TEM we find that the synthesis method of
the thinnest nanorods introduce steps and other defects on the surface. To examine
whether the improved activity is a result of this process, we model the activity of the
flat and stepped surface, and find that the activity of the steps is roughly 2 orders
of magnitude higher than the flat surfaces. Based on this we attribute the improved
activity to increases in site density of step sites. Finally, the experimental data also
verifies the theoretical hypothesis, that a region limited by *COOH formation exists
at low overpotentials, with a different potential response to that of CO2 adsorption.

In summary, this thesis shows the major significance of the electric potential and
field, especially for CO2 reduction. Additionally, the hydride and the nanorod study
underlines just how important knowledge of the local environment structure at reac-
tion condition is, and we were able to quantify the CO2R pathways on Pd down to
a near-quantitative agreement with the selectivity switch down to roughly 100meV.
The exact nature of the RDS towards formate remains elusive for the post transition
metals, especially as the formate selectivity correlates with poor hydrogen binding,
something that would make the hydrogenation pathway unlikely and warrants fur-
ther attention. One approach could be to search for a material that is oxophilic
enough to overcome the smaller field enhancement. Alternatively, it could be inter-
esting to look at some sort of size constraint on an oxophilic metal to accommodate
the bidentate binding motif better. Generally, the lattice spacing of the post tran-
sition metals is higher than on the transition metals and that may be part of the
reason why we do not see the relative enhancement of *OCO we would expect. Fi-
nally, the search for intrinsic field enhancement should naturally continue. It has
shown to be a viable path e.g. through cation size. One possibility could be trying
to quantify and perhaps enhance the Smoluchowki effect we expect to find on steps.
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Abstract 

Electrochemical conversion of CO2 (CO2R) offers a sustainable route for producing fuels and 

chemicals. Pd-based catalysts are effective for selective conversion of CO2 into formate at low 

overpotentials and CO/H2 at high overpotentials. Furthermore, Pd catalysts undergo morphology 

and phase structure transformations under reaction conditions that are not well understood. Herein, 

in-situ liquid phase transmission electron microscopy (LP-TEM) and select area diffraction (SAD) 

measurements under CO2R conditions is applied to track the morphology and Pd/PdHx phase 
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interconversion as a function of electrode potential, respectively. Correlating in-situ 

characterization with electrochemical CO2R activity/selectivity measurements, density functional 

theory and micro-kinetic analyses, the change in Pd/PdHx catalyst selectivity from formate at low 

overpotentials towards CO/H2 at higher overpotentials is found to result from electrode potential-

dependent thermodynamic changes in the reaction energetics and not morphological or phase 

structure changes, providing insight that can guide advanced understanding and design of 

improved performance catalysts. 

Introduction 

Electrochemical conversion of CO2 using renewable electricity is envisaged as an integral 

component of a future sustainable energy economy by providing an avenue for producing carbon-

based fuels and chemicals from non-fossil fuel feedstocks. Nevertheless, electrochemical CO2 

conversion technologies require efficient, selective, and stable electrocatalysts for CO2 reduction 

(CO2R) reactions.  The activity and selectivity of catalysts for CO2R and the competing hydrogen 

evolution reaction (HER) are known to depend on the binding energies of adsorbed reaction 

intermediates, for example, *CO or *H, respectively, where * denotes an adsorbed species.1 The 

binding energies between adsorbed species and the catalyst surface are dictated by the nature of 

the catalytically active site structure(s) present in the catalyst and can be modulated by tuning the 

catalyst properties by strategies such as alloying,2-5 surface modification or the exposure to 

different surface facets.6-8 

Palladium-based electrocatalysts provide the lowest known overpotential for the CO2R 

among all reported catalysts.9,10 Particularly, Pd exhibits high selectively (> 90%) for reducing 

CO2 into formate at low overpotentials (< 200 mV).9 At higher overpotentials, Pd catalysts become 

selective towards the formation of H2 and CO, including Faradaic efficiencies towards CO above 

90% recorded at overpotentials of ca. 500 mV.11 Under electrochemical CO2R conditions, Pd 

undergoes transformation into Pd-hydride (PdHx) phases.12-25 Based on the stoichiometric ratio of 

hydrogen (x) in PdHx, α- and β-phase PdHx are formed in the range of 0 < x ≤ 0.03 and x ≥ 0.58, 

respectively, while α- and β-phase PdHx coexist in the 0.03 < x < 0.58 region.14,26 These phase 

transformations cause the surface structure, electronic properties and lattice spacing of the PdHx 

catalyst to vary, thus affecting catalytic activity and selectivity.24,25,27-29 Furthermore, the 
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(electro)chemical environment experienced under CO2R conditions cause changes to the structure 

and properties of the electrocatalyst.7,9,30,31 Observing these changes under reaction conditions and 

correlating the results with measured catalytic properties can provide crucial mechanistic insight 

into catalytic activity and stability.  

Various techniques have been developed to investigate Pd/PdHx phase transformations 

and/or quantify the resulting H:Pd ratios. Using deuterium (D) instead of hydrogen, D:Pd ratios 

have been quantified by electrolytically forming PdDx structures and then liberating D2 by heating 

and measuring the amount of gas released.32,33 Such techniques are not amenable to Pd/PdHx 

catalysts under CO2 reduction conditions, which require applying external electrochemical 

potentials in the presence of liquid electrolytes. In-situ (operando) measurements including X-ray 

diffraction (XRD) and extended X-ray absorption fine structure (EXAFS) have been employed to 

identify the lattice parameters and interatomic distances of Pd/PdHx phases, respectively.34-38 

Landers et al.39 utilized in-situ synchrotron XRD and coulometry measurements to understand 

intercalation/ deintercalation processes for hydrogen in palladium, enabling determination of the 

electrode potentials where α- and β-PdHx phases were formed.39 Gao et al.10 utilized in-situ XAS 

to demonstrate the coexistence of α- and β-phases at potentials above -0.2 V (vs. the reversible 

hydrogen electrode, RHE), which promoted electrochemical CO2R into formate via a HCOO* 

intermediate. At potentials below -0.5 V vs. RHE, the formation of β-PdHx was observed and 

claimed to promote formation of CO via a COO*H intermediate.10 While these in-situ synchrotron-

based techniques provide in-situmonitoring of phase structure transformations, they do not provide 

opportunity to simultaneously observe morphological changes in Pd-based catalyst particles under 

CO2 reduction conditions that have necessary implications on overall catalytic activity. 

In-situ liquid-phase (scanning) transmission electron microscopy (LP-(S)TEM) provided 

opportunity to observe morphological/compositional changes of catalysts under electrochemical 

conditions.7,40,41 With appropriate instrumentation these measurements can be conducted at 

electron microscopy facilities, which for many researchers are more readily available and 

accessible than specialized research facilities, such as synchrotrons. Using in-situ LP-(S)TEM, 

advanced insight into catalyst properties with spatial resolution under reaction conditions can be 

achieved by correlating morphological imaging with analytical techniques such as select area 

diffraction (SAD) and energy dispersive X-ray (EDX) analysis. A previously in-situ LP-(S)TEM 
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study monitored the morphological evolution of Pd particles under electrochemical conditions, 

including during the electrodeposition of Pd particles42 or their morphological evolution under 

potential cycling,43 but this work was not done in the context of electrocatalysis and the formation 

of PdHx phases was not probed. The formation of PdHx phases has been imaged previously by in-

situ TEM, however these studies were conducted using either an in-situ environmental gas cell44 

or via LP-(S)TEM electron energy loss spectroscopy (EELS) measurements45. These 

measurements were done in the absence of electrode potential and are therefore not pertinent to 

electrochemical CO2R investigations. 

Despite advancements in in-situ LP-(S)TEM capabilities, detailed investigations of morphological 

changes in Pd-based catalysts under CO2R conditions have not been investigated. Furthermore, 

implementation of in-situ SAD measurements under electrochemical conditions during LP-

(S)TEM workflows has never been reported, yet provides opportunity to simultaneously measure 

and track phase structure transformations in catalysts under reaction conditions. Herein, in-situ 

LP-(S)TEM measurements on electro-deposited Pd/PdHx catalysts were employed to track 

morphological changes under electrochemical CO2R conditions alongside LP-TEM/SAD patterns 

collected to probe the interconversion between metallic Pd and PdHx phases. Distinct 

morphological changes occurring in the catalyst structures under electrochemical CO2R conditions 

were observed alongside a phase transformation from metallic Pd to PdHx at electrochemical 

CO2R relevant potentials. Increasing lattice expansion due to increased absorption of H atoms 

occurred at more negative electrode potentials, seemingly giving rise to dramatic CO2R selectivity 

changes from nearly exclusive production of formate at -0.2 V vs RHE towards the production of 

CO and H2 at -0.5 V vs RHE. However, density functional theory (DFT) calculations 

complemented by micro-kinetic analyses ascribed the CO2R selectivity shift to changes in reaction 

energetics resulting from the applied electrode potential and not due to the phase structure 

transformations. Ultimately, in-situ LP-(S)TEM imaging coupled with SAD analysis under 

electrochemical CO2R conditions has been demonstrated for simultaneously observing 

morphology and phase structure changes, and has been coupled with electro-catalytic 

activity/selectivity measurements and computational analysis to provide new mechanistic insight 

into Pd-based catalysts for the electrochemical CO2R. 

Results and discussion: 
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Electrode preparation: 

Figure 1 shows schematics of the two CO2 electrolysis configurations used in this work. The first 

is the Protochips Poseidon Select in-situ LP-TEM electrochemical liquid cell microchip reactor 

(Figure 1a) employing a glassy carbon working electrode decorated with Pd particles for in-situ  

characterization under CO2R conditions. The second is a two-compartment cell consisting of a 

large-format working electrode (Figure 1b) decorated with Pd particles to measure catalytic 

activity and selectivity towards CO2R. Pd particles were deposited on the microchip glassy carbon 

working electrode (Figure 1c, and Figure S1) by electrodeposition after assembling the in-situ 

electrochemical TEM liquid reactor, and the same electrodeposition procedure was used for 

preparing large-format electrodes (Figure 1d). Electro-deposition of Pd particles on both the 

microchip (Figure 1c) and the large format electrode (Figure 1d) was observed by SEM imaging. 

Cyclic voltammetry measurements were collected in N2 saturated 0.1 M KHCO3 for the Pd particle 

decorated microchip glassy carbon working electrode (Figure 1e) and the Pd decorated large-

format electrodes (Figure 1f), demonstrating similar features that suggest similar local chemical 

environments at the Pd-decorated working electrode in the two different electrochemical reactors. 

The redox characteristics observed via cyclic voltammetry were characteristic of Pd-based 

catalysts.9   By comparing the cyclic voltammetry features of Pd, the Pt reference electrode 

employed in the microchip reactor was calibrated to the RHE scale, whereby 0.76 V vs. Pt 

corresponds to 0 V vs. RHE (Figure S2), in close agreement with previously reported values.46,47 

All subsequent potentials will be reported versus RHE.  
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Figure 1. Schematics of the two CO2 electrolysis cells utilized in this work: a, Protochips 

Poseidon in-situ LP-(S)TEM holder consisting of a Pd decorated glassy carbon working 

electrode within a microchip electrochemical cell. b, Two-compartment electrochemical cell 

a b 

c d 

e f 
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consisting of a large-format Pd decorated glassy carbon working electrode for electrochemical 

CO2R activity and selectivity measurements. c, SEM images of the in-situ TEM microchip 

working electrode coated with electrodeposited Pd particles. d, Micrograph of the large-format 

glassy carbon electrode and SEM image of the electrodeposited Pd particles. e, Cyclic 

voltammetry measurements of electrodeposited Pd particles measured in the in-situ TEM 

microchip electrochemical cell. f, Cyclic voltammetry measurements of electrodeposited Pd 

particles measured in the two-compartment cell using the large-format electrode. Note that all 

cyclic voltammetry measurements were collected in N2 saturated 0.1M KHCO3 at a scan rate of 

50 mV/s. 

SEM was employed to probe the morphology of electrodeposited Pd within the in-situ 

electrochemical TEM microchip reactor (Figure 2a-c), revealing semi-spherical particles covering 

the electrode surface and dendrimer-type structures at the electrode edges. Figure 2d and e show 

in-situ liquid phase high-angle annular dark-field scanning transmission electron microscopy (LP 

HAADF-STEM) images at various magnification and Figure2f shows in-situ LP-HAADF-

STEM/EDX mapping of the deposited Pd . A similar morphology was observed for the Pd 

electrodeposited on the large-format glassy carbon electrodes prepared for CO2R activity and 

selectivity measurements (Figure S3).  
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Figure 2. Structural characterization of Pd catalysts deposited on the electrochemical in-situ LP-

(S)TEM microchip. a, SEM image of the three electrode-configuration of the in-situ LP-(S)TEM 

microchip cell. b-c, SEM of the working electrode showing electro-deposited Pd particles. d-e, 

In-situ LP-HAADF-STEM images of the working electrode at various magnification. f, In-situ 

LP-HAADF-STEM-EDX mapping of the electrodeposited Pd particles on the working electrode. 

g, In-situ LP-TEM imaging of Pd particles indicating the region where SAD patterns were 

measured. h,  In-situ LP-TEM/SAD pattern of Pd particles at open circuit potential and radial 

intensity profiles of the diffraction patterns using the in-situ electrochemical TEM liquid reactor. 

i, Radial intensity profiles of the diffraction patterns at different beam irradiation times at a flow 

rate of 5 μL/min and a beam dose of 37 e-/nm2.s. The acquisition time for the SAD patterns was 

set to be 1sec. 
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In-situ (S)TEM/SAD:   

In-situ LP-TEM and SAD (LP-TEM/SAD) characterization was conducted to investigate the 

morphology and phase structures of Pd particles under electrochemical CO2R conditions. Prior to 

the measurements, in-situ LP-TEM images (Figure 2g) and in-situ LP-TEM/SAD patterns with 

radial intensity profiles (Figure 2i) were collected at open circuit potential. To ensure the 

diffraction patterns observed were from the Pd particles, in-situ LP-TEM/SAD patterns were also 

collected from an area of the electrode that did not contain any Pd particles (Figure S4a). No 

diffraction rings or spots were observed (Figure S4b), indicating that the glassy carbon working 

electrode, the SiNx windows, and the electrolyte did not contribute to the measurements. Repeated 

in-situ LP-TEM/SAD measurements were conducted on the Pd particles at open circuit potential 

to evaluate if the electron beam dose applied (39.7 electron/nm2.frame, whereby each frame = 1 

second) had any impact on the phase of the Pd particles. No phase transformations as a function 

of beam dose were observed, in agreement with a recent report investigating the impact of beam 

dose on Pd/PdHx interconversion, indicating no Pd to PdHx transformations occurred at beam 

doses as high as ca. 3,900 electron/nm2.sec.45 In the present work no morphology changes in Pd 

were observed during LP-TEM measurements at open circuit potential, indicating the electron 

beam dose employed in does not induce morphology or phase structure changes.  

In-situ LP-(S)TEM imaging of Pd particles in CO2 saturated 0.1M KHCO3 as a function of 

electrode potential was conducted, with results illustrated in Figure 3. HAADF-STEM images at 

1.2 V vs RHE and after 27s of applying an electrode potential of -0.2 V vs. RHE (extracted from 

Video S1) are shown in Figures 3a and b, respectively. The corresponding in-situ LP-TEM/SAD 

patterns of the Pd particles are also shown for an electrode potential of 1.2 V vs RHE (Figure 3c) 

and -0.2 V vs RHE (Figure 3d). Going from 1.2 to -0.2 V vs RHE, the size of the Pd particles 

increased (Figure 3b, with images from additional locations shown in Figure S5) and the radial 

distance of the SAD patterns noticeably decreased, suggesting an expansion of the Pd crystal lattice 

(Video S1). To analyze collected in-situ LP-TEM/SAD patterns, radial intensity profiles were 

extracted using the CrysTBox-ringGUI48 and the crystallographic information file (cif) acquired 

from the crystal structure database was used to index the patterns. Examples are shown in Figures 

3c, 3d, S6 and S7. This method was used to calculate the d-spacing of the Pd-based particles from 

in-situ LP-TEM/SAD patterns, which increased upon applying an electrode potential of -0.2 V vs 
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RHE (Video S2). The observed lattice expansion is likely attributed to hydrogen absorption and 

intercalation into Pd, resulting in the formation of different PdHx phases.  

To more closely probe the phase transformations occurring under electrochemical CO2R 

conditions, in-situ LP-TEM/SAD patterns of Pd-based catalysts were collected at several CO2R 

relevant electrode potentials. Before applying CO2R relevant potentials, a potential of 1.2 V vs. 

RHE (significantly more anodic than CO2R conditions) was applied for 60 s to ensure the Pd 

catalyst was in the same starting state before all in measurements as hysteresis in the Pd/PdHx 

conversion is a known phenomenon.39 After 60sec at .2 V vs. RHE, the Pd particles were in their 

metallic state (Figure S6) and the electrode potential was stepped to progressively more negative 

values (although always returning back to 1.2 V vs. RHE between each potential). The electrode 

potential profiles used in this work are depicted in Figure S8, and in-situ LP-TEM/SAD patterns 

collected at each measurement potential are shown in Figure 3e.  Peak locations from the in-situ 

LP-TEM/SAD patterns were used to calculate crystal lattice spacing values which are shown in 

Figure 3f for the (111) diffraction plane.  

In-situ LP-TEM/SAD measurements indicated crystal lattice expansion and compression based on 

the applied electrode potential. At 0.6, 0.8 and 1.2 V vs. RHE, Pd is in the metallic fcc form with 

Pd(111) d-spacings of 2.27 Å, 2.26 Å and 2.25 Å, respectively, in alignment with the theoretical 

value of 2.25 Å obtained from the cif database using CrysTBox-ringGUI (Figure  S6 and Table 

S1)48 shown as the dashed blue line in Figure 3f.  At 0.3 V vs. RHE, an increase in the d-spacing 

value to 2.31 Å was observed, likely due to the formation of the α-PdHx phase and consistent with 

the recent study in-situ XRD study by Landers et al.39 In the present work, as the electrode potential 

was stepped more negatively to -0.1 V vs. RHE, a further lattice expansion to 2.34 Å was 

calculated from the diffraction pattern, likely attributed to the formation of a mixture of the α- and 

β-PdHx phases in agreement with previously reported DFT calculation.10  The dashed red line in 

Figure 3f represents the theoretical value for β-phase PdHx, obtained from the cif database using 

CrysTBox-ringGUI; whereas Figure S7 and Table S2 demonstrate the comparison of the 

theoretical and experimental values of PdHx. At electrode potnetials below -0.2 V vs. RHE, β-

PdHx was found to be the predominant phase with further lattice expansion. Noted that all the 

experimental d-spacing calculations were estimated using the Crystal Box software with an 

accuracy ± 0.02 Å.  
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Figure 3. In-situ LP-HAADF-STEM imaging and SAD patterns that illustrate lattice expansion 

due to the phase transformation of metallic Pd to PdHx under electrochemical CO2 reduction 

conditions.  a and b, In-situ LP-HAADF-STEM snapshots extracted from Video S1 (Supporting 

information) revealing lattice expansion under applied potential (1.2 V and -0.2 V vs. RHE, 

respectively) in CO2 saturated 0.1 M KHCO3 electrolyte. c and d, In-situ LP-TEM-SAD patterns 

and corresponding radial intensity profiles revealing lattice expansion under applied electrode 

potentials of 1.2 V  and -0.2 V vs RHE, respectively. e, Radial intensity profiles as a function of 
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applied electrode potential. f, Plot of average d-space values determined from the Pd/PdHx(111) 

diffraction peak fitting as a function of electrode potential, with the dashed blue and red lines 

representing the theoretical values for the metallic Pd and β-phase PdHx, respectively, obtained 

from crystallographic information file (cif) databases. The d-space values were calculated based 

on the center of the electron diffraction peak using the Crystal Box software with an accuracy of 

± 0.02 Å. 

Morphology Changes During CO2R Imaged by In-situ LP-TEM: 

Under electrochemical CO2R conditions, the morphology and behaviour of Pd particles evolve 

over time.10,49 To investigate this phenomena, in-situ LP-(S)TEM measurements were condcuted 

on the PdHx particles at -0.2 V vs. RHE (Figure 4, Video S3).  At an applied potential of -0.2 V 

vs. RHE, some PdHx particles were detached from the electrode surface after 5s and found to 

migrate to another region of the electrode (Figure 4a). For example, the particles in the region 

labelled P1 at t=5s migrated to the position labelled P2 after 16s and beyond, demonstrating that 

detachment and aggregation of Pd-based particles occurs under CO2R conditions. The average 

PdHx particle size was monitored in real time by in-situ LP-TEM (Figure 4a and S9) at -0.2 V vs 

RHE and after all in-situ LP-(S)TEM measurements were conducted, ex-situ TEM (Figure 4b and 

S10), HAADF-STEM (Figure 4c and S11),  SEM (Figure 4d) and optical images (Figure S12) 

were conducted. Overall, an increase in Pd-based particle size from 80 ± 30 nm to 130 ± 30 nm 

was observed, indicating particle growth and agglomeration during electrochemical CO2R. 

Additionally, the morphology of the Pd-based particles evolved into hollowed out sponge-like 

porous structures that are most clearly depicted in the HAADF-STEM images in Figure S11 that 

provide contrast between the Pd atoms and void spaces. Post CO2R ex-situ characterization 

additionally revealed that Pd/PdHx particles detached from the electrode surface in various 

locations across the electrode (Figure S10, S11, S12). This detachment could possibly be linked 

to mechanical stresses arising from the phase transitions between PdHx and Pd, which are 

accompanied by particle volume expansion/contraction and can induce deformation 

mechanisms.50 This could also be impacted by changes to the surface chemistry of the carbon 

electrode under electrochemically reducing conditions, which may weaken the interactions 

between the Pd/PdHx particles and the carbon electrode, rendering the particles more prone to 

detachment.  A similar observation was previously shown for carbon supported Pt and Pd catalysts 
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investigated using identical location TEM.51,52 Figure 4e provides a schematic depiction of the 

Pd/PdHx transformations and particle degradation processes observed by LP-(S)TEM imaging 

under CO2R conditions. To confirm the changes observed in the Pd/PdHx particles were not 

influenced by contamination of the working electrode from the Pt-based counter electrode,53 EDX 

mapping of the working electrode was conducted (Figure S13) and indicated the particles 

consisted of only pure Pd/PdHx.  
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Figure 4. Morphological changes occurring in Pd/PdHx particles under electrochemical CO2 

conditions. a, In-situ LP-HAADF-STEM snapshots extracted from Video 3 illustrating Pd/PdHx 

particle migration, agglomeration, and detachment from the glassy carbon working electrode at 

different electrolysis times under an applied potential of -0.2 V vs. RHE (yellow circles indicate 

some areas where the agglomeration and detachment are more obvious). b, TEM c, HADDAF-
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STEM, and d, SEM images of the Pd particle morphology on the in-situ glassy carbon electrode 

after in-situ imaging under CO2 electrolysis conditions. e, Schematic depiction of the 

morphological evolution of Pd/PdHx catalysts revealed by in-situ LP-TEM measurements. 

 

Electrochemical CO2R Activity and Selectivity: 

The electrochemical CO2R performance of Pd particles prepared by the same technique 

(electrodeposition) and with similar structural properties to those characterized by in-situ LP-

(S)TEM/SAD was evaluated using large-format electrodes which enabled quantification of CO2R 

activity and selectivity metrics. Figure 5a shows the Faradaic efficiency (selectivity) and current 

density (activity) of the Pd/PdHx particles towards electrochemical CO2R tested by 1-hour 

chronoamperometry measurements at electrode potentials between -0.1 to -0.5 V vs. RHE. The 

Pd/PdHx particles showed the highest selectivity towards formate at -0.2 V vs RHE, with a 

Faradaic efficiency of 94%. At more negative applied potentials (-0.3 to -0.5 V vs. RHE), the 

selectivity of the Pd/PdHx particles towards formate was reduced significantly, showing a Faradaic 

efficiency of only 6% at -0.5 V vs. RHE. The major products formed at this potential were H2 (FE 

of 60 %) and CO (FE of 30%). Tafel plots of the partial current densities for H2, CO and formate 

versus potential are shown in Figure S14.  An increase in partial current density towards formate 

is observed from -0.1 to -0.2 V vs RHE, as would be expected for a reaction following Tafel 

behaviour. However, at potentials more negative than -0.2 V vs RHE, the partial current density 

towards formate plateaus and then decreases substantially, indicating catalyst surface poisoning or 

a shift in the electrochemical CO2R mechanisms that results in modulated product selectivity. This 

dramatic shift in CO2R selectivity coincides with the increased intercalation of protons into the 

PdHx structure, with more insight into these phenomena analyzed by DFT and discussed in more 

detail in the proceeding sections.  

Pd Surface Recovery After CO2R: 

The presence of *CO and **H species (* indicates adsorbed species) on the surface of Pd/PdHx 

under CO2R conditions has been shown to influence the activity, selectivity and structural 

evolution of the catalyst.9,54,55 To investigate the presence of these species, CO2 electrolysis was 

carried out on the Pd-decorated large-format electrode followed by cyclic voltammetry 
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measurements to determine the subsequent electrochemical responses of the particles. Initially, the 

electrodes were held for varying amounts of time at different electrochemical CO2R relevant 

potentials in CO2 saturated 0.1M KHCO3. Without relaxing to open circuit potential, the electrode 

potential was then swept by linear sweep voltammetry up to 1.2 V vs RHE. Following this sweep, 

cyclic voltammetry was conducted until a steady state profile was collected, denoted as the 

“baseline CV” measurement. The results of these measurements are shown in Figure 5b.  For each 

linear sweep voltammetry measurement that followed the chronoamperometric hold under CO2R 

conditions (3 min hold at potentials from -0.1 to -0.5 V vs RHE), two oxidation peaks were 

observed and likely attributed to the oxidation of adsorbed surface *CO species or the desorption 

of H species.56-61 As could be observed in Figure 5b, holding the potential at -0.1 V vs. RHE 

contributed to buildup of a *CO covered surface, as indicated by the oxidation peak observed at 

ca. 0.9 V vs RHE in the subsequent linear sweep voltammetry (inset of Figure 5b).  The oxidation 

features observed at lower potentials (< 0.5 V vs RHE) are attributed to desorption of H species. 

When applying more negative electrode potentials during chronoamperometry, the subsequent 

linear sweep voltammetry measurements showed that the H desorption peaks shifted to higher 

potentials. This is likely due to the higher concentration of adsorbed *CO species accumulated at 

these more negative electrode potentials as claimed previously,62 as well as an increased amount 

of H absorbed into the PdHx lattice as demonstrated by in-situ LP-TEM/SAD measurements. To 

investigate further, the same measurements were carried out in N2 saturated 0.1 M KHCO3 to gain 

insights into the electrochemical response of the Pd/PdHx particles in the absence of significant 

concentrations of CO2 (and subsequent buildup of adsorbed *CO species), with results shown in 

Figure S15. After a 3-min electrolysis hold at potentials ranging from -0.1 to -0.5 V vs RHE, only 

one oxidation peak at ≤ 0.5 V vs RHE was observed in the subsequent linear sweep voltammetry 

measurement, attributed to desorption of H from PdHx. Substantial shifts in the electrode potential 

of these oxidation features were not observed when more negative chronoamperometry potentials 

were applied, providing evidence that the shifts in the H-desorption peaks observed in the case of 

CO2 saturated 0.1 M KHCO3 were largely due to the presence of the adsorbed *CO species and 

to a lesser extent from the increased concentration of absorbed H in the PdHx structure.  

For electrochemical CO2R measurements, an increased current density was observed at more 

negative electrode potentials (Figure 5a). Over the course of the electrolysis holds, a decrease in 

the current density for CO2R was observed with time (Figure S16), potentially due to gradual 
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poisoning of the Pd/PdHx surface with *CO. In addition to surface poisoning by *CO, detachment 

and agglomeration of Pd/PdHx particles shown by in-situ (S)TEM measurements (Figure 4) 

represents another mechanism by which the active surface available for the electrochemical CO2R 

can become diminished To gain insight into these simultaneous processes, electrochemically 

active surface area (ECSA) values were estimated using double layer capacitance at various stages 

throughout the chronoamperometry holds and subsequent linear sweep voltammetry 

measurements detailed in the previous paragraph. Figure S17 and Supplementary Note 5 in the 

supporting information provide more details of these measurements. The ECSA for the 

electrodeposited Pd/PdHx  particles was calculated through double layer capacitance 

measurements before (ECSAt=0) and after chronoamperometry electrolysis holds at -0.1 V vs RHE 

in CO2-saturated 0.1 M KHCO3 for durations ranging from 3 to 45 mins (ECSAt=3 to t=45). 

Following ECSA measurements, cyclic voltammetry scans from -0.1 to 1.3 V vs RHE were applied 

to remove adsorbed *CO species and restore the “clean” Pd surface. The cyclic voltammetry 

measurement immediately following the electrolysis holds are shown in Figures 5c, and the 

subsequent cyclic voltammetry measurement (2nd cycle) are shown in Figure 5d. It is worthwhile 

to note than subsequent cyclic voltammetry cycles showed negligible differences compared to the 

2nd cycle, indicating the electrode had reached steady state. The first cyclic voltammetry cycle 

following the electrolysis hold (Figure 5c) showed the appearance of a *CO stripping peak 

between ca. 0.9 and 1.1 V vs RHE, with the magnitude of the peak increasing with increasing 

electrolysis hold times.  This peak was not present in subsequent cyclic voltammetry 

measurements (Figure 5d), indicating that all adsorbed *CO species were successfully removed 

and a pristine Pd surface was recovered.  

To track the impact of *CO* poising on the ECSA of the Pd/PdHx particles during the CO2R, the 

ECSAt=x/ECSAt=0 was estimated (Figure 5e), where time (t) indicates the duration of the 

electrolysis hold at -0.1 V vs RHE. When the electrolysis period was prolonged from 3 min to 45 

mins, the ECSAt=x/ECSAt=0 ratio was reduced from 1.01 to 0.8, demonstrating an approximately 

20% loss in surface area.  This reduction in the ECSA could be recovered after the subsequent 

cyclic voltammetry cycle to restore the pristine Pd surface, indicating the loss in ECSA following 

electrolysis hold likely arose due to *CO poisoning. It was then desirable to identify ECSA changes 

following longer electrolysis holds under CO2R conditions. 1hr electrolysis holds were conducted 

sequentially at increasingly more negative electrode potentials, starting at -0.1 V vs RHE and 
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proceeding in increments of 100 mV down to -0.5 V vs RHE. Between each 1hr electrolysis hold, 

repeated cyclic voltammetry measurements were conducted to clean the Pd surface and ECSA 

values were measured by double layer capacitance to calculate the ECSA/ECSAt=0 ratios shown 

in Figure 5f. The electrolyte was also replaced with fresh electrolyte to remove possible 

contaminants or liquid phase CO2R products that could impact subsequent measurements before 

subquent electrolysis holds and electrochemical measurements were applied. The calculated 

ECSA/ECSAt=0 after a 1hr electrolysis hold at -0.2 V vs RHE and cyclic voltammetry cleaning 

showed the highest value of 1.5. This increase was attributed to the introduction of porosity into 

the Pd/PdHx particles revealed by ex-situ HAADF-STEM imaging of the electrodes after CO2R 

(Figure S11) as discussed previously. ex-situ. At more negative electrode potential holds 

(electrolysis) from -0.3 to -0.5 V vs. RHE, the calculated ECSA /ECSAt=0 decreased from 1.3 to 

0.9, respectively. This subsequent decrease in ECSA is likely due to detachment of the Pd/PdHx 

particles from the electrode surface, also as discussed previouslyex-situ. Similar particle 

detachment  morphological changes were also observed on the large-format electrodes after one 

hour of electrolysis at -0.5 V vs RHE (Figures S18 and S19), reinforcing the fact that Pd/PdHx 

particle detachment was prevalent at these conditions and responsible for the observed ECSA 

decrease.  
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Figure 5.  Electrochemical CO2R selectivity and surface recovery of Pd particles after poisoning 

by adsorbed *CO species: a, Faradaic efficiencies (left y-axis) and partial current densities (right 

y-axis) for the production of formate, H2 and CO. b, Positive linear sweep voltammetry 

following a 3min electrolysis hold at various CO2R electrode potentials, along with baseline 

cyclic voltammetry curves collected in CO2 saturated 0.1 M KHCO3 electrolyte with a scan rate 

of 20mV/s. c and d,  Cyclic voltammetry measurements including the 1st  and 2nd cycle following 
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varying durations of an electrolysis hold at -0.1 V vs. RHE. e, ECSA estimations using 

electrochemical double layer capacitance measurements immediately following an electrolysis 

hold at -0.1 V vs RHE for varying time durations (x) normalized by the original ECSA of the 

catalyst particles (i.e., ECSAt=x/ ECSAt=0), demonstrating the effect of *CO poisoning on the 

ECSA. f,  ECSA estimations following a 1hr electrolysis hold at various electrode potentials and 

subsequent cyclic voltammetry sweeps to strip *CO species and recover a clean Pd surface. 

ECSA values are normalized by the original ECSA of the catalyst particles (i.e., 

ECSA/ECSAt=0). 

 

Mechanistic Insight into CO2R Activity and Selectivity Through Density Functional Theory: 

DFT calculations were performed to provide understanding of the structure-property-performance 

trends observed via in-situ LP-(S)TEM correlated with CO2R activity/selectivity measurements 

on electro-deposited Pd/PdHx particles. The constant potential methodology implemented in the 

Solvated Jellium Method (SJM)63 was applied, enabling the simulation of adsorbed *CO2, which 

is only possible when including explicit charging of the electrode. The (111) and (100) facets of 

the fully hydrogenated β-phase PdHx were studied in accordance with the identification of this 

phase at potentials below -0.2 V vs RHE. Hydrogen atoms were located in the octahedral sites of 

bulk Pd, corresponding to hollow sites on the surface of Pd. The lattice parameters of the β-PdHx 

bulk structure were optimized, leading to a 0.12 Å increase in the d-spacing compared to metallic 

Pd, in line with the experimental observations presented in Figure 3f. Figure S20 shows the 

calculated adsorption free energies of H+ from solution on a PdHx(111) surface at varying **H 

coverages. The calculated binding energies suggest an incomplete monolayer of **H is present at 

0 V vs. RHE, with nearly thermoneutral binding energies up to a coverage of ¾ at -0.3 V vs. RHE 

a complete monolayer is present. 

Figure 6a shows the calculated free energy pathways for electrochemical CO2R towards formate 

and CO occurring on the PdHx(111) facet, while results for the PdHx(100) facet are shown in 

Figure S21. Particularly, the PdHx(100) facet is found to be poisoned with *CO adsorbates under 

reaction conditions and hence not active to produce CO or formate. All subsequent calculations 

discussed were therefore performed on the PdHx (111) facet. The mechanism of CO2R to produce 

CO was found to pass through a (bent) *CO2 intermediate bound to PdHx on a Pd top-site via the 
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carbon atom, as shown in the atomic scale schematic at the top of Figure 6a. On the other hand, 

the mechanism of CO2R toward formate does not proceed through a stable *CO2 intermediate. 

Rather, CO2 is found to react with a surface bound hydrogen in a Heyrovsky-like mechanism64 

after being activated close to the PdHx surface (Figure S22). This mechanism towards producing 

formate on PdHx (and possibly other metal hydrides) is in stark contrast to proposed mechanisms 

of formate production on oxophilic post-transition metals (such as Pb65 and Sn66) that have been 

proposed as capable of stabilizing CO2 binding via the oxygen atoms (*OCO) followed by 

protonation to produce formate.66-68 Conversely, stabilizing the *OCO intermediate on PdHx in 

the simulations was not successful, even upon rigorous sampling of various binding motifs. The 

fact that the key intermediate in formate production, *OCO, does not bind strongly on PdHx 

suggests that the hydrogenation of the central carbon atom occurs via the weakly bound (sub-

)surface hydrogen atoms. The reaction mechanism involving CO2 hydrogenation towards 

producing formate was identified as an outcome of the transition state searches starting from both 

solvated (planar) and adsorbed (bent) CO2. Both starting states for the reaction (i.e., solvated or 

adsorbed CO2) led to the same transition state, where partially activated CO2 reacts with a 

(sub)surface *H (*H-CO2). The potential response at the transition state was calculated to be 0.2 

eV/V, while the majority of the charge injection leading to the formate occurred after the transition 

state (Figure S22b).  

The formation of *COOH was identified as the bottleneck towards producing CO with the 

formation calculated to exhibit a potential response of 1.13 eV/V (Figure 6a). As the energetics 

for forming *COOH are more strongly dependent on potential that the formation of *H-CO2, CO 

production becomes energetically favored at increasingly negative electrode potentials. At 0V vs. 

RHE, however, *H-CO2 is 0.30 eV more stable than *COOH, rendering formate the preferentially 

formed product at this electrode potential. It should been noted that the reaction rate of *CO2 to 

*COOH is only limited by the thermodynamic barrier, as the negative partial charge on the O-end 

of *CO2 enables facile oxygen protonation.69 However, the appearance of a kinetic barrier for the 

step from *CO2 to *COOH would not change the qualitative behavior of a larger stabilization of 

the CO-path with more negative potentials. The 0.36 eV/V potential response of *CO2 is still larger 

than the 0.2 eV/V of *H-CO2, and the barrier from *CO2 to *COOH cannot exhibit a lower 

potential response than either of the end states.  
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Based on the described reaction energetics, a microkinetic model was constructed (Figure 6b). 

The calculated turnover frequencies (TOF) towards formate outweighs the TOF towards CO at 

electrode potentials between -0.2 and -0.35 V vs RHE. At more negative potentials, the TOF 

towards both CO and HCOO- increases, although the increase in TOF for CO is much more drastic 
-. The selectivity for CO (TOF towards CO divided by the sum of the TOFs towards both CO and 

HCOO-) increases as a result of the strong potential response calculated for *COOH as described 

above. Therefore, this analysis indicates the CO2R selectivity towards CO should increase at more 

negative potentials owing to the electrode potential dependent energetics of the reaction relevant 

species. The results of this microkinetic modelling are in agreement with experimental CO2R 

measurements that indicate a shift in selectivity from formate towards CO at increasingly negative 

potentials (Figure 5a). A quantitative agreement between experiment and theory is not always 

expected,70 thus calculations were performed to understand the sensitivity the calculated 

microkinetic models have on the calculated free energy values of *H-CO. Figure 6b shows blue 

shaded areas that represent the variation in TOF and selectivity that would be expected with a 

difference in the calculated *H-CO free energy of ±0.1eV. This range in the energetic uncertainty 

leads to a ca. 0.2 V difference in the electrode potential at which a CO2R selectivity change from 

producing HCOO- to producing CO would be expected. However, as discussed above, this 

uncertainty does not alter the qualitative finding that PdHx produces formate almost exclusively at 

low overpotentials, followed by a sharp change in selectivity towards CO production at more 

negative potentials.   

Discussion 

The morphological and phase structure conversions occurring in Pd/PdHx catalyst under 

electrochemical CO2R conditions was revealed by in-situ LP-(S)TEM characterization and 

supplemented by ex-situ post-CO2R characterization of the electrodes. As shown in Figure 4e, 

three primary changes to the Pd/PdHx were observed under CO2R conditions: (1) Particle 

agglomeration; (2) Particle detachment from the electrode surface; and (3) Hollowing out of the 

particles to form a sponge-like porous morphology.  

To an extent, the particle agglomeration observed could follow Ostwald ripening or other sintering 

mechanisms. Localized in-situ particle tracking measurements could be applied to understand this 

process of particle sintering as well as the underlying kinetics,9 which is outside the scope of the 
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present work. The particle agglomeration observed in the in-situ LP-(S)TEM measurements was 

found to occur by particle detachment from the electrode surface and subsequent deposition on 

another region of the electrode (Figure 4a) that was most prevalent at more negative 

electrochemical CO2R conditions. It is speculated that particle detachment was largely induced by 

mechanical forces that arose due to the absorption of increased amounts of H into the PdHx lattice 

at increasingly negative electrode potentials, which led to significant volume expansion (and 

contraction upon conversion back to metallic Pd). This could lead to mechanical instabilities at the 

catalyst/electrode interface, causing the detachment of catalyst particles.50 It should also be noted 

that mechanical agitation from the formation of bubbles (H2 and/or CO) at increasingly negative 

potentials could also influence particle detachment; however, there was no direct observation of 

this by in-situ LP-(S)TEM measurements. 

The hollowing of Pd/PdHx to form porous sponge-like particles also occurred under CO2R 

conditions, likely due to thermodynamic driving forces.71 Additionally, the evolution of porosity 

through morphological changes could arise due to adsorbate (i.e., *CO) induced restructuring.72,73 

The presence of *CO species on the surface of Pd/PdHx under CO2R conditions was demonstrated 

in this work (Figure 5b), with DFT calculations suggested *CO poisoning to be a facet dependent 

occurrence on Pd/PdHx.  

The phase structure of Pd/PdHx was observed as a function of electrode potential under CO2R 

conditions by in-situ LP-TEM/SAD. At potentials between -0.1 and -0.2 V vs RHE, the particles 

were in a mixed α/β-phase PdHx, with complete formation of the β-PdHx phase observed at more 

negative potentials. Interestingly, this conversion of mixed phase α/β-PdHx to β-phase PdHx 

coincided with a CO2R selectivity shift from formate (at lower overpotentials) towards CO (at 

higher overpotentials), suggesting that the phase transformation may be underlying the catalytic 

trends. However, DFT calculations coupled with micro-kinetic modelling indicated the primary 

reason for the CO2R selectivity change was due to the electrode potential dependent 

thermodynamic energetics of adsorbed reactive intermediate — *COOH in the case of CO or *H-

CO2 in the case of formate. For the production of formate, the hydrogenation of the C atom in CO2 

by (sub)surface *H was identified as a key step, in contrast to the formate production mechanism 

suggested previously for oxo-philic metals such as Sn and Bi, whereby the CO2 molecules were 

found to adsorb on the catalyst surface via the O atoms.66-68 Previous calculations also suggested 
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that Pd catalysts can produce formate through the mechanism where CO2 is adsorbed via the O-

atom, but this configuration was not found to be energetically possible on β-PdHx. Formate 

production through the reaction of CO2 with *H has been suggested in the past,9 but has not been 

rigorously explored through the combination of in-situ catalyst characterization alongside DFT 

and micro-kinetic modelling. A The direct participation of (sub)surface *H in CO2R towards 

formate suggests that PdHx catalysts with a increased *H availability as a reactant (and a reduction 

in the binding strength of *H) is a desirable catalyst design principle . However, at -0.2 V vs RHE 

where the highest selectivity towards formate is observed, the catalyst is in a mixed α/βPdHx phase. 

At lower electrode potentials complete conversion to the β-PdHx phase and increased saturation 

of the lattice with hydrogen does not coincide with an increase in activity/selectivity towards 

formate. Instead, the opposite trend is observed. and DFT alongside micro-kinetic calculations 

show that at more negative electrode potentials, the formation of *COOH intermediate (for 

producing *CO) becomes energetically more favourable than the formation of the *H-CO2 

intermediate for producing formate. Therefore, the selectivity change of the CO2R from producing 

formate toward CO at more negative electrode potentials is attributed to thermodynamic changes 

to the energetics of the reaction and not due to the phase transformation of increased content of 

absorbed H in the PdHx structures present under reaction conditions. 

 

 

 

a b 
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Figure 6. Density functional theory and micro-kinetic modelling analyses. a, Calculated DFT 

(constant potential) free energy diagram of the reaction pathways for CO2R towards formate and 

CO, including the calculated reaction barrier of CO2 hydrogenation (*H-CO2) plotted at 0 and -

0.5 V vs. RHE (solid lines and dashed lines, respectively). The optimized geometries of the 

associated reaction steps are shown explicitly next to the labels. b, Turnover frequency and 

selectivity results obtained from micro-kinetic modelling using the results from DFT analyses as 

inputs. The shaded blue region indicates the uncertainty in TOF and selectivity calculations that 

arise if the barrier for CO2 surface hydrogenation varies by +/- 0.1eV. 

 

Conclusion: 

In-situ LP-(S)TEM and SAD measurements were conducted on electro-deposited Pd/PdHx 

catalysts for the electrochemical CO2R to identify morphological and phase structure changes.  

Under electrochemical CO2R conditions, the Pd/PdHx catalysts underwent morphological 

changes, including: (i) particle agglomeration; and (ii) formation of a porous sponge-like 

morphology likely arising from adsorbate (i.e., *CO) induced restructuring. Additionally, particle 

detachment from the electrode surface was observed, likely due to mechanical agitation induced 

by the process of interconversion between the metallic Pd and PdHx phase(s). Electrochemical 

CO2R activity and selectivity measurements revealed that formate was produced almost 

exclusively at -0.2 V vs RHE, whereby the production of H2 and CO became prominent at more 

negative potentials. Correlation with LP-TEM-SAD measurements showed this selectivity shift 

coincided with increased H absorption into the PdHx, forming a β-PdHx phase. By coupling in-

situ structural analysis and electrochemical evaluation of the Pd/PdHx catalysts with DFT 

calculations and micro-kinetic modelling, it was demonstrated the CO2R selectivity from formate 

to CO/H2 changes occurred due to potential-dependent reaction energetic changes and not due to 

the observed PdHx lattice expansion. DFT calculations on revealed the reaction mechanism 

towards formate on β-PdHx involved hydrogenation of the C atom in the CO2 molecule by 

(sub)surface *H present in PdHx. This contrasts the formate production mechanism suggested 

previously for oxo-philic metals where the CO2 molecule adsorbs on the catalyst surface via the 

oxygen atom and is subsequently protonated. At more negative electrode potentials, the *COOH 

intermediate for producing CO was stabilized in comparison to the *H-CO2 intermediate for 
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producing formate, explaining the dramatic shift in selectivity from nearly-exclusive production 

of formate at -0.2 V vs RHE to the production of CO/H2 at -0.5 V vs RHE. This work therefore 

provides mechanistic insight into the electro-catalytic mechanisms of CO2R occurring on Pd-based 

catalysts that can be applied to understand and guide future catalyst designs. Furthermore in-situ 

LP-(S)TEM including SAD has been demonstrated as a powerful technique for gaining 

unprecedented insight into the morphological and phase structure changes occurring in catalysts 

under electrochemical CO2R conditions. 

Materials and Methods: 

Materials: 

Potassium bicarbonate (ACS reagent, 99.7%), palladium (II) chloride (99.9%), and hydrochloric 

acid (ACS reagent, 37%), were purchased from Sigma Aldrich and used without any further 

purification. 

Methods:  

Pd particle electrodeposition using in-situ LP-TEM electrochemical reactor: 

The electrochemical setup for Pd electrodeposition onto the in-situ electrochemical TEM sample 

holder is shown in Figure S1. The Poseidon Select (Protochips) in-situ TEM sample holder was 

utilized, whereby the micro-chip electrochemical cell mounted in the tip of the TEM holder 

consists of a Pt reference and counter electrode, and a glassy carbon working electrode (Figure 

S1). The micro-chip reactor consists of a top and bottom chip that are sealed together with a gasket 

and fastened with screws. Both the bottom and top chips contain a thin silicon nitride (SiNx) 

membrane viewing window that enables electron transmission for in-situ TEM measurements. As 

received, both the top and bottom chips are coated with a protective photoresist layer to prevent 

SiNx membrane damage. The protective photoresist layer was removed prior to the two-step rinse 

process, whereby chips were submerged first in acetone and then methanol, each for 2 minutes. 

To enhance the hydrophilicity of the chips, a plasma cleaning (Gatan plasma system model 950 

advanced plasma, with Ne/H2/Ar gas mixture and operating at 15 W) was used. The process was 

performed for 2 minutes for the small E-chip and 30 seconds or less for the large E-chip as the 

excessive plasma cleaning could damage the glassy carbon electrode. Following assembly of the 
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micro-chip electrochemical cell, a liquid solution of 5 mM H2 PdCl4 with 0.015 M HCl was 

introduced at a flow rate of 5 µL/min through the microfluidic channels of the sample Poseidon 

Select holder using an external syringe pump. Once the solution was introduced, electrochemical 

chronoamperometry was carried out at 0.2 V vs. RHE using a floating potentiostat (Gamry 

Reference 600+) for 120 seconds to ensure the electrodeposition of a sufficient amount of Pd 

particles on the working electrode. Following electrodeposition, the in-situ TEM holder was 

purged with Millipore water to remove the electrodeposition solution.  

In-situ (S)TEM measurements under electrochemical CO2R conditions: 

In-situ electrochemical (S)TEM liquid cell measurements were conducted to investigate the phase 

and structural transformations of electrodeposited Pd particle catalysts under CO2R conditions. 

For all in-situ TEM experiments, to avoid SiNx window bulging due to the pressure difference 

between the electrochemical micro-chip cell and the vacuum in the TEM column, a perpendicular 

(crossed configuration) window strategy was utilized as recommended by previous studies.74  After 

electrodeposition of Pd and purging of the Pd salt solution by Millipore water, the Millipore water 

was replaced by flushing the electrochemical cell TEM holder with freshly prepared CO2 saturated 

0.1 M KHCO3 solution at a flow rate of 5 μL/min. Confirmation that the 0.1 M KHCO3 had entered 

the sample holder was indicated when the open circuit potential was stabilized. Leak checking of 

the in-situ TEM sample holder was performed before insertion into the microscope using a custom-

designed vacuum pump station. To establish a baseline, in-situ LP-TEM imaging and select area 

electron diffraction (in-situ LP-TEM/SAD ) measurements were performed at different times: 1, 

5,7, and 10 minutes before applying any electrode potential. After these measurements, 

chronoamperometry at different applied potentials in the range of 1.3 to -0.2 V vs. RHE was 

applied for 60 seconds at each potential, during which time in-situ LP TEM imaging and in-situ 

LP-TEM/SAD patterns were collected. Between each chronoamperometry experiment, a potential 

of 1.2 V vs. RHE was applied for 60 sec to recondition the particles to be in metallic Pd form, 

thereby avoiding any issues pertaining to Pd/PdHx transformation hysteresis.75 Detailed 

information about in-situ LP-TEM/SAD analysis and beam dose calculations are included in the 

Supporting Information. 

Pd electrodeposition on large-format glassy carbon electrodes for CO2R: 
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Electrodes to test the electrochemical CO2R activity and selectivity of electro-deposited Pd were 

prepared using a large-format glassy carbon electrode with dimensions of 2cm by 5cm. 

Electrodeposition of Pd particles was performed by chronoamperometry at 0.2 V vs. RHE for 120 

seconds in 5 mM H2PdCl4 mixed with 0.015 M HCl. A Pt foil counter electrode and Ag/AgCl 

reference electrode that was calibrated and converted to the RHE scale were used. After 

electrodeposition, the electrode was rinsed carefully with Millipore water and dried at room 

temperature under N2 gas flow. 

Electrochemical CO2R activity/selectivity measurements: 

Electrochemical CO2R activity and selectivity of the electrodeposited Pd catalyst were 

investigated using a custom-built electrochemical cell (Figure S2) reported on previously,76 which 

was designed and improved upon to provide high sensitivity for CO2R product detection and 

quantification.  On-line gas chromatography (SRI Multigas #5) was used to detect/quantify gas 

products while liquid products were quantified using the Bruker AVIII 700 NMR available at 

McMaster University’s Nuclear Magnetic Resonance Facility. A mass flow control unit (pMFC, 

MKS Instrument) was used to maintain a CO2 flow rate of 20 sccm through the catholyte chamber 

throughout the entire course of the reaction. A Pt foil was used as the counter electrode and 

Ag/AgCl as the reference electrode, which was calibrated and converted to the RHE scale by 

measuring the open circuit potential of the Ag/AgCl versus an in-house designed RHE. CO2R 

electrolysis measurements were conducted by chronoamperometry at a potential between -0.1 V 

to -0.5 V vs. RHE for one hour each, while cyclic voltammetry measurements were conducted at 

50mV/s before and after chronoamperometry. The geometric surface area of the large format 

electrode exposed to the electrolyte was 5.6 cm2. 

Materials Characterization: 

To investigate the morphology and composition of Pd electrocatalysts immediately after 

electrodeposition and after CO2R testing, optical microscopy (CLEMEX, Axioplan 2 imaging), 

scanning electron microscopy (JEOL JSM-7000F SEM), high-resolution transmission electron 

microscopy (HRTEM), high-angle annular dark-field scanning transmission electron microscopy 

(HAADF-STEM) imaging, along with energy dispersive X-ray (EDX) mapping were carried out. 

All TEM and HAADF-STEM imaging were performed using an image-corrected FEI Titan 80-
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300LB operating at 300kV and a Thermo Scientific Talos 200X operate at 200kV available at the 

Canada Center for Electron Microscopy (CCEM) at McMaster University. 

Computational details: 

The reported DFT-based (constant potential) energies were calculated using the constant-potential 

mode of SJM 63 implemented in GPAW 77,78. A real-space grid basis set was applied with a grid-

spacing of 0.18 Å. The BEEF-vdW functional79 was applied for approximating the XC 

contributions. All slab calculations were conducted with periodic boundary conditions parallel to 

the slab surface and a dipole correction in the-direction perpendicular to the surface was applied. 

3x4x4 supercells were used, with the bottom two layer being constrained to the bulk lattice 

constants of Pt and PtH, respectively. Monkhorst−Pack k-point grids of 4 x 4 x 1 and 4 x 3 x 1 

were applied for palladium and palladium hydride structures, respectively. The setup used a Fermi 

smearing of 0.1 eV / kB. Forces were converged to 0.03 eV / Å and 0.05 eV / Å for stable 

intermediates and transition states, respectively.  

SJM uses an effective potential cavity solvation model implemented into GPAW by Held and 

Walter 80. The parameters used were: Bondi’s van der Waals radii 81,Strength of the repulsion at 

the atomic radii controlling the cavity size, u0= 0.18eV, surface tension 0.001148 Pa*m (Both 

taken from 80, (maximal) dielectric constant (𝜖𝜖)=78.36 and temperature=298.15K. The tolerance 

for the electrode potential deviation from the target potential was set to 10mV.  

All possible adsorbate binding configurations were sampled using the CatKit Surface module82. 

For the palladium hydride structures, hydrogens were placed in all the octahedral holes of a 

palladium bulk structure, corresponding to a 1:1 Pd:H ratio, resembling a β-PdH structure. The 

most stable structures were determined with a d-spacing of 2.42 and 2.09 for the 111 and 100 

facets, respectively. Activation energies were calculated using the Climbing Image Nudge Elastic 

Band (CI-NEB) method83 within the dynamic NEB (DyNEB) implementation84. Electronic 

energies are converted into free energies via a vibrational analysis within the harmonic 

approximation for adsorbates and an ideal gas approximation for gas phase species, as 

implemented in the Atomic Simulation environment (ASE) 75  
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The free energy of HCOO-
(aq) was calculated from its equilibrium with HCOOH at the pKa (3.75), 

following the relationship 𝐺𝐺HCOOaq− = 𝐺𝐺HCOOH(aq) − ln(10)kB 𝑇𝑇(𝑝𝑝𝑝𝑝 − 𝑝𝑝𝑝𝑝a).85A partial pressure 

of 5728.86Pa was applied for the calculation of 𝐺𝐺HCOOH(aq) from its equilibrium with 𝐺𝐺HCOOH(g). 

A free energy correction of +0.33eV was added for all molecules including an OCO-backbone, i.e. 

CO2(g),*H-CO2,*COOH,HCOO- in order to correct systematic errors of DFT when applying the 

BEEF-vdW XC functional.86,87 

Noted  that, while in the transition state search of *H-CO2, the unit cell explicitly contained CO2 

and HCOO- hovering in the implicit solvent above the electrode surface. However, in Figure 6, 

the states CO2(g) and HCOO-
(aq) represent the species in gas phase and bulk solution, respectively. 

Data availability 

The data that support the experimental findings of this study are available from the corresponding 

author upon request. The theoretical data and analysis routines will be made publicly available on 

https://github.com/CatTheoryDTU upon acceptance of the article. 
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Abstract 

The enhancement of electrochemical carbon dioxide reduction reaction (CO2RR) by 

concentrated electric field has been suggested in the past and reported, however, a quantitative 

study of electric field enhancement effect is lacking due to the paramount challenge in 

controlling the uniformity of electric field on catalyst surface. Herein, we (semi)quantify the 

electric field enhancement effect on the surface of ordered array of gold (Au) 

nanowires/nanoneedles made by an ultrasonic nanoimprinting technique followed by chemical 

etching, which results in uniform ordered gold nanostructures in a large area. Significant 

increases in ECSA normalized CO2RR activity (64.7%) are observed when 

nanowire/nanoneedle diameter is decreased from 200 to sub-10 nm, although the largest 

enhancement occurs on the etched samples where steps/defects are introduced. Owing to the 

electric field-dependent electrochemical surface area, current density can be re-normalized by 

physical roughness factor to provide a precise estimate of the intrinsic activity of 

nanowires/nanoneedles that are thinner than 20 nm, where the electric field-enhancement is 

highest. Operando surface-enhanced Raman spectra reveals 7.4 cm-1 redshift of 𝜈1𝐶𝑂3
2− peaks 

when nanowire/nanoneedle diameter decreases to sub-10 nm, suggesting either an electric field 

enhancement or a site-density/coverage effect on a microscopic level. Complementary 

theoretical study decouples the contributions of concentrated electric field and relative site 

activities, both through continuum and ab-initio models and suggests that the steps/kinks are 

the active sites and it is changes in the site density of these sites, due to etching, that is the main 

contributor to the enhanced activity while electric field enhancements are very limited within 

the considered size ranges. Our work sheds light on the role of surface electric field in CO2RR 

by a (semi)quantitative investigation, also suggests the route for further optimization of intrinsic 

activity of CO2RR catalysts beyond Au. 
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Introduction 

Electric field is able to change the energy landscape of a chemical reaction, similar to the roles 

of temperature and pressure in a chemical reaction. Electric field represents an emerging tool 

to promote catalysis in various chemical reactions.1-6 For instance, in enzyme catalysis, it has 

been widely accepted that the electrostatic field from the protein environment stabilizes 

transition state species and intermediates at the active sites of enzyme.6 As an important CO2 

transformation method for sustainable carbon recycling, CO2RR has been widely studied owing 

to its environmental friendliness and good compatibility with other renewable energy.7-10 

Previous theoretical studies revealed that the electric fields, which appear “naturally” at the 

electrochemical interface following changes in potential, drive *CO2 adsorption, the rate 

limiting step for CO2RR to CO on Au, and that tuning these electric fields through e.g. cation 

size can lead to improvements in activity.4,11However, fundamental challenges remain to 

achieve high CO2RR efficiency12, including high overpotential,13,14 poor catalytic activity15,16 

and low CO2 concentration in the surroundings of catalysts.17  

Sargent et al. recently proposed that on high curvature surfaces, a strong local field can be 

created without external electrical field. This field can promote CO2RR by adsorbing potassium 

ions (K+) on sharp nanoneedle electrodes, and the concentrated K+ increase local CO2 

concentration2. This interpretation was based on the observation of significant activity increases 

between different structures although the effect varies for different metals. The possibility of 

taking advantage of such unique properties calls for a well-defined platform to quantify the 

enhancement effect and decouple it from other potential effects across different geometries. 

Nevertheless, such an electric field enhancement effect2,18 can be effectively extended to CO2 

reduction to formate.19 In principle, electric field at a given potential should primarily depend 

on the physical dimension of the nanoneedle. However, the synthesized nanoneedles via 

chemical routes has a large range of dimensions, and highly porous geometry resulting in 

significant mass transport limitation. Therefore, it is challenging to quantify electric field 

contribution on such catalysts and decouple it from other local or non-local effects despite the 

high activities of CO2RR observed.  

Herein, we strive to quantify the contribution of electric field in CO2RR on a model system of 

ordered Au nanowire/nanoneedle vertical arrays made by a physical molding process (room-

temperature nanoimprinting), which retains the polycrystalline nature of Au foil in Au 

nanowire/nanoneedle. When the diameter is below 30-nm, chemical etching is employed to 

further decrease the dimensions of the nanowires/nanoneedles. As such, the dimensions of Au 

nanowires/nanoneedles can be controllably decreased to sub-10 nm with well-defined topology. 

The lengths of the nanowires/nanoneedles are kept short to avoid mass transport limitation that 
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could significantly affect the activity of CO2RR22. With this method, we can retain a similar 

surface morphology across different systems, while gradually varying the width of the 

nanowires/nanoneedles. Thus, we can focus solely on the effect of the nanowires’ curvature, 

potentially responsible for field enhancements of activity. We do observe a slight increase in 

the electrochemical surface area (ECSA)-corrected CO2RR activity upon reducing the nanowire 

width and more substantial increase upon creating the nanoneedles. To evaluate whether an 

enhanced local electric field is responsible for this increased activity we apply a combination 

of continuum modeling and density functional theory (DFT). Our simulations indicate that a 

field enhancement leading to significant activity increases is not achieved at the length scales 

of the nanoneedles. Therefore, the increase in activity can rather be attributed to an increase in 

(undercoordinated) active site density upon etching the samples. Our study reveals that local 

field enhancement by means of surface morphology optimization is challenging and should not 

be confused with atomistic enhancements due to the creation of surface steps. 

Results and discussion 

Ordered vertically aligned arrays of Au nanowires are fabricated in a nanoimprinting process 

(Figure S1). Briefly, an anodic aluminum oxide (AAO) mold was used to imprint Au nanowires 

on the surface of an Au foil (see Figure S2a for an untreated Au foil) using an ultrasonic 

embossing tool.20 Scanning electron microscope (SEM) images of the as-imprinted Au 

nanowire arrays shows well-defined structure uniformly distributed across a large area (Figure 

1), which offers a model system to study the electric field effect that solely depends on the 

dimension of nanowires.  

 

Figure 1 Surface morphologies of obtained Au nanowires. The diameter of nanowires from (a) to (f) are 200nm, 

100nm, 30nm, 20nm,10nm, respectively. (f) is AuNN. inset of (f):  zoom-in image of the nanoneedles. (d) to (f) Au 

nanowires and AuNN after etching of Au_30 for 3s, 5s, 7s in gold etchant, respectively. Scale bars, 100nm (a-f) 

(f) (e) (d) 

(c) (b) (a) 
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Moreover, the fabricated Au nanowires are directly rooted in the Au foil, resulting in negligible 

interface resistance. High-resolution transmission electron microscopy (TEM) (Figure S3) 

shows the polycrystalline nature of the nanowire inherited from the polycrystalline Au foil; 

indicating that the catalytic active sites on Au nanowires should be comparable to those on Au 

foil, which reduces the influence of enhanced active site densities on the measured total activity. 

The diameter of the nanowires can be easily controlled by the nanopore sizes in AAO mold, 

which is a commercial product with excellent uniformity in pore dimension. The thinnest 

nanowires that can be obtained using this imprinting method without compromising uniformity 

has a diameter of 30 nm. In order to further decrease the diameter of the Au nanowires from 

nanowire to nanoneedle, Au etchant was employed (Figure S2d-f). X-ray photoelectron 

spectroscopy (XPS) shows only Au0 peaks on the etched sample (Figure S4), suggesting the 

chemical composition of the Au nanowire after etching remains unchanged. X-Ray diffraction 

(XRD) spectra also suggest the good crystallinity (face center cubic phase) of the as-imprinted 

nanowires was retained after etching (Figure S5). The length of the nanowires is kept small 

(~200 nm) to avoid the limited mass transport on catalyst surface. The short length of the 

nanowire also facilitates the easy demolding process (without AAO etching). 

 

Figure 2 Computed electronic field and physical roughness factor. (a) Calibration line of physical roughness factor 

on Au_100, with an insert of an AFM image of AuNN. (b) Ratio of electrochemical roughness factor and physical 

roughness factor. 

 

We measured the double-layer capacitance to obtain ECSA values, in order to obtain 

electrochemical roughness factor Re that is calculated by normalizing the ECSA values of Au 

nanowire/nanoneedle samples to that of Au foil (See Methods and Figures S9-S15). However, 

validating the ECSA obtained from double layer capacitance measurements could be affected 

by the concentrated electric field, as it is based on ion absorption on unit catalyst surface area.21 

Thus, we propose an alternative estimate of physical surface area, Rp, obtained by atomic force 

(b) (a) 
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microscopy (AFM), which is independent of electric field. By normalizing the physical surface 

area with the projected geometric area, Rp can provide a fair basis for accessing intrinsic activity. 

However, the actual Rp of the sample is challenging to measure directly because AFM tip is not 

able to reach the lowest point, i.e., the valley among nanowires, on the nanowire catalyst though 

supersharp AFM tip is used here, because the inter-nanowire distance depends on the thickness 

of the nanowalls (about 100-nm-thick) of AAO mold. Thus, initially the AFM images of the 

nanowires made using the same type of AAO mode (i.e., same average diameter) but different 

lengths were obtained (see the insert in Figure 2a for the nanoneedle sample, and Figure S6 for 

other samples). Then, the measured Rp values were plotted against the lengths of the nanowires 

with the same average diameters, as illustrated in Figure 2a, where the measured Rp values of 

Au nanowires with average diameter of 100 nm is presented. The Rp value of the actual 

nanowire catalyst was then derived by extrapolating the linear curve of RP versus nanowire 

length to the actual nanowire length (see Figure S8 and Table S1), which is measured by SEM 

(Figure S2). This approach of fitting Rp for the nanowire structures naturally bares uncertainty, 

but it serves as a viable benchmark for the ECSA estimates via Re. Assuming both approaches 

give access to the true ECSA, the ratio of Re and Rp approaches one. As Re can be 

overestimated due to changes in the field, on the other hand, this ratio should increase with the 

field enhancement. As we show in Figure 2b, we found that Re/Rp is consistently <1 except for 

10nm wide nanowires and etched nanoneedles, meaning that we either underestimate Re or 

overestimate Rp at intermediate nanowire radii. Re/Rp reaches about 1.3 for the sub-10 nm 

sample. Nevertheless, as the two estimates are generally close (ratio going from around 0.7 to 

1.3), they give us a probable range for the “true” surface area, while the trend indicates that the 

sub-30-nm samples are somehow structurally different from the other samples. 

The CO2 reduction activities of Au samples were measured in CO2-saturated 0.5 M potassium 

bicarbonate (KHCO3) with pH of 7.2, as depicted in Figure 3 and Figure S16, where the carbon 

monoxide (CO) product was quantified using gas chromatography. The maximum Faradaic 

efficiency (FE) for CO production was found to be over 70% in all samples we have studied, 

as shown in Figure 3a. This comparison also indicates that selectivity of nanowires/nanoneedles 

are not significantly affected by short (~200 nm) nanowire diameters/densities, which rules out 

the influence of different mass transport limitation on various nanowires/nanoneedles. The CO 

partial current densities at -0.6 V vs. reversible hydrogen electrode (RHE) were firstly 

normalized to Re, i.e., jCO_Re, as shown in Figure 3b. All the measured samples fell into three 

groups on the plot, i.e., Au foil, as-imprinted samples (Au_200, Au_100, Au_30), and etched 

samples (Au_20, Au_10, and AuNN). The sharp current density increase from Au foil to the 

as-imprinted samples can be attributed to the higher surface roughness of the as-imprinted 

sample, which is beneficial for CO2RR over hydrogen evolution reaction due to their different 
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mass transport responses to surface morphology, i.e., more porous surface increases FE of 

CO2RR22,23. This is consistent with the higher FECO (85.5% for Au_200 vs 68.6% for Au foil) 

observed in Figure 3a. Moreover, the kinetics of the CO2RR also increases greatly as shown in 

Figure 3c, where the Tafel slopes of the cylinders are significantly lower than that of Au foil 

(120 mV dec-1). In contrast, the current densities and Tafel slopes of various as-imprinted 

sample remain similar despite the large difference of their diameters (from 200 to 30 nm). Such 

small variations of current density and Tafel slope suggest that the as-imprinted samples have 

similar activity and kinetics, originated from similar types of active sites and rate determining 

steps (RDS). Notably, another current density leap is seen from as-imprinted sample to the 

etched samples. The current density remains similar for etched samples despite their very 

different diameters of 20, 10 and sub-10 nm. Moreover, the Tafel slope at low current density 

generally decreases with nanorod diameter combined with a reduction in onset potential (-0.4V- 

-0.2V) across the samples. A consistent change in Tafel slope appears upon increasing the 

overpotential for every system but the foil, particularly clear for the samples with an onset 

potential around -0.2V. It has been suggested previously that different kinetic regions exist, 

with CO production being limited by a PCET step (to form *COOH) at very low overpotentials, 

followed by a region limited by CO2 adsorption at intermediate potentials, until finally a region 

limited by mass transport limitations.24,25 The Tafel slopes and changes in slope for the low 

overpotential data present in this study would be consistent with this hypothesis. 
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Figure 3 Electrochemical performance. (a)  Faradaic efficiency of Au samples. (b) CO partial current density at -

0.6 V vs. RHE normalized to electrochemical roughness factor. (c) Tafel slope normalized to electrochemical 

roughness factor. (d) CO partial current density at -0.6 V vs. RHE normalized to physical roughness factor. Each 

current density value in b, c, d was obtained by averaging the data from 3 different tests (see Table S2). The red and 

blue dashed circles in b, d indicate etched and unetched samples respectively. 

The current density normalized via Rp, i.e., jco_Rp, presented in Figure 3d, revealed the same 

qualitative trends as jco_Re; (1) all the samples can be grouped into categories, i.e., Au foil, as-

imprinted samples (Au_200, Au_100, Au_30), and etched samples (Au_20, Au_10, and AuNN) 

based on their locations in the plot; (2) there are obvious current density leaps from one group 

to the other; and (3) there are small differences among the as-imprinted samples. As the Rp 

estimates are lower for the etched samples (Table S1), we now also observe differences among 

these, as delineated by the red dashed oval in Figure 3d. Specifically, jco_Rp increases from 2.4 

to 3.9 mA/cm2 when nanowire/nanoneedle diameter decreases from 20 nm to sub-10 nm, 

corresponding to roughly 60% increase in activity across the etched samples. This tuned activity 

could be the result of an enhancement of the electric field. However, it may also be a result of 

the synthesis process itself, at the activity appears to change abruptly once etching is introduced. 

In order to confirm or exclude higher a higher density of active sites after etching. The surface 

of the etched samples are examined by TEM, as displayed in Figure 4. Obvious pits (yellow 

dashed curves) appear on the surface of etched samples including Au nanoneedle (Figure 4a 

and Figure S17) and nanowires (Figure 4b). Such pits are not observed to the same extent on 
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the as-imprinted Au nanowires that have a much more uniform and smooth surface (Figure 4c), 

suggesting that the as-imprinted samples have great crystallinity inherited from Au foil. A 

typical face-centered cubic (FCC) structure can be seen on all nanowires with plane spacings 

of 2.35 and 2.04 Å corresponding to facet (111) and (200), respectively, as depicted in both 

FFT spots (inset of Figure 4d) and high-resolution TEM (HRTEM) images (Figure 4d-f). When 

focusing on the pit area on the surface, stepped facets, beside facet (111) and (200), can be 

observed, as delineated by the red arrows in Figure 4d and 4e. In contrast, the kinked or stepped 

facets are not observed on large parts of the as-imprinted Au nanowire (Figure 4f). We note 

that, that lead deposition experiments have shown, that even on highly ordered surfaces, even 

the small numbers of “defects” in the form of kinks or steps are still overwhelmingly 

responsible for the CO2 reduction activity on Au facets.26 The much higher current density in 

both Figure 3b and 3d are attributed to an increase in the availability of these stepped facets 

and kinks, as will be discussed later. 

 

Figure 4 The microstructure characterization. (a-b) ADF-STEM image of Au nanoneedle and etched Au_20. (c) 

TEM image of Au_100. (d-f) High-resolution TEM images of AuNN, Au_20 and Au_100 surfaces respectively. Scale 

bars, 10nm (a-c) and 2nm (d-f). 

To further verify the role of a concentrated electric field on a microscopic level, we employed 

in situ surface enhanced Raman spectroscopy (SERS), as depicted in Figure 5a and Figure S18. 

Briefly, the Au nanostructure electrode was assembled into a customized single chamber cell 

as a working electrode. Raman signal was collected to monitor the CO2RR process when 

negative potentials were applied on the working electrode (See Methods for details). The 

changes in the local electric field can be reflected in the peak position of chemically absorbed 

carbonate (νs CO3
2- at ~1065 cm-1), which has previously been identified on copper during 

CO2RR,  probably stemming from the bicarbonate buffer (Figure 5b and Figure S19).27 In our 
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case, the peak can be only observed when applying a potential of -0.4 V vs. RHE or lower, as 

depicted in Figure S18. Redshift to lower wavelength is observed when the diameter of the 

nanowires/nanoneedles decreases. Such a redshift is similar to the earlier report where redshift 

of this peak was seen when the applied potential increased and it was attributed in part to 

increased electric field in double-layer and in part to changes in the coverage of carbonate 

(dipole-dipole interactions)27,28. A redshift of ~7.7 cm−1/V was observed on the 100-nm-thick 

Au nanowires, measuring the peak shift from -0.4 to -1.0 V vs RHE. In the copper study 

mentioned, changes in the dipole-dipole interactions appeared as the main contributor to the 

peak shift, when cathodic of the PZC (~7 cm−1/V vs. ~5 cm−1/V for the field effect). The two 

have not however been decoupled here. Across the different structures a redshift ~7.4 cm−1 was 

observed when comparing Au nanoneedles with 200-nm-thick Au nanowires kept at the same 

potential (Figure 5c). Notably, the trend in the peak shift does match the activity enhancements 

observed under the same applied potential. The observed Raman shift once again suggests that 

either of two effects are present, or a combination of the two; coverage effects and/or intrinsic 

enhancement of the electric field. If we assume the peak shift is entirely due to the enhanced 

electric field, the redshift of ~7.4 cm−1 this is equivalent to the field enhancement of a 1 V 

change in potential. As *CO2, the RDS below -0.4 V vs. RHE, responds strongly to field, we 

would expect field enhancements of this size to translate into an improvement in the binding of 

0.3-0.4 eV (see ab-initio calculations below of details).  Such an enhancement would translate 

into 3-4 orders of magnitude increase in activity assuming it follows Arrhenius’ law, which is 

much larger than the activity enhancements observed here. Alternatively, dipole-dipole 

interactions has been shown to lead to similar sized redshifts both on Cu with SERS29 and for 

sulfate on Au with SEIRAS.30 Looking at the trend in Figure 5c, it is noticeable that the redshift 

is larger for the etched samples. If we attribute the redshift to dipole-dipole interactions, this 

would mean that the etched samples have a lower carbonate coverage, as lower coverage 

weakens the dipole-dipole interactions, thus lowering their collective vibrational frequency. By 

etching the samples, we are changing the distribution of flat/stepped/defect sites which might 

in itself lead to intrinsically poorer chemisorption of carbonate (or better), while the improved 

binding of *CO2 may further limit the carbonate coverage, both of which would lead to a 

redshift of the peak relative to the unetched samples. Once again our results suggest that there 

are multiple simultaneous effects convoluting the trends in activity, and while we may have 

enhanced the field slightly by increasing the curvature, the main contribution to the activity 

increases comes from changes in the surface morphology, i.e. active site density. 
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Figure 5 Raman spectra. (a) Raman schematic and spectra on Au samples. (b) Raman shift of 1066 cm-1 peak on 

Au_100 sample at varying potential. (c) Raman shift of 1066 cm-1 peak on Au samples at -0.6 V vs RHE. 

The electric fields of Au nanowires with various diameters were calculated from COMSOL 

Multiphysics,2 as displayed in Figure 6a (See also Figure S6). The electric field strength is 

inversely proportional to the diameter of the nanowire. However, significant electric field 

enhancement is observed only when the diameter is below 2-4 nm, i.e., corresponding to about 

10% activity increase from 200 to 4 nm, a further 11% from 4 nm to 2 nm and ultimately below 

2 nm, a >450% increase can be observed at 0.2 nm, relative to the activity of the 200 nm rod. 

It is worth noting that the activity increases are exponentially dependent on the field 

enhancement, and translating the increases into activity increases, we find that the actual field 

enhancements calculated are all essentially negligible, compared to potential-induced changes 

for instance, except for the 0.2 nm system. However, we stress that the 0.2 nm result is only 

included to illustrate the length scales necessary to achieve significant enhancement, as it would 

essentially correspond to a single-atom string of gold atoms (the Au-Au distance of bulk Au is 

around 0.3 nm).   
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Figure 6 Modeling of electric field and active sites. (a) Changes in the electronic field on the surface of the Au 

structures relative to the field on the Au foil, along with their respective relative activities (b) Free energy diagram 

for the reaction of CO2 to CO on Au, for the 111, 100 and 211 facets at 0V vs. RHE. (c) Free energy diagram for the 

reaction of CO2 to CO on Au(211) at varying potential vs. RHE. (d) Comparison of ECSA normalized partial current 

densities towards CO for this study and several other experimental studies, including other attempts to nanostructure 

gold. Data from Ringe et. al25, Chen et. al13 and Dunwell et. al38. 

Next, in order to understand the implications of the surface morphology changes, we obtain 

more insight on the activity, active sites as well as rate determining step(s) through density 

functional theory (DFT) calculations. As CO was the major product for most of the potential 

range across all samples studied, we focused on the pathway towards CO, and compared for a 

range of different facets. Specifically, the reaction energetics were studied on the two most 

dominant facets, (111) and (100), along with the (211) facet as a proxy for the stepped and 

kinked defects introduced. As the free energy diagram in Figure 6b shows, the *CO2 and 

*COOH are substantially stabilized on the stepped (211)-surface. From the FED’s, we observe 

that the RDS is predicted to be *COOH formation at low reducing potentials, until a switch of 

RDS to *CO2 adsorption happens around −0.4 V vs RHE. Additionally, it is worth noting that 

the only intermediate that exhibits a significant response to changes in potential due to changes 

in the interfacial field is *CO2 with a potential response of 0.36 eV/V. *COOH and *CO do 

exhibit potential responses of 1.12 eV/V and 1.93 eV/V, but here the main contribution is the 

destabilization of the proton-electron pair with negative potentials, while the response to a 

change in electric field only amounts to 0.12 eV/V and -0.07 eV/V for *COOH and *CO, 

(b) 
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respectively. Consequently, even if any field enhancement did occur across the nanorods, the 

effect should be small for any CO2 reduction where the formation of *COOH is the RDS. At 

overpotentials where the formation of *CO2 is the RDS, the effect should be much more 

pronounced. This does not seem to be the case, regardless of whether the change in RDS is 

determined based on the FED energetics or Tafel analysis of Figure 6d, which shows an 

apparent change in Tafel slope at potentials slightly less cathodic than −0.4 V vs. RHE. 

Additionally, what we can ultimately deduce from Figure 6c, which shows the data of this study 

plotted together with ECSA normalized CO production currents for other select studies, is that 

the activities of all four studies are quite close. Even with distinctly different synthesis methods 

for high curvature structures (this study) as well as oxygen-derived structures (Cheng et. al), 

suggesting that the intrinsic enhancement is largely absent. What can also be observed however, 

is the absence of detailed probing of the low overpotential regime of CO production (−0.2 to 

−0.4 V vs RHE) available in the literature, where this study offers a unique insight into this 

region, confirming the hypothesis from theory that there is indeed a region where CO2R on gold 

is limited by the formation of *COOH. 

Conclusion 

Ordered vertical Au nanowire arrays were fabricated by room-temperature nanoimprinting, 

which retains the similar crystallinity and thus surface properties of nanowire as that of the 

starting Au foil. Such a platform offers a model system to investigate the role of concentrated 

electric field on CO2RR activity. Au etching further decreases the feature size of nanowires and 

amplifies the enhancement effects of concentrated electric field on CO2RR, while 

simultaneously increasing the site density of the active stepped sites. Two different approaches 

were employed to access intrinsic CO2 activity; ECSA as well as physical surface area obtained 

by AFM. These both yielded similar roughness factors and thus same qualitative trends. The 

intrinsic activity does increase with reduced nanorod diameter, particularly below the 30 nm 

samples where etching is employed. The results of these particular rods are however convoluted, 

as the etching method introduced to reduce the diameter below 30 nm introduces a significant 

increase in the density of stepped defects/sites. As shown with DFT, (211) step sites are 

significantly more active than the flat (111) and (100) sites, and coupled with continuum 

modeling of the electric field, it seems that the former is the major driver of the increased 

activity observed. Steps and kinks introduced by Au etching optimize the activity of Au 

nanoneedle, as verified by DFT calculations. Crucially, this study is able to thoroughly probe 

the low overpotential region of CO2R on gold, which reveals that the reaction undergoes a 

change in RDS going from low to intermediate overpotentials. The activity enhancement 

however, seems to be largely similar across the potential range investigated, which again 
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indicates that the field enhancement is in fact not the main contributor to the activity 

enhancement, as different potential regions should exhibit markedly different field responses 

based on changes in the RDS. This insight can be leveraged in future studies of potential field 

effects, to deconvolute the effect from others by probing and measuring the activity response 

in regions that exhibit different responses to the electric field. With this work, we shed light on 

the elusive role of concentrated electric field on CO2RR, which could be applicable on catalysts 

beyond Au and reactions beyond CO2RR.    
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Experiments and methods 

Materials Preparation 

Gold nanowires were prepared through an ultrasonic nanoimprinting method we previously 

reported. Gold foils with the purity of 99.99% were washed by immersion and sonication for 

15min in acetone, isopropyl alcohol, ethanol and deionized water, sequentially. The AAO 

template and one piece of washed Au foil were placed in the ultrasonic nanoimprinting machine. 

20 nm-Au nanowires, 10nm-Au nanowires, and Au nanoneedles were prepared by etching 30 

nm-Au-nanowires in gold etchant (Sigma) for 3 sec, 5 sec and 7 sec, respectively. 

Material characterization 

All SEM images were obtained using a JEOL 7600F instrument. TEM images were obtained 

by JEOL-2100F, Japan. The structural characteristics of samples were measured by X-ray 

diffraction at room temperature on a Paralytical Xpert Pro instrument. Compositions were 

investigated by Kratos Axis Supra. Park System NX10 was used to obtain AFM images. Raman 

spectroscopy was carried out on a WITec CRM200 confocal Raman microscopy system with 

the excitation line of 633 nm and an air-cooling charge-coupled device (CCD) as the detector. 

Electrochemical Measurements 

Electrochemical experiments were conducted in a customized H-cell, separated by an ion 

exchange membrane (AMV from AGS, Japan). Certain amounts of KHCO3 (99.7%, Sigma-

Aldrich) were dissolved in Millipore water (18.2 MΩ cm) to prepare the 0.5 M electrolyte. A 

pre-electrocatalysis process was conducted for 24 h to remove contaminants in the electrolyte. 

Before reaction, the electrolyte was purged continuously with CO2 for 30 min. A Pt wire 

(Sigma-Aldrich, 99.99%) was used as counter electrode and Ag/AgCl as reference electrode. 

For product analysis, CO2 reduction experiments were started by a chronoamperometric step 

applied by a BioLogic VMP3 workstation. After 30 min of electrocatalysis at a constant 

potential, a sample of gas was analyzed by gas chromatography (Agilent 7890B) to detect the 

products. 

Physical roughness factor measurement 

AFM (Park System NX 10) was employed to obtain the surface topography of the samples. 

Since the inter-nanowire distances are very small due to the ultrathin nanowalls of AAO mold 

(100-nm-thick for AAO with 200nm-wide pores, and 35-nm-thick for AAO with 100 nm or 

smaller diameter pores.), it is impossible to reach the valley between nanowires on the as-

imprinted sample with height of ~200 nm. We thus used the high-aspect ratio tip with 125 μm 
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length and >10:1 aspect ratio (NanoWorld, AR10-NCHR-3) to obtain the most accurate 

topography possible. A typical resonant frequency of ~287 kHz, and tapping mode were used 

to get 1 μm by 1 μm AFM images. All scans on the samples were performed under a constant 

amplitude (50 nm) and a low scan rate (1 Hz).  

Electrochemical roughness factor measurement  

Double-layer capacitances of Au samples were measured at potential windows with no faraday 

reactions occur in 0.5 M Argon-purged potassium chloride (KCl) aqueous solution. The scan 

rates are set as 5, 20, 40, 60, 80, 100 mV/s. The slope of linear fitting result is the double layer 

capacitance of each sample. After dividing the double layer capacitance by the value of Au foil 

measured in this work, the electrochemical roughness factor could be obtained. 

COMSOL Multiphysics simulations 

To study the charge behavior at Au nanowires, electric field and current density were simulated 

with COMSOL. The electric field was modeled as the gradient φ of the electrostatic potential 

φ which was found using Poisson’s equation. In cylindrical 1D coordinates this is given as: 

1

𝑟

𝜕

𝜕𝑟
(𝑟

𝜕𝜙

𝜕𝑟
) =

𝜅2

𝑒 ⋅ β
⋅ sinh(𝑒 ⋅ 𝛽 ⋅ 𝜙) 

With 𝑟  being the cylinder radius, 𝑒  being the elementary charge, 𝛽  the thermodynamic 

temperature 1/(𝑘𝐵𝑇), where 𝑘𝐵  is the Boltzmann constant and 𝑇  the temperature. 𝜅  is the 

inverse Debye length given as 𝜅 = √
2⋅𝑒2⋅𝑛⋅𝛽

𝜖
, with 𝑛 being the number density and 𝜖 being the 

permittivity, in this case of water. 

It was implicitly assumed from this 1D cylinder model that the cylinder was infinite and 

uniform such that 𝜙(𝑟, 𝜃, 𝑧) ≈ 𝜙(𝑟). The model calculated the potential/field on the surface of 

the side of the cylinder. Additionally, a set of boundary conditions were required to solve the 

system. Trivially, it was assumed that the electric field in the bulk is constant, referenced as 0: 

lim
𝑟→∞

𝜙(𝑟) = 𝜙0 = 0 

Furthermore, the total capacitance of the double layer separating the surface and the bulk was 

split into two components, cH, for the Helmholtz layer, and cGC for the Gouy Chapman (or 

diffuse) layer with 𝑐𝐻 =
d𝜎

d(𝜙𝑚−𝜙‡)
 and 𝑐𝐺𝐶 =

d𝜎

d(𝜙‡−𝜙0)
. 𝜎 is the surface change density and 

𝜙𝑚 , 𝜙‡ is the potential of the metal and at the reaction plane respectively. 

Using Gauss’ law 𝜎(𝑟) = lim
𝑟→𝑅

𝜖
d𝜙(𝑟)

d𝑟
 and assuming a constant Helmholtz capacitance 𝑐𝐻 , a 
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Robin boundary condition emerges on the surface of the cylinder31: 

lim
𝑟→𝑅

𝜖
d𝜙(𝑟)

d𝑟
= 𝑐𝐻((𝜙𝑚 − 𝜙𝑝𝑧𝑐) − (𝜙(𝑅) − 𝜙0)) 

This allowed us to iteratively solve for the potential as a function of the radial distance 

numerically, with the following assumptions: 

• 𝑧 → ∞ ; infinite length,  no z-component 

• 𝜙𝑝𝑧𝑐 = 0.4 𝑉; PZC of gold 

• 𝑐𝐻 = 20 μF cm2⁄ ; constant Helmholtz/Stern layer capacitance 

• Adequately separated rods;  no overlapping fields 

• No diffusion limitations 

Finally, the field was found from the gradient of the potential at 𝑟 = 𝑅, at -0.6 V vs. RHE. 

Next, in order to convert the field to an adsorption energy, we need to know how the 

electrostatics of the system relates to the energetics/activity. This has been quantified from 

fitting a parabola to a range of formation energies of *CO2 (E) on (211) at varying surface 

charge densities ():24 

Δ𝐸𝜎 = Δ𝐸𝜎=0 + Δ𝑎𝜎 ⋅ 𝜎 + Δ𝑏𝜎 ⋅ 𝜎2 

Δ𝐸𝜎 = 0.74eV + 2.98 ⋅ 10−2
cm2

μC ⋅ eV
⋅ 𝜎 − 2.87 ⋅ 10−4 (

cm2

μC ⋅ eV
)

2

⋅ 𝜎2 

We can directly relate the field to the surface charge density through Gauss’ law above. 

Additionally, we can relate activity to energetics, assuming it follows an Arrhenius Relationship: 

𝑘 = 𝐴e
−𝐸𝐴
𝑘𝑏𝑇  

Where k is the rate constant, 𝐸𝐴 the activation energy and A the pre-exponential factor. As we 

are interested specifically in any activity enhancements, we can calculate the rate of a cylinder 

with radius “i” relative to that of the foil (“ radius cylinder”): 

𝑘𝑟𝑒𝑙,𝑖 =
𝑘𝑖

𝑘∞
=

𝐴𝑖e
−𝐸𝐴,𝑖
𝑘𝑏𝑇

𝐴∞e
−𝐸𝐴,∞

𝑘𝑏𝑇

≈ e
𝐸𝐴,∞−𝐸𝐴,𝑖

𝑘𝑏𝑇  

Assuming that the pre-factors are similar, i.e., 𝐴𝑖 ≈ 𝐴∞, which includes the assumption that the 

adsorbates are similar in structure and as a result has largely the same change in entropy. 

Now, if we assume that the adsorption barrier is low, such that 𝐸𝐴 ≈ Δ𝐸, we can relate the 

relative rate to Δ𝐸𝜎 and thus the field through 𝜎: 

𝑘𝑟𝑒𝑙,𝑖 ≈ e
Δ𝐸𝜎(∞)−Δ𝐸𝜎(𝑖)

𝑘𝑏𝑇  

DFT simulation details 

The energetics reported in this paper are all calculated using GPAW,32,33 using the Solvated 
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Jellium Method (SJM)34 to get constant-potential free energies. The systems were all optimized 

on a real-space grid with a grid-spacing of 0.18 Å. The exchange-correlation contributions were 

approximated using the BEEF-vdW functional.35 All surface calculations employed periodic 

boundary conditions in the xy-plane and a dipole correction in the z-direction perpendicular to 

the surface. 3 x 4 x 4 unit cells with the two bottom layers fixed were used for all facets. 

Monkhorst-Pack k-point grids of 5 x 3 x 1 and 4 x 3 x 1 were applied for the 211 and the other 

facets respectively. A 0.1 eV / kB Fermi smearing was used. Forces were converged to 0.03 eV 

/ Å. SJM uses an effective potential cavity solvation model implemented into GPAW by Held 

and Walter.36 The parameters used were: Bondi’s van der Waals radii 37 multiplied by a factor 

of 1.1 following a benchmark of  the capacitance to 20 μF⁄cm2.  Strength of the repulsion at the 

atomic radii controlling the cavity size, u0=0.18eV, surface tension 0.001148 Pa*m (Both taken 

from36), (maximal) dielectric constant (𝜖) of 78.36 and temperature of 298.15 K. The counter 

charge in SJM was chosen as a 2.5 Å thick jellium slab at z=25 Å in each unit cell. The tolerance 

for the electrode potential deviation from target potential was set to 10mV.  

Operando SERS measurement 

The CO2RR on Au nanowires/nanoneedles was performed in a customized single chamber cell 

filled with 0.5M KHCO3 for operando SERS measurements. Before measurements, CO2 was 

continuously bubbled into the electrolyte for 30 min. The wavelength of the excitation laser 

was 633 nm, and Raman shift was calibrated by using a silicon wafer. Each Raman spectrum 

was recorded with three accumulations over an acquisition time for 30 s. 
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