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Abstract — Nanodiamonds have attracted attention in recent years for their exceptional albedo of slow neutrons. Several theoretical models have been proposed to compute the total elastic cross section. However, these models neglect the relatively complex internal structure and chemical composition of the diamond nanoparticles, relying often on the monodisperse structureless spheres approximation. In this work, we explore the possibility of adding the small-angle neutron scattering (SANS) process for nanodiamonds to NCrystal, a library that enables calculations for Monte Carlo simulations of neutrons in polycrystalline materials and powders. This approach aims to describe the scattering process also at neutron wavelengths below the diamond Bragg cutoff where simple models usually struggle. The extension relies on modeling the SANS process through the fitting of experimental data as well as theoretical inputs. The code can then be coupled with an existing simulation framework, such as McStas, and benchmarked in different setups. We tested the plugin for two properties of diamond powder nanoparticles: the backward reflection of very cold neutrons and the quasispecular reflections of cold neutrons. The validation of this simulation tool is intended to pave the way for the design of the beam extraction system for a future high-intensity cold neutron moderator at the European Spallation Source.
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I. INTRODUCTION

Nanodiamonds (NDs), with exceptionally high very cold neutron (VCN) albedo\(^1\) (diffuse reflectivity at all incidence angles) and cold neutron (CN) quasispecular reflectivity at small angles, are a candidate to fill the so-called energy gap in reflectors for CNs and VCNs (Ref. 2). Since NDs represent a particularly promising material for the design of beam extraction systems for CN and VCN sources, there is great interest in the measurement of ND neutron scattering cross sections,\(^3\)\(^–\)\(^5\) as well as in their implementation in neutronic simulations codes.\(^5\)\(^–\)\(^7\)

From a theoretical point of view, the outstanding performance of NDs is mainly due to the large coherent scattering cross section (\(5.55\) b at standard thermal energy) associated with both low absorption (\(3.5\) mb at standard thermal energy) and low inelastic scattering. Moreover, ND powders with nanoparticles of an average size of 4 to 5 nm obtained from detonation\(^8\) (DND) are currently available on an industrial scale, which makes them a suitable choice for the production of real full-sized
neutron reflectors. Some challenges in the use of DNDs lie in the possibility of both hydrogenous contamination on the nanoparticle surface, which causes neutron losses, or upscattering to thermal energies\cite{9} and clustering, which is the close packing of neighboring DNDs; both of which have the effect of reducing the overall reflection efficiency.\cite{10}

Theoretical models have already been proposed to compute the total elastic cross section.\cite{5,11} However, these models are limited by the structureless sphere approximation (mono or polydisperse), which neglects the complex internal structure of NDs. In this work, we seek to overcome this limitation by adding the small-angle neutron scattering (SANS) process to the NCrystal libraries\cite{12} for elastic and inelastic bulk physics, with the aim to describe neutron scattering also at neutron wavelengths below the diamond Bragg cutoff, where simple models are insufficient.

This plugin extends the simulation potential of the library by modeling SANS through both the empirical models, i.e., fitting existing experimental data, and the theoretical models. The possibility of loading experimental data directly also has been implemented, allowing users to plug in their own SANS measurements of a particular ND sample. The code (available at Ref. 13) is coupled to the McStas simulation framework\cite{14} and has been benchmarked in different setups. We test the plugin for two aspects of ND scattering: the backward reflection of VCNs and the quasispecular reflections of CNs. The validation of this simulation tool is intended to pave the way for the design of a beam extraction system for the high-intensity CN and VCN sources at the European Spallation Source (ESS).

We introduce in Secs. II and III the empirical and theoretical models used to fit the experimental $I(q)$, with $q$ being the usual notation for the scattering vector and $I(q)$ the differential microscopic cross section $\frac{d\sigma}{dq}(q)$. In Sec. IV, we give an overview of the implementation. Finally, we show the validation of the code for the backward reflection of VCNs and quasispecular reflections of CNs in Sec. V.

II. EMPIRICAL MODELS

In this section, we present two analytical functions used to fit experimental $I(q)$ data: a piecewise power-law model and the more common Guinier-Porod parameterization. This approach was inspired by the work of Granada et al.\cite{6,15} These empirical models are applied to the SANS $I(q)$ measured by Teshigawara et al.\cite{3} It should be noted that these models are not intended to be an accurate microscopic description of the neutron interactions with matter, but more of an explanation of the observed behavior.

II.A. Piecewise Power Law

In Ref. 6, the experimental data were fitted using the unified exponential/power-law approximation, as expressed in Eq. (3) in Ref. 16. Here we simplify the function into a piecewise power law:

$$I(q) = \begin{cases} A_1q^{b_1} & q < Q_0 \\ A_2q^{b_2} & q \geq Q_0 \end{cases}$$  \hspace{1cm} (1)

where $b_1$ is the slope of the line in the log-log scale, $Q_0$ is the length of the scattering vector defining the boundary between the two regions, and $A_i$ is a scaling factor that accounts also for boundary condition at $Q_0$. The results, along with the initial data, are shown in Fig. 1. The piecewise power-law approximation allows us to analytically compute the total SANS cross section with a closed-form expression,

$$\sigma(k_0) = \int I(q)d\Omega = \frac{2\pi}{k_0^2} \int_0^{2k_0} qI(q)dq$$  \hspace{1cm} (2)

hence, Eq. (1) leads to

$$\sigma_{\text{SANS}}(k_0) = \frac{2\pi}{k_0^2} \left[ \oint_0^{Q_0} qI(q)dq + \oint_{Q_0}^{Q_{0}} qI(q)dq \right]$$
$$= \frac{2\pi}{k_0^2} \left[ A_1Q_0^{b_1+2} + A_2 (2k_0)^{b_2+2} - A_2 Q_0^{b_2+2} \right]$$  \hspace{1cm} (3)

where $k_0$ is the length of the incident wavevector.

II.B. Guinier-Porod Model

A widespread parametrization of the SANS absolute intensity is the Guinier-Porod profile,\cite{17} which allows us to obtain the radius of gyration and the shape of the nanoparticles. To account for the increase of $I(q)$ in the very-low-$q$ region, an additional power-law fit is added below $Q_1$, a user-specified boundary parameter:

$$I(q) = \begin{cases} Cq^{-p} & Q_{\text{min}} \leq q \leq Q_1 \\ q^{-3} \exp\left(\frac{-q^2}{2s^2}\right) & Q_1 \leq q < Q_2 \\ Bq^{-m} & q \geq Q_2 \end{cases}$$  \hspace{1cm} (4)
The constants $B$, $C$, and $Q_2$ are determined by imposing the continuity of $I(q)$ and its derivative. More information on their values can be found in Ref. 17. The function is multiplied by a global scaling factor $A$, which further accounts for the conversion to microscopic cross section. The fit result with $Q_1 = 0.016\text{Å}^{-1}$ is shown in Fig. 1. A value of $s = 1.5$ suggests the shape of the diamond nanoparticle is in between rods and platelets.¹⁷ This is in contradiction to the known quasisphericity of the NDs, showing the limitations of these empirical models for a real system. However, the estimation of the ND radius from the fitted $R_S$ gives a value between 2.5 and 5 nm. We consider this result close enough to the average diameter of 5.1 nm (3.1 nm full width at half maximum) reported in Ref. 3. A deeper analysis of the average ND size was conducted in the same paper and is out of the scope of this work.

Even though Eq. (2) has an analytical solution for the Guinier-Porod model, adding the very-low-$q$ power law makes Eq. (4) not integrable when $p \geq 2$. For practical reasons, we opted for numerical integration to solve the problem of evaluating Eq. (2) down to a user-selected value $Q_{\text{min}}$; below this value, a constant $I(q) = I(Q_{\text{min}})$ is assumed. This assumption is consistent with the SANS theory.¹⁸ The choice of $Q_{\text{min}}$ strongly affects the value of the cross section due to the fast increase in $I(q)$ at very low $q$. Due to the empirical nature of this model, a suitable choice cannot be taken a priori, but should be guided by the result it yields. We opted to fit the cross-section measurements in Fig. 2. An optimal value was found to be $Q_{\text{min}} = 0.05\text{Å}^{-1}$, which is larger then $Q_1 = 0.016\text{Å}^{-1}$. This means that the power-law contribution is in practice not included.

II.C. User-Specified $I(q)$

To expand the code functionality, the computational tools used for the numerical calculation of the Guinier-Porod model can be used to directly sample experimental $I(q)$ from a data file. This option can be particularly useful when the analytical models are insufficient to describe the experimental behavior from special ND samples (e.g., powder mixtures). While custom SANS data could lead to more accurate modeling of the sample in possession, there is evidence of the limitations on the use of these data to samples that are substantially different.³

III. THEORETICAL MODEL

The neutron scattering cross section in NDs can be calculated using a hard-sphere model with first Born approximation (HSFBA) to calculate the scattered wave function. A full derivation can be found in the pioneering study by Nesvizhevsky et al.¹¹ The scattering amplitude from a diamond nanoparticle is given as

$$f(q) = -\frac{2m}{\hbar^2} V_0 R^3 \left( \frac{\sin(qR)}{(qR)^2} - \frac{\cos(qR)}{qR} \right),$$  (5)
where

\[ m = \text{neutron mass} \]
\[ V = \text{real part of the ND Fermi potential} \]
\[ R = \text{particle size} \]
\[ q = \text{momentum transfer}. \]

The microscopic per-nanoparticle differential cross section is given by \( |f(q)|^2 \). The calculation of the Fermi potential for a ND powder from its definition (see Eq. (5) in Ref. 11) gives

\[ V_0 = \frac{2n\hbar^2}{m} b_c n, \quad (6) \]

where \( n \) is the diamond atomic density and \( b_c \) is the carbon coherent scattering length (6.65 fm). If we take 3.53 g/cm\(^3\) as the mass density \( \rho \) of diamond inside the nanoparticle, then

\[ n = \rho \frac{N_A}{M_C} = 0.177 \text{atoms/Å}^3, \quad (7) \]

where \( M_C \) is the carbon molar mass, giving a Fermi potential of 306 neV. Since we are interested in the microscopic per-atom cross section, we need to estimate the number of carbon atoms per nanoparticle by multiplying \( n \) by the volume of a sphere-like particle:

\[ N_C = \frac{4}{3}\pi n R^3. \quad (8) \]

Finally, substituting Eq. (6) into Eq. (5), taking \( |f(q)|^2 \), and dividing by \( N_C \), we obtain

\[ \frac{d\sigma}{d\Omega} = \frac{16\pi(n b)^2 n}{N_C} \frac{1}{q^6} (\sin(q R) - q R \cos(q R))^2. \quad (9) \]

This is implemented in NCrytal with \( R \) as a user-controlled parameter. The approach used to evaluate \( \sigma_{\text{SANS}} \) is once again numerical, even though an analytical solution of Eq. (2) exists. Since a ND powder is more realistically described by a distribution of nanoparticles with different radii, the plugin offers the possibility of passing a file with a list of radii and their respective frequencies. In Fig. 1, we show two comparisons between experimental data from Ref. 3 and the calculation made with both Eq. (9) for a fixed 2.5-nm-radius ND powder and a polydisperse sample using the radii distribution from Ref. 10.

IV. SANSND PLUGIN

From release v2.2.0, NCrytal provides support for plugins to extend existing features, for instance by introducing new or alternative physics models. We implemented the elastic SANS models described in the previous sections to enable users to simulate ND powder samples. The
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SANSND plugin is available at the HighNESS repository,\textsuperscript{13} and consists mainly of a C++ code and a NCMAT data file. The first one gives instructions to NCrystal on how to evaluate the total cross section for NDs and sample a scattering vector after a collision. The second one is a text file that contains the material information in a format NCrystal can read.

The provided NCMAT file contains both the description of the diamond crystal structure for the elastic bulk physics and the density of states (DOSs) from Ref. 19 for the inelastic component. NCrystal (since v2.0.0) can expand the DOSs to a scattering kernel using the Sjolander method\textsuperscript{20} and sample it.\textsuperscript{21} The NCMAT file also contains a custom section to pass the chosen SANS model and the parameters as inputs to the plugin. An overview of the models and the parameters is given in Table I.

\section*{IV.A. Cross-Section Computation}

Sampling from a generic distribution can be easily achieved in NCrystal thanks to several utilities, mainly collected in the classes \texttt{PointwiseDist} and \texttt{IofQHelper}.\textsuperscript{22} First of all, we generate an array of \( q \) values that define the range of the distribution; then another array stores the information on \( I(q) \) according to the chosen distribution. Initializing an \texttt{IofQHelper} object by passing the two arrays will make available the method \texttt{calcQIofQIntegral} \((E_0)\), which evaluates the integral in Eq. (2) as \( \text{CDF}(k_0) = \int_0^{2k_{\text{max}}} qI(q) dq \), where CDF as a function of \( k \) is the cumulative density function (CDF) stored as variable in the initialization phase.

\section*{IV.B. Scattering Event Sampling}

The cross section as a function of \( k_0 \) is used by NCrystal to compute the macroscopic total cross section and sample the distance to the next collision. After a collision, the code randomly picks the reaction based on the ratio of its specific cross section to the total cross section. In the case of SANS, there is no energy exchange, so only the direction after the collision needs to be sampled. Such a task is accomplished by evaluating the cumulative probability distribution

\[
\text{CDF}(k_0, q) = \frac{1}{\sigma_{\text{SANS}}(k_0) k_0^2} \int_0^q \frac{qI(q) dq}{q},
\]

or equivalently,

\[
\text{CDF}(k_0, q) = \int_{0}^{q} \frac{qI(q) dq}{q} = \int_{0}^{2k_{\max}} \frac{qI(q) dq}{q}.
\]

The sampled \( Q \) is obtained by numerically evaluating the inverse cumulative function CDF\textsuperscript{-1}(\( \xi \)) at a random number \( \xi \sim U(0,1) \). In the case of the piecewise power-law model, it is possible to compute analytically the CDF from Eq. (10).

\section*{V. VALIDATION}

The first step of the validation process is to compare the total cross section for ND powder calculated by NCrystal with the experimental values available in the literature.\textsuperscript{3,15} The cross section comparison plot in Fig. 2 shows good agreement with the experimental data for the Guinier-Porod and hard-sphere models. The only noticeable deviations can be seen between \( 1 \times 10^{-2} \) and \( 1 \times 10^{-3} \) eV, where the Teshigawara experimental data fluctuate with high uncertainty (error bars, here omitted for clarity, are available in Fig. 8 in Ref. 3). At this point, it should also be noted that the NCrystal scattering kernel of the diamond crystal lattice does not include the effects of the finite particle size of the NDs.

The differences observed for the piecewise power-law model and the input of data points can be explained by the high \( I(q) \) contribution at very low \( q \), which has

\begin{table}[h]
\centering
\caption{Overview of the Models Available for the NCrystal SANSND Plugin for Version 2.0 with the Respective Parameters}
\begin{tabular}{|c|c|c|}
\hline
Model & Input Name & Input Parameters \\
\hline
Piecewise power law & PPF & \( A_1 \ b_1 \ b_2 \ Q_0 \) \\
Guinier-Porod & GPF & \( A \ \sigma \ r_g \ m \ p \ Q_{\text{min}} \ Q_1^a \) \\
User-specified \( I(q) \) & FILE & filename \\
HSMFBA & HSFBA & \( R \ \text{in nm or R distribution filename} \) \\
\hline
\end{tabular}
\end{table}

\textsuperscript{a}Optional parameter.
the effect of increasing the total cross section. The multiplication by $q$ in Eq. (2) moderates this effect at very low $q$, so even though the piecewise power law $I(q)$ diverges at $q = 0$, it yields the same result as the pointwise distribution. As a result, these two models give SANS cross sections $\approx 2$ times higher than measured. This shows the limitation of including very-low-$q$ SANS contributions and the importance of the $Q_{\text{min}}$ parameter in the empirical Guinier-Porod model.

V.A. Backward Reflection Experiment

The experiment chosen as the first validation for the plugin was conducted by Nesvizhevsky et al. in 2008. The experiment was meant to study the scattering of VCNs on powders of NDs with a transmission measurement setup, and in accordance with the model of independent nanoparticles at rest, very intense VCN scattering was observed for the first time. We modeled the experiment in McStas using a monochromatic neutron beam impinging on a sample, $40 \times 40$ mm and variable thicknesses, defined with the NCrystal_sample component and by using the appropriate packing factor to yield a density of 0.6 g cm$^3$. The detectors, arranged according to the geometry in Fig. 3, were neutron counters with flat entrance windows of $17 \times 8$ cm arranged along the 11 sides of a regular 12-sided prism. The distance between the sample and the counter was equal to 15 cm. The solid angle coverage was close to 45%. In McStas, the detectors are ideal monitors that track the neutron intensity across the surface. The neutron backward detection probability of the sample is defined as

$$R = \frac{I(120^\circ + 150^\circ + 210^\circ + 240^\circ)}{I_{\text{TOT}}},$$

where $I$ is the sum of detected neutron intensities at the backward monitors, while $I_{\text{TOT}}$ is the total intensity impinging on the target. The forward detection probability is defined similarly by substituting the four forward detectors.

Figure 4 shows a comparison between the curve of a 0.4-mm sample calculated by McStas + plugin + NCrystal and the experimental data. The agreement between the curves is encouraging, but in the comparison with detection probability for the 6-mm sample (Fig. 4b), the model deviates from the experimental data. Our simulation does not include the contribution of absorption and upscatter from the impurities on the surface of the NDs, which becomes important for the thicker sample. Already, Nesvizhevsky and collaborators have noted that by adding this contribution, the performance of the theoretical approach is improved. Since the absorption due to contamination is not taken into account, our material corresponds to pure NDs.

V.B. Reflectometry Experiment

The second validation is meant to test the property of the ND powder to quasispecularly reflect CNs at small angles. The measurement was carried out at the D17 reflectometer at Institut Laue-Langevin, and it is reported in detail in Ref. 2. In Fig. 5, the setup is shown. In Fig. 6, we compare the probability of neutron scattering from the surface of fluorinated detonated nanodiamond (F-DND) powders as a function of the neutron wavelength and the scattering angle for incident neutrons at an angle of $\alpha = 1$ deg. As pointed out in Ref. 2, fluorination consists of a chemical treatment that removes H from DNDs and sharpens the nanoparticle form with the effect of increasing the efficiency of neutron reflection.

Since our plugin simulates pure-carbon NDs, we decided to compare our results with the F-DND sets of data. We normalized the data to the total intensity of the neutron beam hitting the Position Sensitive Detector monitor for each wavelength. The experimental plot in Fig. 6b, normalized in the same way, has a sharp vertical line at $\beta = 1$ deg, which corresponds to the specular reflection of neutrons from the surface of the thin Si window of the sample’s container. Since all
Fig. 4. Detection probability for backward scatter on a (a) 0.4-mm and (b) 6-mm ND sample. The squares are the measured points for the backward reflection, while the triangles are for forward reflection. Different models are represented with lines.

Fig. 5. Side-view scheme of the simulated Nesvizhevsky et al. measurements of quasispecular reflection at the D17 instrument at the ILL (Ref. 2). The two-dimensional position-sensitive $^3$He detector is 44 cm vertically and 33 cm horizontally.

Fig. 6. Probability of neutron scattering from the surface of F-DND powders as a function of the neutron wavelength and the scattering angle in our simulation with (a) the hard-sphere model and (b) in Ref. 2. The neutron incidence angle $\alpha$ is 1 deg.
Fig. 7. Absolute probability of neutron scattering to the detector solid angle measured as a function of the neutron wavelength from different inclinations $\alpha$ of the ND sample. The data were integrated over the vertical scattering angle $\beta$. The neutron incidence angles $\alpha$ on the sample are 1 and 3 deg. Data from Ref. 2 and the simulated setup in McStas are shown.

subsequent data are corrected for it, we decided for simplicity not to implement any Si window. Moreover, the color binning between the labels in Fig. 6b is assumed to be linear, so small differences in the binning may arise when compared to Fig. 6a. The main patterns, the average spread of the scattering angles, and the probability values are reproduced to a good degree.

In Fig. 7, we compare the absolute probabilities of scattering to the detector solid angle as a function of the neutron wavelength for different $\alpha$. These curves were obtained from Fig. 6a by integrating in the scattering angle $\beta$ (or vertical dimension of the detector). So, each point in Fig. 7 is the result of the integration of overall $\beta$, while the two sets of curves refer to $\alpha$ angles equal to 1 and 3 deg. The agreement between the experiment and the simulated setup is better for higher $\alpha$, but overall it is satisfying. In particular, our simulated ND powder seems to capture important features of the curve. The reflectivity efficiency is low at a short wavelength due to large-angle diffraction on the diamond cores, rises, and then decreases at longer wavelengths due to the finite size of the detector.\textsuperscript{2} However, experimental data do not show a jump in the reflectivity around 4. This is most likely due to the lack of a small diamond grain model in NCrystal that would broaden the Bragg edge and smear the reflectivity curve.

VI. CONCLUSIONS

We developed a plugin for NCrystal to simulate SANS from ND powder. We calculated the elastic coherent cross section in the low-$q$ range using empirical and theoretical models and validated it against experimental data in the literature.

Validation against reflectivity experiments with McStas simulations further confirmed the good performance of our implementation in modeling neutron scattering for CNs and VCNs. In particular, our simulated ND powder seems to capture important features of the real material, despite the lack of more sophisticated physics, like a model for small diamond grains. This work is part of a wider effort to achieve fast and reliable simulation tools for the design of a beam extraction system for a future VCN source at the ESS. For this reason, a future in-depth study on the enhancing reflective properties of NDs in VCN transport is foreseen.
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