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Abstract
This thesis presents an experimental and theoretical investigation of electron field emission
frommetallic micro antennas in the Terahertz (THz) and mid-infrared (mid-IR) regions of the
electromagnetic spectrum and their potential application in ultrafast spectroscopy and mid-IR
detection. The thesis begins by presenting the fundamental knowledge about THz generation
and detection, followed by an introduction to the Fowler-Nordheim field emission theory.
After the fundamentals for this thesis are explained, the performed experiments, results, and
analyses are presented.

The first experimental part of the thesis focuses on the application of metallic field emitters
for THz radiation and investigates the electron field emission into gaseous and liquid samples.
The results demonstrate that electrons can be field emitted into those media. The gaseous sam-
ples show a good agreement with the Fowler-Nordheim theory. However, the emission into
the liquid samples deviates from the expected Fowler-Nordheim trend, which is attributed to
the influence of other field-induced effects. A correction constant is introduced, taking these
field effects into account. Additionally, the study presents a simple simulation for electron
acceleration in gaseous environments and showcases the importance of the potential barrier
shape in the Fowler-Nordheim emission, and gives insights into realistic parameter choice in
the field emission theory.

The second study presented in this thesis examines a novel mid-IR photo-multiplier tube
(PMT) based on field emission nano-antennas. The study characterizes the PMT with respect
to its wavelength-dependent response, which is as well simulated using COMSOL®. As a po-
tential use case, interferometric autocorrelations with the PMT as the detector are performed
and analyzed by simulations of the autocorrelation traces. The performance of the PMT for
application in autocorrelations measurements is compared to standard 2-photon-based mid-
IR autocorrelations.

Overall, this thesis presents important findings that contribute to the understanding of electron
field emission from metallic micro-antennas and their potential applications in ultrafast spec-
troscopy and mid-IR detection. The research emphasizes the importance of understanding the
electron field emission process and the influence of other field-induced effects on the emis-
sion process. Additionally, the novel mid-IR PMT based on field emission nano-antennas
shows potential for use in mid-IR detection applications. These findings could have signifi-
cant implications for the development of new technologies in the THz and mid-IR regions.
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Resumé
Denne afhandling præsenterer en eksperimentel og teoretisk undersøgelse af elektron fel-
tudsendelse fra metalliske mikroantenner i Terahertz (THz) og mid-infrarød (mid-IR) region-
erne af det elektromagnetiske spektrum samt deres potentielle anvendelse inden for ultra-
hurtig spektroskopi og mid-IR detektion. Afhandlingen begynder med at præsentere den
grundlæggende viden omTHz-generering og -detektion efterfulgt af en introduktion til Fowler-
Nordheim-feltudsendelsesteorien. Efter at grundlaget for denne afhandling er forklaret, præsen-
teres de udførte eksperimenter, resultater og analyser.

Den første eksperimentelle del af afhandlingen fokuserer på anvendelsen af metaliske fel-
tudsendere til THz-stråling og undersøger elektron feltudsendelse i gassede og flydende prøver.
Resultaterne viser, at elektronen kan udsendes i disse medier. Gassprøverne viser en god
overensstemmelse med Fowler-Nordheim-teorien. Imidlertid afviger udsendelsen til de fly-
dende prøver fra den forventede Fowler-Nordheim-trend, hvilket tilskrives påvirkningen af
andre feltinducerede effekter. En korrektionskonstant introduceres, der tager hensyn til disse
felteffekter. Derudover præsenterer undersøgelsen en simpel simulering af elektronacceler-
ation i gassede miljøer og demonstrerer vigtigheden af potentialebarrierens form i Fowler-
Nordheim-udsendelse og giver indsigt i realistisk valg af parametre i feltudsendelsesteorien.

Den anden undersøgelse, der præsenteres i denne afhandling, undersøger en ny mid-IR fo-
tomultiplikator (PMT) baseret på feltudsendelsesnanoantenner. Undersøgelsen karakteris-
erer PMT’en med hensyn til dens bølgelængdeafhængige respons og simuleres ved hjælp
af COMSOL®. Som et potentiale anvendelsesområde udføres interferometriske autocorrela-
tioner og analyseres ved hjælp af simuleringer af autocorrelationssporene. PMT’ens ydeevne
til anvendelse i autocorrelationsmålinger sammenlignes med standard 2-foton-baserede mid-
IR-autocorrelationer.

Overordnet set præsenterer denne afhandling vigtige resultater, der bidrager til forståelsen af
elektronfeltudledning fra metal-mikroantenner og deres potentielle anvendelser i ultra-hurtig
spektroskopi ogmid-IR-detektion. Forskningen understreger vigtigheden af at forstå elektron-
feltudledningsprocessen og påvirkningen af andre feltinducerede effekter på udledningspro-
cessen. Derudover viser den nye mid-IR PMT baseret på feltudledende nanoantenner poten-
tiale til anvendelse i mid-IR-detektionsapplikationer. Disse resultater kan have betydelige
implikationer for udviklingen af nye teknologier inden for THz- og mid-IR-regionerne af det
elektromagnetiske spektrum.
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Introduction
The common theme of this thesis revolves around the field emission of electrons by light
waves. In the first part, this theme is explored through the application of Terahertz radiation,
while the second part investigates the utilization of mid-infrared radiation to drive the field
emission process.

Electron field emission is a quantum mechanical process of an electron tunneling through
the potential barrier of a medium into free space when an electric field is applied to the surface
of the medium.

The first observation of field emission by Winkler dates back to the 18th century [1]
but could not be explained as an electron escaping the medium until Thomson described
the electron in 1897 [2]. In 1922, Lilienfeld published an article [3] that drew the attention
closer to the process. Many physicists work on the explanation of the problem, among others,
Millikan, Schottky, and Oppenheimer [4]. Fowler and Nordheim published then, in 1928, the
mathematical elucidation of the problem [5], which is, until today, the theoretical basis for
the description of the electron field emission.

In the static electric field, electron field emission is, for instance, applied in field emission
microscopy [6] or in high-resolution scanning electronmicroscopes [7]. However, the electric
field of light waves can cause electron field emission as well. An indicator of whether the
applied frequency of the radiation leads to electron emission due to multiphoton absorption or
field emission is the Keldysh parameter γ [8]. For γ ≪ 1, field emission is more likely than
multiphoton absorption. This is the case for the Terahertz and mid-infrared radiation applied
in this thesis.

In the past, Terahertz andmid-infrared induced field emission from different emitters such
as nanorods [9], single-tip emitters [10–13], and metallic antennas [14] were investigated and
applied in novel technologies [15, 16].

In this thesis, Terahertz and mid-infrared have been utilized to field-emit electrons from
metallic metasurfaces. The research question for the THz part of this thesis is to verify the
direct Terahertz-driven electron field emission into liquids and their possibility of triggering
a chemical reaction in the liquid environment. On top of that, the influence of the strong THz
field on the liquid shall be considered. For the mid-IR part, the research question is more
of technological origin. It should be answered how well the field emission performs as a
broadband mid-IR detector and whether it can be applied in autocorrelation measurements.

To address these research questions, the thesis is structured into two parts. The first part,
Fundamentals, introduces the underlying concepts and methods applied in the thesis. The
chapter on THz techniques covers the generation of THz radiation with a focus on optical
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rectification, as well as THz detection and calibration of field strength. The second chapter
provides an overview of electron field emission and describes the metasurfaces used in the
experiments. The second part of the thesis, Experimental Techniques and Results, is dedicated
to the experiments and their findings. This part consists of two chapters, one on THz field
emission titled Electron Triggered Reactions in Liquids and Gases, and the other on mid-IR
PMT based on field emission named Mid-IR PMT based on Field Emission. Each chapter is
structured with an introduction, a description of the methods and tools, an experimental and
results section, and a conclusion. Finally, the thesis is concluded with a summary of the key
findings and their implications for future research.



Part I
Fundamentals





CHAPTER1
Terahertz Radiation

This chapter aims to provide a broad overview of terahertz (THz) techniques, concentrating on
THz generation and detection. The primary focus will be on sources based on lithium niobate,
LiNbO3 (LN) that utilize a tilted pulse front (TPF) pump scheme. For THz detection, electro-
optic sampling (EOS) will be discussed, as well as other detection methods. Lastly, possible
approaches for THz field calibration will be debated.

1.1 THz Radiation

The THz regime is loosely defined as spanning from 0.1 to 30 THz in the electromagnetic spec-
trum. This spectral range was formerly known as the ”THz Gap” due to the lack of emitters
and receivers available. Nonetheless, THz radiation presents numerous valuable properties
for scientific and technological applications, including time-of-flight measurements [17, 18],
spectroscopic tools [19], and even communication [20]. Consequently, researchers and engi-
neers have made considerable efforts to bridge the ”THz Gap.” Various approaches, from the
electrical and optical sides of the spectrum, have been developed to create sources that cover
the THz range.
Generating THz radiation using electrical elements is challenging because of parasitic capac-
ities and the saturation of electron drift velocity in semiconductors. These factors make it
difficult to use the same technologies for THz generation as for microwaves. Nonetheless,
backward wave oscillators and gun diodes offer the possibility of generating up to 1 THz, but
power output drops significantly for higher frequencies [21, 22]. Semiconductor devices are
unsuitable for THz generation due to the low energy of THz radiation (4.14 meV), which cor-
responds to an energy of 48K and is prone to thermal noise. However, recent advancements
in quantum cascade laser technology have made it possible to create THz sources based on
semiconductor quantum structures [23].
Femtosecond laser pulses are applied to approach the THz regime from the optical side.
The optical pulse pumps different materials like semiconductors for photoconductive an-
tenna (PCA) [24], nonlinear crystals [25, 26], and air plasma [27]. The properties of emitted
THz pulse are strongly dependent on the source.
Nowadays, the ”THz Gap” is nearly closed, but the sources must be optimized for field
strength, output power, or spectral bandwidth. The strong absorption of the THz radiation
by the humidity in ambient air and low conversion efficiency from optical to THz power still
gives much space for new developments.
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In this thesis, the approach used for THz generation is based on optical methods. Hence, only
optical techniques will be described in the following.

1.2 THz Generation
In this section, several techniques for optically generating THz radiation will be discussed,
with a particular focus on optical rectification (OR). OR is the primary principle used for
the underlying thesis and will therefore receive the most attention. Nevertheless, it’s impor-
tant to acknowledge that other methods for THz generation exist, including photoconductive
switches and air plasma generation. However, due to the focus of this section on optical
rectification, these methods will only be briefly mentioned.

1.2.1 Optical Rectification
The following discussion can be found in many textbooks for non-linear optics. Here, mostly
used as a reference are [28] and [29].

The interaction of strong light fields with matter gives rise to the field of nonlinear optics.
The electron response to the field is linear in weak optical fields. The electron motion is
proportional to the electric field amplitude and the dielectric polarization density P (t) is ex-
pressed as follows:

P (t) = ϵ0χ
(1)E(t) (1.1)

Here, ϵ0 is the vacuumpermittivity,E(t) is the incident electric field, andχ(1) is the first-order
susceptibilities of the medium. The Lorentz-oscillator model can describe electron motion
quite well for the linear case. The electrons are treated as oscillators driven by the electrical
field, and dispersion and absorption in the material for low field strengths can be calculated.
However, for a strong electric field, the electronic response of the medium is no longer linear,
and a nonlinear polarization is induced. This polarization leads to new optical properties of
the material. Expanding the nonlinear polarization leads to

P (t) = ϵ0

(
χ(1)E(t) + χ(2)E2(t) + χ(3)E3(t) + ...

)
(1.2)

= P (1)(t) + P (2)(t) + P (3)(t) + ... (1.3)

OR is a second-order nonlinear process, and hence the focus is on

P (2)(t) = ϵ0χ
(2)E2(t) (1.4)

of the nonlinear polarization. The second-order non-linearity only takes place in non-centrosymmetric
materials.
Assuming an electromagnetic wave with the electric field of

E(t) = E0e
−iωt + c.c. (1.5)
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incidence on non-centrosymmetric material results in two terms.

P (2)(2ω) = ϵ0χ
(2)E2

0e
−2iωt + c.c. & P (2)(0) = ϵ0χ

(2)E2
0 (1.6)

TheP (2)(2ω)-term describes the sum-frequency generation (sum-frequency generation (SFG)),
while the P (2)(0)-term expresses a DC component in the polarization. The latter means that
the average location of the dipoles is changing. The DC-term shows no effect for slowly vary-
ing optical powers. However, for short laser pulses, the DC component is increased and again
decreased in a short time, leading to the re-emission of electromagnetic radiation. In the case
of femtosecond Gaussian laser pulse, the envelope of the pulse is comparable to the time evo-
lution of the polarization and gives rise to THz radiation with a bandwidth of approximately
the inverse of the laser pulse duration [29].

Another way to view the THz generation by OR is to consider the bandwidth of the ultra-
short Gaussian laser beam. Let us define the incident electric field as

E(t) = E1e
−iω1t + E2e

−iω2t + c.c. . (1.7)

The substitution of equation (1.7) in equation (1.4) leads to different terms such as second-
harmonic generation (second-harmonic generation (SHG)), SFG, different-frequency gener-
ation (difference-frequency generation (DFG)), and OR [28].

SHG: P (2ω1) = ϵ0χ
(2)E2

1 , P (2ω2) = ϵ0χ
(2)E2

2 (1.8)

SFG: P (ω1 + ω2) = 2ϵ0χ(2)E1E2 (1.9)

DFG: P (ω1 − ω2) = 2ϵ0χ(2)E1E
∗
2 (1.10)

OR: P (0) = 2ϵ0χ(2)(E1E
∗
1 + E2E

∗
2 ) (1.11)

Not all of these nonlinear processes happen at the same time. Phase-match conditions select
one dominating process and its complementary one. The herein labeled OR-term describes
a DC component in the polarization as previously seen in equation (1.6). Relevant for THz
generation is here as well the DFG- term. A laser pulse from a mode-locked laser can be seen
as a frequency comb [30] with discrete frequency steps. The DFG between all frequency
components contained in the laser pulse generates THz-radiation.

In the discussion above, the dielectric polarization densityP (t) and the electric fieldsE(t)
were scalar quantities. However, a full description of the nonlinear process needs to consider
the vector nature of P (t) and E(t). Doing that, the susceptibilities χn become tensors of the
rank (n+ 1). The tensors are dependent on the lattice structure of the nonlinear crystal. This
leads to the complete expression [28]

Pi(ωn + ωm) = ϵ0ΣjkΣ(nm)χ
(2)
ijk(ωn + ωm, ωn, ωm)Ej(ωn)Ek(ωm) (1.12)

Here i, j, and k can represent the field’s Cartesian coordinates x, y, and z. n and m represent
the interacting frequencies of the fields. Due to the symmetry of the crystals and dependent on
the mixing frequencies, χ(2) can be simplified in the so-called d-matrix. For further details,
please consult [28, 29]. Performing the mathematical description for OR for the used crystal
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gives the polarization of the resulting THz field and optical field for maximal THz generation
efficiency. This concludes that the optical field has to be oriented along a certain crystalline
axis. Hence, only specific crystal cuts show efficient THz generation [29].

So far, the generation mechanism of THz radiation by means of OR based on a field-
induced nonlinear polarization in the material has been discussed. Let us now take a look at
the propagation of the THz wave through the medium. Therefore the nonlinear wave equation
needs to be formulated. For the full derivation, please see [28]. The following nonlinear wave
equation is taken from [29]

∂2ETHz(z, t)
∂z2 − n2

THz

c2
∂2ETHz(z, t)

∂t2
= 1
ϵ0c2

∂2P
(2)
THz(z, t)
∂t2

(1.13)

Here the nonlinear polarization acts as a source term for the emitted THz field. Solving the
nonlinear wave equation leads to an expression for the emitted THz field. The THz field is
dependent on the refractive index of the crystal for the optical electric field nO and for the
generated THz-field nTHz . Considering an idealized crystal with nO = nTHz , the emitted
THz and the optical pulse would travel at the same speed. The optical pulse and the THz pulse
are in phase, and due to constructive interference of the emitted THz fields at every point in
the crystal, the THz field gets amplified proportionally to the distance l traveled through the
crystal. However, in non-idealized crystals, the THz- and the optical fields have non-identical
refractive indices, which cause a walk-off between the optical pulse and the generated THz
field. As a consequence, the THz fields generated at separate positions in the crystal no longer
have the same phase and interfere destructively. This reduces the overall emitted THz-power.
After a phase delay of π/2, the amplitude of the emitted THz field decreases again. Thereby,
the coherence length lc can be defined as the length in a crystal after which the THz and the
optical pulse are out of phase by π/2 [29].

lc = λTHz
2|ngr − nTHz|

(1.14)

Here, also the dispersion of the nonlinear crystal is considered. The phase matching can only
be optimized for a certain THz frequency. For the optical pulse, the group indexngr is applied,
while for the THz pulse, the refractive index nThz of the center wavelength is used.

Besides the walk-off between the optical and THz pulse, re-absorption of the THz radia-
tion in the crystal lowers the THz bandwidth and power. As all crystals at room temperature,
also the nonlinear crystals used for THz generation pose phonons (lattice vibrations). The op-
tically active phonons in crystals are energetically located in the THz emission band, which
reabsorb the emitted THz pulse. This sets a limit to the emitted THz bandwidth. Moreover,
absorption of the optical light leads to heat accumulation in the nonlinear crystal, which sets
a limit to applied optical powers due to the risk of causing damage to the crystal.

Assuming that the DFG in the nonlinear crystal is the source for THz-emission, the THz
generation efficiency ηTHz for the phase-matched case can be expressed through the follow-
ing equation [26].

ηTHz = η0 · e−αT HzL/2 · sinh2 [αTHz(L/4)]
[αTHzL/4]2

with η0 =
2ω2d2

effL
2I

ε0n2
NIRnTHzc

3 (1.15)
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Here the quantities are L the crystal thickness and αTHz the intensity absorption coefficient
for generated THz wave, ω the angular frequency of the THz, deff the effective nonlinear
coefficient, I the intensity of the pump light, ϵ0 the vacuum permittivity, nNIR and nTHz are
the refractive indices of the pump light and the THz radiation respectively, and c the vacuum
speed of light.
For small absorption (αTHzL ≪ 1), only η0 remains and one could hypothesize that the
efficiency would increase with the thickness of the nonlinear crystal. However, in reality,
absorption occurs. Hence, for crystal length longer than α−1

THz , the generation efficiency does
not increase further. Only the THz photons generated in the distance α−1

THz to the surface of
the crystal can be emitted [26].

Another important parameter for efficient THz generation is the effective nonlinear coeffi-
cient deff . It is a material and pump polarization-dependent quantity to quantify the strength
of the nonlinearity of the material and can be derived from the above-mentioned d-matrix.
The greater the deff of a material, the stronger the nonlinear response and the more efficient
the THz generation.
In table 1.1, important parameters for selected materials for THz generation are displayed.

Table 1.1. Optical and electro-optical properties of selected materials.

Material ngr (800 nm) nTHz (1 THz) deff [pm V−1]
GaP 3.67 [26] 3.34 [26] 24.8 [26] (@800 nm)

ZnTe 3.13 [26] 3.17 [26] 68.5 [26] (@800 nm)

sLiNbO3 2.25 [26] 4.96 [26] 168 [26] (@800 nm)

From table 1.1, one can see that for gallium phosphide (GaP) and zinc telluride (ZnTe),
the group indices ngr and the THz refractive indices nTHz are close to each other which
makes it possible to generate THz radiation co-linear to the pump beam due to a long coher-
ence length. This is not the case LN. Here the mismatch between ngr and nTHz leads to a
rapid phase-mismatch which causes inefficient THz generation. However,LN shows a high
effective nonlinear coefficient deff , and due to that, it is still used for THz generation with the
tilted pulse front method. As it was used during the experimental part of this thesis, the tech-
nique is elucidated in section 1.2.2. GaP, ZnTe, and LN are inorganic crystals. In recent years,
organic crystals have become increasingly popular for THz generation due to their favorable
phase-matching properties for co-linear THz generation and high optical-to-THz conversion
efficiencies [31–33]. However, their low damage thresholds often constrain their usage of
the full available optical power due to thermal heating that causes damage. Hence, feasible
heat management is investigated to address this limitation [34].

1.2.2 Tilted Pulse Front
As mentioned earlier, materials with high effective nonlinear coefficients offer better optical-
to-THz conversion efficiencies. However, some materials cannot be used in a colinear gener-
ation scheme due to enormous differences in the refractive indices between the optical pump
and generated THz light. To overcome this limitation, Hebling et al. [35] proposed a new
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pump scheme that enables the generation of strong THz fields from materials with a large
velocity mismatch. Therefore, the pump pulse front is tilted. The idea is to generate THz in
a Cerenkov cone-like fashion.

When an optical beam is focused in a nonlinear medium with nop ≪ nTHz , the pump
beam travels faster than the generated THz, and the THz is emitted in a Cerenkov cone [36].
The opening angle ΘC of this cone is given by the expression:

ΘC = cos−1
(
νTHz
νgr

)
, (1.16)

where νTHz is the THz velocity and νgr is the group velocity of the pump pulse. This phe-
nomenon is known as the electro-optical Cerenkov effect. A schematic drawing of it is pre-
sented in figure 1.1 a).

However, this method of THz generation has its limitations. The optical beam must be
small in the transverse direction to avoid destructive interference between the THz generated
at different points along the lateral extension of the beam. Additionally, focusing the beam
to a circular spot results in a cone-shaped emission which limits the collection of the THz
radiation. To address this issue, the focus spot can be changed to a line focus to increase the
collection efficiency, as the THz will be emitted as a plane wave on both sides of the laser
pulse [37]. However, even with this approach, the lateral extension of the pump beam needs
to be small, which in turn limits the maximum applied optical power due to the risk of thermal
damage to the nonlinear medium. To overcome these limitations, the pulse front can be tilted

LiNbO3

θc

νgr

νTHz

a) b)

Figure 1.1. In a) the electro-optical Cerenkov effect and in b) the THz generation by tilted pulse front
is schematically depicted.

with respect to the phase plane. This means that the pump beam moves with the velocity
νgr, and the THz is generated perpendicular to the tilted pulse front. In this case, only the
projection onto the direction of the THz propagation is important, so the tilt angle γ can be
chosen so that velocity matching is fulfilled. The relationship between the THz velocity νTHz
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and the pump pulse velocity νgr is given by:

νTHz = νgr · cos(γ) =⇒ γ = cos−1
(
ngr
nTHz

)
(1.17)

In figure 1.1 b), the generation of THz due to constructive interference along the TPF is
schematically depicted. This thesis exclusively uses LN for THz generation by tilted pulse
front. Therefore, the discussion will focus on LN. The tilt angle γ for LN can be calculated to
be approximately 63◦. It should be noted that γ is the tilt angle required for velocity matching
inside the crystal. The pulse front angle outside of the crystal, γfree, is determined by taking
the refraction at the crystal-air interface into account, as shown by the following equation:

tan γfree = ngr · tan γ , (1.18)

which leads to γfree ≈ 77◦. In the standard TPF experimental setup, the tilt angle is achieved
by using a reflective grating. The diffraction caused by the grating results in a tilt of the pulse
front. The grating-introduced tilt can be calculated as follows. Assuming the pulse incidence
onto the grating under the angle Θi and refracts under the angle Θd then the path difference
∆ between the incident pulse and the diffracted pulse follows by

∆ = Dpulse

cos Θd
· (sin Θi + sin Θd) (1.19)

Here Dpulse is the spacial width of the refracted pulse. This expression is found by the as-
sumption that the lateral extension of the pulse is the same for the incident pulse and the
refracted. With that expression, one can now calculate the introduced tilt angle γ as follows:

tan γ = ∆
Dpulse

= sin Θi + sin Θd

cos Θd
(1.20)

At this point, we apply the grating equation to achieve control about imported experimental
parameters as grating grove density p and central wavelength λ0 dependence.

tan γ = mλ0p

cos Θd
(1.21)

m is here the diffraction order. For efficient THz generation, the pulse at the grating needs to
be imaged in LN-crystal where the THz is generated. Therefore, the magnification factor β of
the imaging system needs to be taken into consideration. Also, the aforementioned additional
reduction of the pulse front tilt due to refraction at the air-LN interface leads to the final
expression for γ

tan γ = mλ0p

ngrβ cos Θd
(1.22)

As demonstrated in [38], the pulse front tilt is a result of the angular dispersion, which can be
incorporated into the equation, revealing its contribution to the phenomenon.

tan γ = mλ0p

ngrβ cos Θd
= λ0

ngrβ

dΘd

dλ
(1.23)
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To achieve the best results, it is important to carefully match the grating image with the tilted
pulse front. This is because the shortest time across the tilted pulse front occurs in the image
plane, where both long and short-wavelength components of the pump pulse experience sim-
ilar dispersion. Therefore, to optimize the THz generation process, it is crucial to ensure a
good alignment between the grating image and the tilted pulse front [39]. To achieve the best
agreement between the image plane and the tilted pulse front, the tilt angle of the image of
the grating can be expressed as [40]:

tan γim = ngrβ tan Θd (1.24)

Equation (1.23) and equation (1.24) allow us to choose the best magnification factor of the
imaging system for a specific grating. In a setup with a blazed grating, the grating is typically
selected so that the required diffraction angle for the optimal pulse front tilt coincides with
the maximum or near-maximum of the grating refraction efficiency. Usually, the diffraction
orderm = −1 is chosen, and refractive efficiencies of more than 90% can be achieved, which
is important to utilize most of the available optical power.

The use of a grating for optical-to-THz conversion based on TPF can achieve an efficiency
of about 0.1% at room temperature, with a 780 nm pulse of 85 fs duration at 1 kHz [40]. How-
ever, cooling the LN crystal to cryogenic temperatures can enhance the conversion efficiency.
For instance, S. Huang et al. [41] reported conversion efficiencies of 1.15% at room tempera-
ture and 3.8% at cryogenic temperatures using 1030 nm pulses of 680 fs duration, an increase
of 2.65 %-percent points. The high efficiency of the OR is attributed to the cascaded genera-
tion process, where THz generation can be viewed as a DFG of the frequencies present in the
pump frequency comb, as mentioned earlier. This allows a pump photon to participate in the
generation of multiple THz photons, exceeding the Manley-Rowe limit, as long as the phase
matching condition is satisfied [42]. However, the cascaded process also limits the THz gen-
eration efficiency, together with the angular dispersion of the pump pulse introduced by the
grating [43].

To overcome the limitation of angular dispersion caused by the grating, a stair-step eche-
lon can be used to achieve the pulse front tilt [44,45]. This method involves delaying discrete
beamlets using the echelon to create a pulse front tilt that contains beamlets with a flat pulse
front. The tilt angle γech of the pulse front in the crystal is given by

tan γech = 2H
ngrβW

(1.25)

whereH andW are the step height and width of the echelon, β and ngr are the magnification
of the imaging system and the group index of the pump pulse in the LN crystal, respectively.

1.2.3 Experimental Realization of the THz Setups
In this subsection, the main setup for THz generation used for the experimental part of chap-
ter 3 is shortly described. It is mainly based on the presented setup in [40].

It was decided to use an experimental setup based on a TPF- scheme due to the necessity
for the generation of strong THz pulses with a low-frequency spectrum to benefit from the
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lighting rod effect [12, 46]. A schematic drawing of the experimental setup is depicted in
figure 1.2. The applied non-linear crystal is a LN-prism with prism angle ΘLN of 63◦ so

(1 kHz, 800nm, 100fs)

Regen.

10
T/

90
R

Grating 

f1 f2

Θi

Θd

LiNbO3

Figure 1.2. Schematic drawing of the THz generation scheme used for the performed experiments.

that the output facet aligns with the tilted pulse front, allowing efficient outcoupling of the
generated THz radiation. The crystal is pumped with 800 nm pulses from a laser amplifier.
The average power of the laser is 4.8 W with a repetition rate of 1 kHz. The pulse duration is
about 100 fs. However, for optimization of the THz generation, the compressor settings are
changed, which means the pulse width is changed as well.

The beam from the laser is split by a 10/90-plate beam splitter. The transmitted 10% are
used for the coherent detection by EOS, which is described in section 1.3.1. The reflected
beam is utilized for THz generation by TPF. The tilt of the pulse front is achieved by a grating
(715.701.140, Spectrogon) with a groove density of 1800 grooves/mm with an efficiency
of 90% for the diffraction order m = −1. The 800 nm-beam incidents under an angle of
Θi = 38◦ onto the grating, which leads to a diffraction angle of Θd = 55.5. The diffracted
beam is then imaged by two cylindrical lenses onto the LN-crystal. The focal lengths of
the lenses are f1 = 250 mm and f2 = 150 mm, which are chosen to achieve the correct
magnification needed for optimal pulse front tilt angle (see equation (1.24)). The generated
THz pulses are expanded and collimated by two metallic off-axis parabolic mirror (OAP)s
with a 1:4 ratio of the reflective focal lengths. The collimated beam is propagated to the
experimental setup described in section 3.2.1.
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1.2.4 Other Generation Schemes
Besides OR, THz radiation can be generated by various techniques, amongst which the most
prominent sources are photoconductive antennas (PCA), air-plasma sources, and free-electron
lasers (free-electron laser (FEL)). The first two generation schemes are tabletop-based, while
the latter are large-scale facilities.

PCA devices are based on semiconductors [36], with the most commonly employed mate-
rials being LT-GaAs or InGaAs [47,48], although other materials may be utilized [49]. When
a femtosecond laser pulse illuminates the semiconductor, free electron-hole pairs are gener-
ated, which are then accelerated by a bias voltage applied across affixed metal electrodes.
As a result of this acceleration, a THz pulse is emitted. While standard PCA devices emit
relatively low field strength and bandwidth up to around 6 THz, carefully designed electron
structures and material engineering of the semiconductor can lead to increased THz field
strength or bandwidth [50–54]. Due to their robustness and relatively low optical power re-
quirements, PCA devices are frequently used in commercial THz time-domain spectroscopy
(time-domain spectroscopy (TDS)) systems [55].

In contrast to PCA devices, THz generated by an air plasma is known for its broad spec-
trum with high pulse energies [56–58]. The THz pulse is emitted by a plasma, which is
generated due to the focusing of an intense laser pulse into air. The air gets ionized and gener-
ates a plasma channel. Macroscopic currents in the plasma lead to broadband THz emission.
The emitted bandwidth extends for a standard air-plasma setup up to 15 THz. The broad band-
width makes it an ideal tool for performing material research such as high-frequency carrier
dynamics [59].

FELs operate on a larger scale than PCAs and air-plasma sources and are based on elec-
tron accelerators. Electrons are accelerated to relativistic energies and then passed through
magnetic undulators, which cause the electron beam to wiggle and emit THz radiation [60].
One major advantage of FELs is their wide tuning range, high pulse repetition rate, and strong
THz power. Most FELs are open-user research facilities where various research topics can
be pursued. Examples of THz FELs include ELBE and TELBE in Germany and the UCSB
Center for Terahertz Science and Technology in the United States.

1.3 THz-Detection
Detecting THz radiation is a challenging task due to the lack of low bandgap materials and
high levels of thermal noise in standard semiconductor devices. However, various techniques
have been developed to detect radiation in the THz frequency range. The following section
will explain the most important techniques used in this thesis.

1.3.1 Electro-Optic Sampling
Electro-optic (electro-optic (EO)) sampling is widely used to characterize THz pulses. The
technique delivers precise information about the amplitude and phase of the signal [61]. EO-
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sampling is based on the EO-effect (Pockels-effect) in non-centro symmetrical media such
as ZnTe or GaP. The Pockels effect is the change in the refractive index of a material when
an external field is present. The change in the refractive index depends on the applied field
strength and the EO-coefficients of the material. This effect results, as OR, from the above-
mentioned nonlinear polarization P (2). The EO coefficient r for a given medium is directly
related to the effective non-linear coefficient deff through [26]

r = −4deff
n4 . (1.26)

The change of refractive index due to the external field is not uniform along all crystal axes,
resulting in birefringence. If linear polarized light is transmitted through the material, the
different parts of the electric field experience different refractive indices, causing a phase
retardation Γ. As a result, the polarization of the light changes from linear to elliptical. The
degree of ellipticity is proportional to the strength of the external field. This effect can be

Figure 1.3. Basic Principle of EO-sampling. The THz pulse induces birefringence into the EO-crystal,
which changes the polarization of the probe beam. The displayed detection scheme measures the differ-
ence in intensity in different components of the polarization.

used to detect the electric field of a THz pulse. Therefore, we assume that the THz pulse
varies much slower than the time duration of the optical probe pulse so that the THz field can
be assumed as static, seen from the probe pulse perspective. Then the THz pulse changes
the polarization of the optical pulse from linearly to elliptically polarized. A polarization-
sensitive detection scheme is then to be used to analyze the change.
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In the experimental setup (see figure 1.3), the probe-beam is propagating with the intensity
I0 through the EO-crystal, after which a λ/4-plate is placed. Without a THz-pulse, the linear
polarization of the probe beam is not changed by the EO-crystal, and the λ/4-plate turns the
polarization from linear to circular. A Wollaston prism is then used to split the probe pulse
equally into the two polarization Ix and Iy . Each part is detected by a separate photodiode.
The signals on the photodiodes are given by [29]

Ix = I0

2
(1 − sin Γ) ≈ I0

2
(1 − Γ), Iy = I0

2
(1 + sin Γ) ≈ I0

2
(1 + Γ) (1.27)

The approximation of sin Γ ≈ Γ is only valid for small Γ’s for which the sine can be ap-
proximated as linear. The difference signal of the diodes is the measured signal by the data
acquisition tools such as Lock-In amplifiers or Box-car integrators. Without a THz pulse, the
signal on both diodes should be equal and, therefore, of minimal difference. This detection
scheme is called balance detection. To balance the photodiodes, the λ/4 plate is rotated so that
the probe pulse is perfectly circularly polarized. If the THz pulse and the probe-pulse incident
together onto the EO-crystal, the slow electric field of the THz causes a phase-retardation of
one polarization direction of the probe-pulse. The λ/4-plate does not change the polarization
back to perfectly circular, which results in an unbalancing of the photodiodes. One diode
measures a higher intensity than the other. The difference is the measured signal.

Is = Ix − Iy = I0Γ (1.28)

Due to the slow change of the THz electric field, the change in refractive index corresponds
to the THz field strength at a specific point in time. The full THz waveform can be retrieved
by changing the time delay between the THz and the probe pulse.

If the probe beam incidence is perpendicular to the
〈
110

〉
- crystal plane of a crystal with

zinkblade structure, the phase retardation due to the induced birefringence is given by [62]

Γ = πd

λ0
n3

0r41ETHz(cosα sin 2ϕ+ 2 sinα cos 2ϕ) (1.29)

Here, λ0 is the wavelength of the probe beam in a vacuum. d, n0, ETHz and r41 are the
thickness, the refractive index for the probe pulse without THz-field, and the EO-coefficient
of the EO-crystal, respectively. α is the angle between the [001]-axis and the polarization of
the THz field and ϕ is angle of the probe beam polarization to the [001]-axis. Consequently,
in the experiment, the probe and the THz polarization must be aligned to each other (α = ϕ
or ϕ = 90◦ + α) and to the EO-crystal orientation to measure the full THz electric field
strength. As one can see from equation (1.29) and equation (1.28), the detection sensitivity
increases with the thickness d of the crystal. However, it is to mention that for EO-sampling
also, the phase-matching conditions must be fulfilled between the probe and THz pulse in
the EO-crystal. Due to the mismatch in real crystals, the detection bandwidth decreases for
thicker crystals.
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1.3.2 Other Detection Methods
There are several methods for detecting THz radiation besides EOS. Microbolometer arrays
and pyroelectric detectors are two additional detection strategies that were commonly used
during the experimental phase of this thesis preparation. In this subsection, the basic operating
concept of both detectors is briefly presented. Both techniques are thermal detection schemes
and hence are not coherent.

Microbolometers are frequently utilized for infrared imaging and have been modified to
detect THz waves by altering the materials and absorption layer’s structure. They are some
of the most frequently employed approaches for THz detection in commercial cameras [63].
The working principle is based on a change in the electric resistance of an absorptive layer
induced by the THz radiation. This change is measured [64]. Microbolometers have a high
sensitivity, high resolution, and wide bandwidth, and they can function at room temperature
[65]. However, they have a poor response time and require complicated reading circuits. In
this thesis, microbolometers are used in the form of a THz-camera tomeasure the beam profile
of the THz beam and for alignment purposes.

Pyroelectric detectors are often employed for THz power-measuring applications due
to their ability to operate at ambient temperatures with high sensitivity. Thermal changes
caused by the THz radiation are detected due to a change in the detector’s material’s elec-
trical polarization as the temperature rises, which leads to a potential difference across the
material [66, 67]. Nonetheless, pyroelectric detectors have a low signal-to-noise ratio, and
background signal subtraction is important for achieving quality measurements. All THz
power measurements in this thesis are performed by pyroelectric detectors.

1.3.3 Field-Strength Calibration
At the end of the chapter about THz science and techniques, methods to calibrate the electrical
field strength of the THz pulse are introduced. Two different methods are discussed. The first
method is based on the correlation between the field-inducedmodulation of the detected signal
during EOS and the field-induced phase retardation in the EO-crystal. For the second method,
a calibration factor is derived from the THz spot size, average power, and time dependents.
Both methods have their disadvantages which are pointed out in the following.

Calibration by field-induced modulation In section 1.3.1, it is shown how the phase re-
tardation Γ in EO-crystal causes unbalancing of the photodiode (PD)s. Let us take a look at
equation (1.29) with α = ϕ = 90◦ and equation (1.28) leading to

Γ = Ix − Iy
I0

= 2πd
λ0

n3
0r41ETHz (1.30)

From this equation, we can see that the measured intensities can be used to calculate the peak
electric field ETHz of the THz pulse if d, n0, r41, and λ0 are known for the used EO-crystal.

This method provides a direct measurement of the peak field based on only the PD signals
and physical constants. However, due to the assumption made in equation (1.27) that Γ is
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small, this method for calculating the field strength requires significant attenuation of the THz
field. Moreover, poor alignment of the probe and THz beams to each other can affect the field
calibration significantly. This considers the overlap of the beams in the crystal but also the
polarization orientation to each other and the crystal. Additionally, measured modulation of
the PDs dependent on the pulse width. When applying EOS to measure the field, a negligible
probe pulse duration compared to the THz pulse width is assumed. However, in many cases,
the probe pulse is heavily chirped, leading as well to an underestimation of the field [68].On
the other hand, for too short probe pulses, the refractive index n0 cannot be assumed to be
constant due to the high bandwidth. Moreover, equation (1.30) assumes a perfect crystal.
However, in reality, the crystals have defects and might be strained, which alternates the
crystal properties. Due to those and other uncertainties, the modulation of the photodiodes
delivers an underestimated field strength of the THz pulse.

Calibration through power and spot sizemeasurements Bymeasuring the average power
P , the 2D-spot size σx, σy (1/e2-radius), and time trace Eraw(t) of the THz pulse, a scaling
factor κ for time trace can be determined when a Gaussian beam is assumed by [32]

κ =

√
2P

πcϵ0frepnσxσy
∫
E2
rawdt

(1.31)

with frep the repetition rate of the laser. This calibration is derived via the integration of the
spatial Gaussian intensity in time and space.

This technique has the advantage that the calibrated field is less dependent on the align-
ment of the EOS detection scheme because even for an imperfect alignment, the time evolu-
tion of the field is properly measured. Moreover, this method is more robust for strong fields.
In the case of a strong THz pulse, the EOS signal might be nonlinear. However, due to the
measurement of the average power, the energy contained in the THz pulse is still measured
and only a small underestimation will occur. Nevertheless, the technique relies on accurate
measurements of the average power and spot size of the THz pulse. Commonly used THz
cameras do not have a flat spectral response in the THz range, which favors higher frequency
contents in the pulse. This causes an underestimation of the measured spot size and, thereby,
an overestimation of the THz field. Moreover, the average power measures the total power
included in the time evolution of the pulse. However, if only a short (in time) EO trace of the
pulse is measured, the field will be overestimated, especially when the setup is not purged.

In this thesis, the electric field strengths of the THz pulses are calibrated by the second
method.



CHAPTER2
Electron Field Emission

The observation of electron emission for metals can have numerous underlying mechanisms,
such as thermal, photoelectric, or field emission.

In the case of thermal emission, also called thermionic emission, the material is heated,
and that way, the electrons gain enough energy to overcome the work function of the material
and leave it.

The photo-electric effect is as well based on energy transfer from the photo to the electrons
in the metal. If the photon energy is higher than the work function of the metal, the transferred
energy from the photon to the electron leads to the emission of it. For a light source with low
intensity, the energy of a single photon must be higher than the work function to emit an
electron successfully [69]. However, for high-intensity light sources, multiphoton can occur,
meaning that multiple photons can transfer their energy to a single electron so that the sum of
the photon energies is higher than the work function [70].

For low-energy radiation such as THz light, the process of photo-electric emission due
to multiphoton absorption is highly unlikely. However, it is observed that strong THz fields
can cause electron field emission [71]. In contrast to the two previously mentioned emission
processes, field emission does not rely on energy transfer to the electrons in the metal. Hence
it is also known as cold field emission. The wave nature of the electron becomes important.
The light field bends the energy barrier with the height of the work function, which allows
the electron to tunnel quantum-mechanically into free space. In 1928, Fowler and Nordheim
described the process of electrons tunneling out of metal in an intense electric field through a
triangular barrier [5]. Since then, cold field emission is often referenced as Fowler-Nordheim
(FN) like emission. The FN-equation describes the tunnel current density J for an electric
field F applied to a metal surface

J = an
F 2

ϕ
· exp

(
−bnϕ3/2

F

)
(2.1)

with an and bn as the first and second FN-constants. ϕ is the work function of the metal.
In this chapter, the FN theory is discussed in more depth, which is crucial for the research

conducted in this thesis. The chapter begins with a qualitative discussion of the field emission
process, followed by a more mathematical derivation method. The potential barrier shape
adjustments are then examined, and a comment is made on the linearisation of the FN plots.
The importance of the Keldysh parameter for determining ionization regimes is also discussed.
Finally, this chapter introduces the field emitters used in this thesis, providing the fundamental
knowledge required to understand the experiments conducted.
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2.1 Mechanism of Cold Field Emission

Field emission can not only take place from metal, but also other materials show electron
emission if exposed to strong fields. This includes semiconductors [72], 2D materials [73],
molecules [74], and even single atoms [75]. However, in the following, only the case for field
emission from metallic surfaces is discussed due to its relevance to the here presented thesis.

A simple model for electrons in a metal is the free electron model, in which the electrons
can be seen as free electron gas [76]. For the one-dimensional case, the electrons do freely
move around along a line in a potential well with the potential function U(x). The electrons
obey the Pauli exclusion principle so that the energy levels can only be filled by two electrons
with opposite spin states. The highest filled energy level is called nF . For a temperature
of 0 K, this is the Fermi Energy EF . An increase in temperature leads to the filling of an
energetically higher state and vacating of an energetically lower state. This is described by
the Fermi-Dirac distribution function. For T = 0, the Fermi-Dirac distribution is a step
function going from 1 for lower energies than EF to 0 for higher energies than EF . For
T > 0, the distribution smears out. The electrons at EF get excited to a higher energetic
state. The energy of the highest occupied state is called the Fermi level. The potential barrier
U(x = 0) prevents the electron from leaving the metal with a common height of around 5 eV.
The potential should have the following form:

U(x) =

{
Uvac for x ≥ 0
EF for x < 0

(2.2)

The energy to overcomeUvac and access the vacuum state is the work function ϕ. It is defined
as the energy needed to remove an electron from the material (Gold: ϕAu = 5.1 eV [77]).
Without external energy application by heating (thermionic emission) or shining light onto
the metal (photoelectric emission), the electrons can not leave the metal because of too little
energy. Also, the wave nature of the electrons does not allow them to tunnel through the
barrier. The barrier is infinitely thick.

However, if an external field F is applied to the metal surface, the barrier shape is mod-
ified. Here, it should be mentioned that in field emission theory, the convention is that F
denotes the extracting field and is always positive [78], while in conventional electrostatic
static for positive fields, the barrier increases but in negative fields, the barrier shape is tilted.
If F is high enough, the barrier reaches a defined distance down toEF , meaning that the elec-
trons at the Fermi level can tunnel with a certain probability through the barrier. The higher
F , the thinner the tilted barrier becomes and the more likely a tunneling event will happen.
The tunneling does occur from the electrons close to the Fermi level. For this here discussed
scenario, the barrier shape would be triangular due to the reduction of F . The number of elec-
trons tunneling through the barrier can be described by the FN-equation which is discussed
in the following.
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2.1.1 Fowler-Nordheim Theory
The derivation of the FN-equation follows from the consideration of the current density J
through the barrier when viewing the electrons as free electron gas and the description of the
electron as a wave. J can then be expressed as [79]

J =
∫
N(Ex)D(Ex)dEx with (2.3)

N(Ex) = emekBT

2π2ℏ3 ln
(

1 + exp
(

−Ex − EF
kBT

))
, (2.4)

D(Ex) = exp
(

−bnϕ3/2

F

)
exp

(
Ex − EF

dF

)
(2.5)

whereN(Ex) is the supply function for the electrons determined for the Fermi-Dirac-distribution
of the electrons and D(Ex) is the transmission probability through the triangular barrier. To
describe the tunneling through the triangular barrier, R. H. Fowler and L. Nordheim solved
the Schrödinger equation for an electron [5].

d2ψ

dx2 + κ2(Ex − ϕ+ eFx)ψ = 0 for (x > 0), (2.6)

d2ψ

dx2 + κ2Exψ = 0 for (x < 0), (2.7)

ψ, Ex, and x are the electrons’ wavefunction, energy, and location measured from the well
edge, respectively. κ is defined by κ2 = 8π2me/h

2. For x = 0, continuity of ψ and dψ
dx must

be given. For the later discussion, it should be mentioned thatM(x) = ϕ − eFx describes
the triangular barrier shape. Those equations can be solved by applying Airy-functions for
ψ [80], which leads to the transmission coefficient D(Ex). For zero and low temperatures
(room temperature is here considered as low), the final solution is the FN-equation:

J = an
F 2

ϕ
· exp

(
−bnϕ3/2

F

)
(2.8)

The first and second FN-constants are:

an = e3

16π2ℏ
≈ 1.541 · 10−6AeV/V2 (2.9)

bn = 4(2me)1/2

3eℏ
≈ 6.831 · 109eV−3/2Vm−1 (2.10)

For a more complete derivation, [5, 78–80] should be consolidated. The aim here is only
to show the physical origin of the FN-equation.

The assumption made for the derivation of equation (2.8) are the following [79]:

1. The electrons behave like a free electron gas and obey the Fermi-Dirac statistics
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2. The emitter’s surface is planar, smooth, and flat

3. The local work function ϕ is homogenous over the emitter’s surface

4. The electric field F is uniformly applied over the surface

5. The potential barrier shape is triangular

6. The emitter is located in a vacuum

For metallic emitters, especially for noble metals, the Sommerfeld description of electrons
as electron gas and description by Fermi-Dirac statistics is valid and led to sufficient good
agreement with experimental data [76]. In most cases, the smooth surface is only an ap-
proximation due to fabrication errors of the emitters. Those errors then affect the local field
distribution and the local work function ϕ. ϕ is also not necessarily stable as measurements
of the local work functions by applying scanning tunneling mircroscope (STM) spectroscopy
reveal. The local work function is dependent on the cleanliness of the sample as well as the
environment [81]. It is lower in the air than in the vacuum [15].

The limit due to the triangular barrier shape is discussed separately in the subsequent
paragraph.

2.1.2 Potential Barrier Shape for Fowler-Nordheim-Type Emission
The standard FN-equation applies an exact triangular-shaped potential barrier through which
the electrons tunnel and the wave equations in equation (2.6) are solved for it. The exact
triangular barrier has the mathematical form of

MET (x) = ϕ− eFx (2.11)

Already in their publication in 1928, Fowler and Nordheim mentioned that the real barrier
shape is not a perfect triangular one; instead, the barrier is rounded at the top due to im-
age charges. However, the rounded barrier is not considered in the original derivation. The
Schottky-Nordheim (SN)-barrier takes the image charges into account and corrects the barrier
shape accordingly, which leads to rounding off of the triangular barrier [82]. The expression
for this barrier is given by

MSN (x) = ϕ− eFx− e2

16πϵ0x
(2.12)

the leaving electron adds its image potential to the external field, which leads to a reduced
location-dependent potential barrier. Solving the wave equation for the new potential results
in [83]

J = an
F 2

τ2
Fϕ

· exp
(

−bnνFϕ3/2

F

)
(2.13)
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with the Schottky correction factors τF and νF , also called special field emission elliptical
functions [84]. A series expansion of the elliptical functions leads to good approximations
[85].

νF (f) ≈ 1 − f + f

6
ln f, (2.14)

τF (f) ≈ 1 + f

9
− f

18
ln f (2.15)

f is the scaled field for a barrier height of ϕ when no external field is applied. In can be
expressed by:

f = c2
s

ϕ2F , cs =
(

e3

4πϵ0

)1/2

(2.16)

cs is the Schottky constant. The values of νF range from 0 to 1, while τF stays close to 1.
However, in experiments, τF is difficult to quantify because other effects, such as surface
roughness of the emitter, influence the scaling more than τF . Hence, a linear scaling factor
is proposed taking many effects into account [86]. Theoretically, the SN-barrier is physically
more correct than the exact triangular barrier. As a consequence, the standard FN-equation, as
shown in equation (2.8), predicts a lower current density by a factor of several hundred [85].

2.1.3 Linear Fowler-Nordheim Plots
It is common practice to analyze the measured field emission curves by transforming the
axis of the plot to x = ln(J/F 2) and x = 1/F to observe a linear dependency of x and y.
Considering a reduced form of the FN-equation

J = C · F 2 exp(−B/F ) ⇔ J/F 2 = C exp(−B/F ) (2.17)

and taking the logarithm of both side lead to

ln
(
J/F 2)

= ln(C) −B/F ⇔ ln
(
J/F 2)

= −B · 1/F + ln(C) (2.18)

It is easy to see the linear equation of the form y = mx+ k. Comparison to the FN equation
in 2.8 direct to the following expressions for the coefficients:

x = 1
F
, y = ln

(
J

F 2

)
, m = −bnϕ3/2, and k = ln

(
an
ϕ

)
For experiments as performed here in this thesis, the theoretical field F is exchanged by the
amplitude of real field E and a field enhancement factor β multiplied by the field. This leads
to the ensuing expression of y = mx+ k.

x = 1
E
, y = ln

(
J

E2

)
, m = −bnϕ3/2

β
, and k = ln

(
anβ

2

ϕ

)
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As one can see, m is the slope of the line plot, which can effortlessly be extracted by fitting
it. For a known ϕ, a value for the field enhancement factor β can be calculated or for a know
β, ϕ is accessible.

However, this procedure is always based on knowing one or the other, which is, as dis-
cussed above, not trivial. The work function is environment-dependent, and β is dependent
on the emitter structure, which can be roughly estimated by simulations. However, structural
imperfection of the emitter can cause deviations from the simulation. Moreover, the barrier
shape is unknown and would also be part of the slope m if substituting equation (2.13) into
equation (2.18). Hence, the linearity of the FN-equation does only indicated that the underly-
ing electron emission process is FN-like but does not provide significant information about
the detail of the tunneling process as barrier shape, field enhancement factor or work function
as long as the other two variables are unknown.

2.1.4 Keldysh Parameter
So far, when talking about the field emission process, the electric field was considered to be a
constant or slow-varying field. However, in this thesis, fields oscillatingwith THz frequencies
are employed for the field emission, which opens the question if tunneling can even appear
if the barrier is tilted for only a short time or if multiphoton dominates the emission process.
The Keldysh parameter gives information about the adiabaticity of the ionization process and
indicates whether the process is located in the weak- or strong-field regime of light-matter
interaction [87]. The Keldysh-parameter has the form following from [88]

γ = ω
√

2mI0

eF
(2.19)

where ω, I0, andF are the frequency of the light field, the ionization potential, and the electric
field strength, respectively. For metals, the work function and the ionization potential are
considered equal. Keldysh illustrates in [88] that for low frequencies ω and very strong fields
F , meaning γ ≪ 1, the ionization probability turns out to be the same as the tunnel-auto
ionization of atoms, while for weak fields and high frequency (γ ≫ 1), the multiphoton
absorption dominates.

In the strong field THz regime, the value of the Keldysh parameter is typically much
smaller than 1. This suggests that the experiments in this thesis, which involve the appli-
cation of THz fields, are dominated by field emission processes. The THz-induced field
emission can be considered quasi-static. For the experiments applying mid-IR radiation, the
frequencies are higher, but also, here, the Keldysh parameter indicates the experiments are in
the field emission regime.

2.2 Field Emitters
The field emitters used for the research in the here presented thesis are metallic micro antennas
fabricated by means of optical lithography in the cleanroom of the Technical University of
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Denmark (DTU). The type of emitters was investigated by S. Lange during his studies at
DTU [89,90]. The single emitter is a double split-ring resonator (dSRR), which is a resonant
structure with two well-defined main resonances [14]. An optical microscope image of dSRR
applied in the studies of [89] is displayed in figure 2.1 a). Similar structures are used in the
studies presented in chapter 3.

a) b)

Figure 2.1. Images of the dSRR. In a), the dSRRs applied for the investigation in [89] are displayed. In
b), a finite element simulation of the field distribution of a dSRR, when illuminated with THz radiation,
is shown. One can see that the field is enhanced in the gap region of the emitter. The pictures are taken
from [89] with the permission from S. Lange.

The most basic antenna is a dipole that is tuned to a given wavelength. Illumination with this
wavelength results in increased field strength at the dipole tips. Bending this dipole into a ring
with both tips facing each other results in an enhanced field in the gap region. The resonance
of the split ring is the same as that of the dipole. Adding a second ring of varying length to
the resonator creates a second resonance, forming the dSRR. In this thesis, the used dSRR
are designed so that the resonances align with the spectrum of the utilized THz pulses.

The resonant nature of the emitter increases the electric field locally by a factor of several
hundred, as finite element simulations indicate. As an example, a finite element simulation
of the field distribution of a dSRR is depicted in figure 2.1 b). The field enhancement factor
is in this thesis labeled with β and plays an important role in the field emission process.

The emitters are arranged in an array. Due to the size of the dSRRs and the wavelength
of the THz pulses, the array of emitters is considered a metasurface and will be referenced
as such in this thesis when speaking about the emitter array. A metasurface is a periodic or
aperiodic structure formed from elements that are smaller in size than the wavelength used
for the application [91].

Photolithography is applied to fabricate the dSRR on top of double-side polished high-
resistivity float zone silicon chips. In the following, we refer to it simply as Si-chip. Most of
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the applied antennas have a metal thickness of about 210 nm where 10 nm 10 nm is a titanium
adhesion layer and the remaining 200 nm is gold.
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3.1 Introduction

In this chapter, the outcomes of the direct injection of field-emitted electrons into liquids
and gases are presented. Furthermore, the possibility of additional electron emission due to
direct field ionization of the molecules of the liquid is discussed. Moreover, a simulation of
electrons in argon gas is presented.

In previous studies, field-emitted electrons from metal surfaces into the vacuum were
characterized and matched with the FN theory. In a vacuum, the electron gets accelerated
in the electric field without colliding with any other molecule causing the electrons to gain
energies of several keV [12, 13]. The final energy depends on the field strength of the THz-
pulse and field enhancement at the electron-releasing surface.

In the past years, researchers from the Ultrafast Infrared and Terahertz Science group at
DTU have shown that electron field emission with THz pulses is possible when the emitter is
placed outside a vacuum and that the emitted electrons can trigger reactions. The employed
emitters were metasurfaces consisting of micro antennas [89, 92, 93].

Even in a nitrogen gas environment, the electrons can gain enough energy to excite and
ionize the molecules leading to the emission of ultraviolet (UV) light due to the relaxation
of the molecule to the ground state. The emitted light was measured by a photo-multiplier-
tube (PMT), and the UV-spectrum gives information about the transitions involved in the
process. Simulations could confirm and reproduce the experimental data. The associated
energies of the electrons in this experiment were about 100 eV for a peak electric field strength
of 200 kV cm−1 [92].

Taking that further, the metasurfaces were covered by a dielectric polymer (DP); that way,
the electrons are emitted and accelerated directly in the solid. Two different detection schemes
for the successful emission and acceleration in the solid were employed. First is using a DP
which changes its properties due to electron impact. Therefore, electron-beam resist was used.
The experiment showed that the developer dissolved the resist at the high-field regions of the
metasurfaces where possibly the electrons were emitted. However, whether the field or the
electrons caused the change in the DPwas not resolved. The possibility of structural change in
the resist due to field enhancement was shown before in [94]. Hence, a scintillating dye-doped
DP sensitive to electrons was applied. As before, in the gas, the emitted light from the DPwas
detected and confirmed that the electrons trigger the scintillating molecules in the dye. Also
here, amonte-carlo (MC)-simulation was in good agreement with the experimentally recorded
data. The MC-simulation obtained energies for the electrons in the DP in an interval from
100 eV to 600 eV for a maximal free space THz field strength of 300 kV cm−1 [89, 93].

In addition to the experiments conducted at DTU, field emission has been investigated by
other researchers in various media. For instance, a study examined electron field emission
(not THz driven) from sp3-bonded 5H-BN microcones in air [95]. The researchers observed
a glow discharge and discussed whether the dissociation and ionization of the molecules were
responsible for it. Another study, conducted by Park et al. [96], explored the effect of electron
impact on electron beam resist, similar to the experiment performed at DTU. In this experi-
ment, a bowtie antenna was coated with resist and exposed to a THz beam. Polymerization of
the resist was observed and attributed to field emission. Their argument is based on current



3.1 Introduction 31

measurements, electron dose calculations, and a good match between the field emission data
and simulations.

Those experiments explored the possibility to field emitting electrons into the gaseous
and the solid phase of materials. The obviously missing phase is the liquid phase. Compared
to a solid material, the molecules are not static, and the density of a liquid is generally higher
than the one of gases. Moreover, the density of many polymers ranges around the one of
water (1 g cm−3). The higher density and the movement of the molecules in a liquid opens
the question of whether directly injecting an electron into a liquid through THz-driven field
emission is possible or if the electrons are immediately stopped due to collision and solvation.
It was observed that hot electron emission into water is feasible [97]. Also, field emission ex-
periments with electron emission into dielectric liquids with static fields have been performed
before [98,99]. However, direct THz-driven field emission from metal antennas into a liquid
is so far, to our best knowledge, not reported.

The direct THz-driven electron emission from the metasurfaces into a liquid could pro-
vide the stepstone for a new experimental technique to perform pulsed radiolysis experiments
with relatively low-energy electrons. This is important because the free electron does not
exist long in ambient conditions before reacting with other species. Depending on the elec-
tron’s energy, different reaction paths can be triggered. Low-energy electrons (0-20 eV) can
be involved in dissociative electron attachment, which is the dissociation of molecules into
fragments due to the attachment of the electron [100]. This leads to the creation of a free rad-
ical, a highly reactive species. In water, the low-energy electrons split the molecule into ions,
which are reactive as well. Studies have shown that those ions cause damage to the DNA
solvated in water [101]. Higher electron energies, around 70 eV, are utilized in mass spec-
trometry for electron ionization. The exact ionization energy is dependent on the molecule or
atom in question, but 70 eV leads with a high probability of ionization [102]. Ionization can
lead to dissociation into fragments [103, 104]. Moreover, the study of the time evolution of
the electron’s solvation in liquids, especially in water, is highly important. During the solva-
tion process, the electron is believed to contribute to reactions such as radiation damage of
the DNA [105], aerosol formation in the upper atmosphere [106], or cataclysm of ammonia
generation [107].

Those electron-triggered events happen in tens of femtoseconds up to picoseconds. [108–
110] To investigate such fast processes with ultrafast spectroscopy, the exciting electron pulse
must be shorter than the event to observe. To generate such short electron pulses with low
energy is challenging. The direct injection of the electrons into the sample solves this problem.

For this purpose, the field emission of electrons into liquids is investigated in the following.
Experiments on liquids doped with a fluorescent dye were performed to answer the question
of the possibility of THz field emission into liquids. The fluorescent dye gives the opportunity
to detect the electrons due to the emitted light. The idea is the same as for the gas or solid-state
of materials shown above. Firstly, the experimental methods are introduced. Afterward, the
measured results are presented and discussed. Lastly, a simulation of the emission process
will be shown and compared to the measurements.
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3.2 Methods
The experimental implementation of the investigation will be laid out in this section, in addi-
tion to assessing the gaseous and liquid substances utilized.

3.2.1 Experimental Setup
The experimental setup utilizes a LN-based THz source as described in section 1.2.3. Af-
ter rapid expansion and collimation, the THz-beam is propagated onto a 2-inch OAP with
a focal length of 2 inches. The THz beam fills most of the OAPs reflective surface, al-
lowing tight focusing of the THz beam. This results in a 1\e2-width of wx = 0.661 mm,
wy = 1.119 mm, determined by a two-dimensional Gaussian fit to the measured intensity
distribution of the beam, measured by an uncooled microbolometer (NCE, IRV-T0831) with
pitch size of 23.5µm.The observed ellipticity in the spot size is most likely due to a slight mis-
alignment of the focusing OAP or the collimating OAPs in the expanding telescope. However,
this astigmatism should not affect the here performed measurement. It limits the acquired
field strength, but the THz beam after illumination of the metasurface is not further analyzed.
The THz beam is focused onto the backside of the Si-chip of the metasurface. The Si-chip
forms the front window of the transmission cell. By doing so, the metasurface is directly
submersed in the gaseous or liquid sample, providing direct contact. The rear window of the
cell is formed by a Quartz plate, ensuring a good transmission of the emitted visible light to
the detector. The transmission cell can hold several milliliters of the substance of interest and
is designed specifically for this experiment. The detector for the emitted light is in direct and
light-tight contact with the outer frame of the liquid cell. The applied detectors are a charge-
coupled device (CCD)-camera (Lumenera, Infinity 3) for imaging the emission regions of
the metasurface via a microscope objective with 20x magnification and a PMT (Hamamatsu,
R2496) to detect the overall emitted light intensity from the samples (see section 3.2.1 c)). The
DAQ-system for the PMT as detector is realized through a boxcar integrator (SRS, SR250)
and a DAQ-card . The boxcar integrator is triggered from the lasers’ delay generator. An
oscilloscope is used to fine-adjust the delay between the gate and the PMT signal. To con-
trol the impinging THz field strength, two wire grid polarizer (WGP) are used to adjust the
transmitted field continuously. Therefore, the first WGP is mounted in a motorized rotation
stage, while the second one maintains a fixed orientation to pass all THz-radiation which has
a polarization parallel to the tabletop of the optical table. The rotation of 0◦ of the first WGP
is defined to give full transmission, while 90◦ means that the WGPs are cross-polarized and
no THz is transmitted. A schematic of the experiment, including the DAQ system, is depicted
in section 3.2.1 a).

The WGP and the DAQ system are computer controlled by a home-built Python code to
interface with the instruments. At the beginning of the experiments, we developed a graph-
ical user interface. However, we moved away from that due to limited flexibility for the
integration of new instruments and measurement procedures. To record the time traces of the
THz-pulse, EOS is applied. Therefore, the focusing OAP is bypassed, and the THz beam is
focused by an independent OAP onto the EO-crystal (ZnTe, 1 mm thickness). As a probe
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Figure 3.1. Experimental setup for direct electron injection into gases or liquids by means of THz-
driven field emission. In (a), the setup, including the data acquisition (DAQ)-system, is depicted. A
more detailed view of the sample cell and detection is presented in (c). The applied EOS-setup for
measuring the time trace of the THz pulse can be seen in (b).

beam, a small amount from the amplifier output is used. This means that the probing of the
THz is performed with the same beam properties as used for the THz generation. This might
limit the detection efficiency and bandwidth because the TPF-generation requires a chirped
pulse, while for the EOS, an unchirped pulse is preferred. For the realization of the THz-
probe overlap, both beams are focused onto the EO-crystal by the same OAP. Therefore, the
THz-beam propagates through a 45◦-tilted Si-window of which the probe beam reflects off.
The probe power has to be low enough so that not too many free charge carriers in the Si
get generated, which would screen the THz significantly. A schematic of the experimental
realization of the EOS is shown in section 3.2.1 b).

The relevance of the THz time trace in this experiment is to ensure proper THz generation,
to gain information about the contained frequency components, and to calibrate the THz-field
strength. The latter is achieved by applying equation (1.31) discussed in section 1.3.3. We
are aware that applying equation (1.31) can lead to a misestimation of the field strength, as
elaborated in section 1.3.3.



34 3 Electron Triggered Reactions in Liquids and Gases

3.2.2 Samples

In this study, we investigated 4 different samples, two gases and two liquids doped with a
fluorescent dye. The gases are ambient air and Argon (Ar). The employed liquids are ethanol
(EtOH) (C2H5OH) and silicone oil. It is known that the exited or ionized nitrogen in ambient

(a) (b) (c)

Figure 3.2. Structural chemical formulas of the solvents Ethanol (a) and silicone oil (b) for the fluores-
cent dye Fluorescent Yellow 3G. The dyes formula is depicted in (c).

air emits light in the UV-region [92]. If argon gets exited or ionized, the strongest emission
of the discharge spectrum lies in the UV, visible red and near-infrared region of the spectrum
[111]; for this reason, argon is chosen. While the nitrogen light emission can only be detected
with a PMT, the light emitted by argon can also be detected with a CCD-camera [112]. The
selection of EtOH and silicone oil is made based on the polarity of the liquids. The former
is a polar liquid, meaning the molecule possesses a non-zero dipole moment caused by the
hydroxyl group (OH). In contrast, the silicone oil molecules are neutral, making the fluid
non-polar. The chemical structure of EtOH and silicone oil can be seen in figure 3.2 a) and
b), respectively. To our best knowledge, EtOH and silicone oil do not exhibit fluorescence in
the visible. Studies show that using EtOH as a solvent influences the fluorescence [113,114],
but a study documenting the fluorescence from pure liquids could not be found. However,
impurities in the ethanol might induce fluorescence. Nevertheless, any light emission from
the samples indicates an induced interaction. Due to the lack of natural fluorescence in EtOH
and silicone oil, a fluorescent dye is added to the substances. A suitable dye to be solved in
EtOH and silicon oil is the industrial organic dye fluorescent yellow 3G (CAS# 12671-74-8),
which exhibits an emission spectrum, as the name already indicates, in the yellow spectral
range. Its structural formula is depicted in figure 3.2 (c). We have to take into account that
the dye has a purity of 75% which means there are 25% of unknown compounds in it.

Also, the EtOH is never pure; the highest grade is 99%. However, we applied laboratory
grade EtOH with a purity of 96%. The impurity of EtOH is water (H2O), which is a great
solvent for EtOH due to the polarity of both molecules. As a consequence of the water resid-
uals, the fluorescence of the dye molecule can be reduced. The water dipole moment couples
to exited state of the dye and quenches the emission process. Water can be solved in silicone
oil, and hence, there is no quenching expected. There is oxygen in the silicone oil. However,
it is tightly bound, which restricts interaction with the dye. Therefore, we expect a stronger
signal from the silicone oil due to the absence of oxygen-quenching.
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3.3 Measurements

3.3.1 Field Emission in Gases and Liquids
Here, the interaction of the THz field emitted electrons with gases is presented. For Argon
as the gas of interest, the sample cell is flowed with the Argon gas, and a constant flow is
maintained during the measurement. For ambient air as a sample, the cell is just exposed to
the laboratory air. In both cases, the Quartz window is removed to improve the collection of
emitted light. First, the CCD-camera acts as a detector for Argon gas. The camera integrates
over 500 ms, which is equivalent to 500 THz-pulses impinging onto the metasurface. The
recorded picture can be seen in figure 3.3. The peak THz field stregth is 337 kV cm−1. Only
for the Argon, the camera can be used due to either too little light emission or light in a spectral
range where the camera is not sensitive anymore. From the picture, one could extract the
beam profile of the THz intensity. We see that, as in the measurements with the bolometer,
the spot size is not perfectly round. Moreover, when measuring the spot size based on the
CCD camera, it is bigger than measured before. This is expected because the metasurfaces
have a narrow band response to THz frequencies of 0.5 THz, while the bolometer tends to be
more sensitive to the higher frequency components (> 1 THz). Zooming in on the emission

500 um

(a)

20 um
wx =  45.6 um 
wy =  43.8 um

(b)

Figure 3.3. Camera image of the illuminated metasurface in Argon gas. The light emission from single
antennas is clearly visible (a). Zoom on a high-emission antenna (b). A two-dimensional Gaussian fit
provides an interaction radius of about 20µm.

spot of a single antenna, the region of the interaction with the electron and the Argon can
be estimated. Therefore, the emission spot is fitted by a two-dimensional Gaussian, and the
full-width half-maximum (FWHM) in the x and y-direction are extracted. We find values
of wx = 45.6µm and wy = 43.6µm. This leads to a radius of about 20µm in which the
electrons stimulate a significant amount of Argon.

Replacing the camera with a PMT, the field dependence of the emission in Argon and in
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ambient air is measured. Therefore, the PMT signal is integrated with a boxcar integrator, and
the field strength is adjusted by the WGPs. The following formula provides the transmitted
field through the WGPs:

E(ϑ) = E0[cos2(ϑ+ a) + b] (3.1)

with ϑ as the rotation angle of the first WGP, E0 as the THz field for ϑ = 0◦ and a, b
as correction constants for a misalignment of the WGPs in the holders and leaking THz for
ϑ = 90◦, respectively. a = 1.94◦ and b = 0.042 are determined by fitting an angle-dependent
transmission measurement. The THz waveform can be seen in figure 3.4. We show the full
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Figure 3.4. THz waveform detected with EO-sampling. The inset illustrates the spectrum of the pule.
The waveform includes a prepulse and the first echo from the Si-window in the beam path.

waveform with a prepulse 13.9 ps before the main pulse arrives and the first echo following
the main pulse at 10.5 ps. We attribute the echo to the Si-window in the beam path for the
EOS. The delay matches well with the window thickness. The prepulse is more difficult to
explain. The amplifier doe not produce a significant prepulse which could generate a prepulse
that strong. Also, reflected optical pulses in the THz generation crystal would not lead to a
prepulse. However, a reflection in the probe pulse could lead to a prepulse by sampling the
THz pulse when the delay for the main sampling pulse is before the overlap. For the delay,
we calculate a free space delay length of 8.3 mm. In the beam path are absorptive neutral
density (ND) filters with a refractive index of 1.5. The length would correspond to a 1.4 mm
thick ND filter, which matches well with the used ND2-fiter. Moreover, the THz pulse shows
distortion at the pulse onset, which is not visible in the prepulse. The distance between the
echo and the main pulse does not match the prepulse delay. So the overlap between the
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reflected sampling pulse and the echo can be ruled out for causing the distortion. Slight
misalignment of the focusing OAP could also lead to a distortion of the pulse shape.

The spectrum of the main pulse peaks at 0.6 THz as can be seen in the inset of figure 3.4.
This means that the peak of the spectrum aligns well with the resonance of the metasurfaces
antennas. The field strength calibration of the time trace is performed by applying the second
explained in section 1.3.3. The THz-power of 495µW is measured with a THz-power meter
(Gentec-EO, T-Rad, power head: THZ9B-BL-DZ). A silicon window is mounted at the power
head to block all residual pump light. Due to that, the measured power and the calibrated field
correspond already to the power arriving at the metasurface.

After the THz field is calibrated, the field-dependent response of the metasurface for Ar-
gon and ambient air is measured. The integrated PMT response for different fields is displayed
in figure 3.5. A gain voltage of 1 kV for the PMT is used.

As expected, the emitted light from the metasurface increases nonlinearly with increasing
impinging THz field strength. The data are fitted with the following FN-fit.

I = k · an(βE)2ϕ−1 · e−bnϕ
3/2/(β|E|) + d (3.2)

The free parameters for the fit are k as a proportionality constant for the DAQ-system, β
as field enhancement factor at the antennas, and d for compensation of any offset due to the
DAQ-system. The fit for those free parameters leads to a great match between the data and FN-
theory. The residuals of the fit and the data are only fluctuating in the range of noise level (see
figure 3.5 b) ). However, for a constant work function ϕ = 5.1 eV [77], β reaches different
values for air compared to argon (βair = 2720, βAr = 1696). The discrepancy might be
explained by the difference in the ionization energy of the molecules and the gas pressure.
Moreover, the assumption of a constant ϕ affects the values of β. As discussed in chapter 2,
the environment of the emitter can influence ϕ. By fitting only with the 2 free parameters
β and k, the changes of ϕ are included in those parameters. For the FN-plot displayed in
figure 3.5 c), the fit is performed without d; otherwise, the expected linearity is not given
anymore, as one can see in figure 3.5 d). For high fields, the measurements closely follow a
linear trend, but for smaller fields, the data deviate strongly from the theory-suggested values.
This is due to the fact that for small fields, no significant amount of electrons are emitted or at
least not energetic enough to cause emission from the molecules. The increasing tail for low
fields is due to the constant noise level of the DAQ-system. Adding d to the fit is bending
it accordingly. In figure 3.5 d), an artificial offset of 10 is added to the data, which leads to
a strong deviation from the expected linear plot. This shows the importance of removing an
offset in the measurements. Including d in the fit can help to correct the offsets. Besides the
mismatch for the low field region, the FN-theory also describes quite accurately the excitation
of gases by field-emitted electrons from metallic surfaces.

With the evaluation of the electron-induced light emission from gases and the relation
to the FN- theory, we confirmed previous experiments and provided a system to compare
the investigations on liquids with. To perform the experiment on the liquid samples, the
Quartz window is placed back into the sample cell, and the cell is filled with the samples.
A PMT gain voltage of 1.5 kV is applied. The increase of the gain voltage compared to the
gaseous samples originates in the reduced emission of the liquid samples. The measured
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Figure 3.5. Field-dependent light emission from Argon and ambient air detected with a PMT and fitted
with a FN-fit. The PMT-response is plotted over the impinging THz peak field strength (a) and fitted
with a FN-fit. In (b), the residuals are displayed. Additionally, in c), the truncated FN-plot for a fit
without the constant d, and in d), the FN plot for a fit including d is presented. Here, an additional offset
of 10 is added to the data.

field dependence of the emitted light from the dye-doped solvents can be seen in figure 3.6.
Also, the PMT responses for the liquids are fitted with equation (3.2). A mismatch between
the data and the fits can be observed and is clearly seen in the residuals of the fit. For field
strengths from around 75 kV cm−1 to 200 kV cm−1, the fit overshoots the data, followed by
an underestimation from 200 kV cm−1 to 300 kV cm−1.

A possible explanation for the mismatch can be given by not only assuming the FN-
emission as the source for the electrons and the excitation of the dye. Due to local field
enhancement around the tip of the antennas, the electric field strength approaches tens of
MV cm−1. Such field strengths are in the order of magnitude of observed field ionization of
molecules [115]. When the field only tilts the molecule’s potential, it is called tunnel ioniza-
tion and was observed for strong THz fields in water [74]. The tunnel ionization rateWstat

for complex atoms in intense static fields is described by [116]

Wstat = |B|2

2|m||m|!
1

κ2Z/κ−1

(
2κ3

E

)2Z/κ−|m|−1

e−2κ3/3E (3.3)

with E as field strength, Z as nuclear charge,m as the magnetic quantum number, and B as
known constant. κ is given through the ionization potential Ip = κ2/2. For a slowly varying
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Figure 3.6. Field-dependent light emission from dye-doped EtOH and silicone oil. The recorded data
are fitted with an FN-fit. The fit exhibits clear mismatches to the data, which can be clearly seen in the
residuals of the fit.

field, the tunnel ionization rate can be approximated as [116]

W ≈
(

3E
πκ3

)1/2

Wstat (3.4)

Knowing that EtOH, silicone oil, and the dye molecule are presumably not perfectly de-
scribed by the model above, the field-dependent measurements are fitted with equation (3.3)
due to a lack of an analytic model describing large molecules. The expression for a diatomic
molecule can be found in [117]. However, we will use the expression shown in equation (3.3)
because the differences are in the expressions, which are used as free parameters in this dis-
cussion. Moreover, the static field tunnel ionization equation is chosen due to the fact that
the applied THz pulse here is much longer than the tunneling time ( low Keldysh parameter
γ ≪ 1 ). To fit the recorded data with equation (3.3), we make the following simplifications:

1. We assume that m = 0 due to the problem that common fitting algorithms based on
non-linear least squares perform their fitting with floating numbers.

2. We group κ2Z/κ−1 in the fitting parameter d

This leads to our fitting function:

W = k1

(
k2

2
|βTIE|

)d

e−k3
2/|βT IE| (3.5)
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Here, we have 4 free parameters k1, k2, d, and βTI . Applying those fitting functions to the
data, we obtain a great fit with minimal residuals (see figure 3.7). The good agreement be-
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Figure 3.7. The data of the light emission from liquids fitted by adaption of the equation for tunnel
ionization.

tween the data and the adapted tunnel ionization theory shows that conventional FN- theory
is not the best fit for describing the process, but due to the changes made to the tunnel ioniza-
tion equation, we cannot conclude that the observed signal is purely from tunnel ionization
of the molecules. The process for a deviation of the recorded data from the conventional FN-
theory cannot be determined here. However, equation (3.5) gives the possibility to derive a
phenomenological FN-equation describing field emission rates if the field dependence is not
limited to the metallic surface.

To confirm that equation (3.5) does also deliver a good agreement with the measurements
agreeing already well with the conventional FN-theory, the light emission from gaseous ma-
terials is fitted again with equation (3.5). The new fit compared to the conventional FN-fit
can be seen in figure 3.8. Applying both equations leads to nearly the same fit of data, and
for both fit functions, the residuals are minimal. The result that both functions do fit gaseous
data perfectly results in that equation (3.5) must be equal with the FN- fit equation.

k1

(
k2

2
|βTIE|

)d

e−k3
2/|βT IE| != c1 · an

1
ϕ

|βFNE|2 · e−bnϕ
3
2 /|βF NE| (3.6)

Here, we see that this equation is only true if d = −2. The fits for the gases reveal d-values
of dAr = −1.94 and dair = −1.87. Those values are close to 2. The small mismatch might
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Figure 3.8. Light emission data fitted with the FN-equation compared to a fit through an adaption of
the equation for tunnel ionization (a). In (b) are the residuals presented, which show that both fits lead
to nearly the same result. The differences between the two fit-function can be seen in (c).

be the reason for the mismatch of the FN-fit, which is small but bigger for air than for Argon
(see figure 3.8).

In order to compensate for this mismatch, we introduce the free parameter α to the FN-
equation.

k1

(
k2

2
|βTIE|

)d

e−k3
2/|βT IE| = c1 · an

1
ϕ

|βFNE|2α · e−bnϕ
3
2 /|βF NE| (3.7)

Both sides of this equation return the same value for a given electric fieldE. Because we can
easily fit the left side to our data, we can determine α, βFN , and c1 by the following relations:

α = −d

2
(3.8)

βFN = −bnϕ
3
2 βTI
k3

2
(3.9)

c1 = k1k
2d
2 βdFNϕ

anβdTI
(3.10)

Applying those relations, the light emission data can be matched by applying the corrected
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parameters. This leads to the phenomenologically derived extended FN-equation:

J = c1 · an
1
ϕ

|βFNE|2α · e−bnϕ
3
2 /|βF NE| (3.11)

The introduction of α made it possible to achieve good agreement with the here presented 4
data sets. In table 3.1, the FN-field enhancement factor and the corrected one are displayed,
together with the α parameter. One can see, as discussed before, that for the gases, α deviates
only slightly from 1, while for the liquids, the deviation is enormous. Also, between the
liquids, a huge difference in theα values is observed. We attribute that to the above-mentioned
oxygen quenching in the EtOH, causing a reduced light emission for the same incident field
strength.

Table 3.1. Fitting parameters α and the corrected values for the field enhancement βnew compared to
β return for the FN-equation.

Material α βnew β
Argon 0.97 1629 1689
Air 0.93 2394 2685

Ethanol 0.0134 1234.19 6663
Silicone oil 0.1666 1431 6636

Comparing the β- factors for the two fits, we can see that the fit with the slight modifi-
cation with α lead to a reduction in the field enhancement factor, which brings the values
closer to realistic values. However, even for the corrected values, the field enhancement is
over-estimated. Simulations suggest field enhancement factors of about 2-3 times lower. A
miscalibration of the THz field could lead to lower field strength and, due to that, to a higher
β value. Moreover, the fits are performed with the peak value of the electric field. Better fit
parameters might be retrieved by fitting with the integral over the FN-emission for all field
strengths included in the pulse. Moreover, we are treating the emission as if it were from
a single emitter. However, in reality, the signal is a combination of emissions from many
emitters on the metasurface where the field is distributed Gaussian.

The change in β for different surrounding materials of the antennas can just be partially
explained. The lower values for the liquids are expected due to a significant change in re-
fractive indices between gas and liquids. The change in the refractive index changes the
resonance frequency of the antennas, leading to a mismatch between the center frequency of
the THz pulse and an off-resonance excitation. Nevertheless, the difference in β between
the two gases cannot be explained by that. Even a pressure difference between the gases
would not lead to a substantial enough change in the refractive indices to shift the resonance
significantly [118]. However, we kept ϕ constants for all samples. As discussed earlier, the
environment of the emitter influences ϕ, which causes a sample-dependent work function. A
change in the emitters’ work function would lead, for the here present fits, to a change in β.

The modification of the field exponent in the pre-exponential term of the FN equation, de-
viating from the square as commonly used, was previously proposed [119–121]. In [119],
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the argument is that the emission area and the barrier shape are field dependent and cause a
deviation from the square. Later, Forbes [120] proposed to change the square to a variable
parameter. His reasoning behind this proposition included a voltage-dependent emission area,
a weak field dependency of the work function, and the fact that the square originates from the
integration over all electronic states in a bulk metal. However, other materials have different
distributions, which could lead to a change in the exponent. Furthermore, in [121], a modifi-
cation of the field exponent due to the surface roughnesses of the emitter is derived. However,
also changes in the exponent of the exponential are suggested due to the roughnesses.

In the above-presented work, the introduction of α to the FN-equation provides a more
accurate fit for the data presented in this study and was derived by considering tunnel ion-
ization as a potential electron source. Based on the literature and the there given reasons for
the modification, the attribution of the adjustment to tunnel ionization of the molecules seems
reasonable. Moreover, the fact that a significant deviation is only observed for the liquid sam-
ples and not for the gases points towards an effect in the sample, not in the emitter. Further
experimental verification needs to be done. However, there are indications for THz-induced
tunnel ionization of the liquid sample, which can be included in the FN-equation by the intro-
duction of α. As mentioned before, THz tunnel ionization was previously observed [74] as
well as static field ionization of liquids [122].

However, previous observations for static field emission experiments in dielectric liq-
uids also observed a deviation from the FN-plot, and the influence of space charge effects
was discussed [98, 99]. In a recent theoretical study about field emission into liquid and
gases [123], the experimental data from [99] are reanalyzed with a model which takes the
electron mobility in a medium into account. It was observed that for increasing field strength,
a transition from the FN-equation to the Mott–Gurney law takes place. The Mott-Gurney law
describes space charge limited current in semiconductors and insulators. Additionally, exper-
imental and simulation results on field emission and ionization in mineral oil concluded that
the Zener-like ionization and impact ionization for positive and negative voltages contribute
to the measured currents, respectively [124]. Their model for Zener ionization had the form
G = A · F exp(−B/F ) with A and B as fitting parameters. This equation corresponds to
equation (3.11) with α = 0.5, which would make a description of the data possible by apply-
ing it.
Certainly, space-charge effects need to be considered as a possible contribution to the de-
viations of the presented data from the standardFN-equation. If that is the case for the here
presented THz field emission into liquids, it is included in α. Also, the difference between the
aforementioned experiments of field emission into dielectric liquids and the here presented
study needs to be considered. Here, the emitting field is of oscillatory nature and is applied in
a pulsed manner. Moreover, it is a secondary process that is measured. In the static field emis-
sion experiments, a dc-voltage is constantly applied to the emitter, and a current is measured.
Those differences might lead to the domination of different effects in the experiments.

In figure 3.9 a), the recorded data for liquid samples are plotted as FN-plot with the stan-
dard FN-equation of the form J ∝ F 2 exp(−K/F ). The linearity of the plot is not given.
Saturation is visible for higher fields. This might be an indication of space charge effects.
The introduction of α returns as a linear plot (see figure 3.9 b)) meaning that the obtained α
values incorporate the deviations from the standard FN equation.
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Figure 3.9. FN plots for the liquid samples. In a), the standard FN plot is shown. In b), the FN plot for
taking α into account is presented.

The introduction of α as an extension to the FN-equation was motivated by tunneling ion-
ization. However, it should be noted that tunnel ionization is not the only effect that could
be incorporated into the extension. The deviations observed in the data require further inves-
tigation to understand the contributions from various sources. Nevertheless, the inclusion of
the α parameter accounts for field-induced effects and offers potential for gaining a deeper
understanding of the field emission process.

3.3.2 Simulation of Electrons in Argon Gas
After the discussion of the experimental data, simulations of the electrons in the accelerating
THz field are discussed. The simulations are based on a ballistic acceleration of the electron in
the external field, and the theoretical kinetic energies of the electron and their average travel
distance in a gaseous environment are discussed. The simulation is not based on a full-blown
scattering theory for gases but more on a simplistic pinball model and an adaptation of the
Drude model [125].

Simulation Structure The simulation of the acceleration of the electron is simply based
on the ballistic acceleration of the electron in an external electric field in 1D. Firstly, we do
not take the emission processes of the electron into account. The electron is placed in the
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electric field of the THz pulse directly at the emitter. The electron is treated so that it does not
have any prior kinetic energy, and the releasing field is still present to accelerate it. At every
release, only one electron is considered. The acceleration ae is calculated by:

ae(t) = dve(t)
dt

= q

me
β(s)ETHz(t) (3.12)

β is the location-dependent field enhancement factor. The accelerating field decreases as the
electron moves away from the emitter. The decay function is determined by a finite-element
simulation. Solving this equation numerically delivers us the velocity ve and the traveled
distance se for an electron accelerated by an enhanced time-dependent field in a vacuum.
For the vacuum case, equation (3.12) can be used to estimate the kinetic energy Ekin of an
electron. However, in the experiment described above, the emitter is surrounded by a gas or a
liquid. In order to simulate an approximation of the experiment, equation (3.12) is extended by
a scattering term. This term allows for approximating the electron in a gaseous environment.
The final equation is the following:

ae(t) = q

me
β(s)ETHz(t) − v2

e

|l(ve)|
(3.13)

ve is the velocity of the electron, and l is the mean free path length in the medium. This
equation is based on the assumption that the electron-electron interaction is negligible, the
electrons do not penetrate the gas atoms, and the electron trajectory is a straight line between
collisions. Moreover, the electron loses its momentum at every collision.

The traced electron gets accelerated in the time-varying field and scattered and again
accelerated. When the field turns negative, the electron feels a force toward the emitter and
eventually, it collides with it. In the performed calculations, the electron is only traced until
it collides again with the emitter. Secondary emissions due to electron-metal interaction are
not considered. Additionally, an electron is only released when the field is positive. For the
negative fields at the release time, the simulation is immediately interrupted and continues
with the tracing of the electron emitted in the next time step. The simulation has two different
time axes. One of them is the release time of the electron, which corresponds to the time axis
of the propagating THz pulse. The second axis is the simulation time. It corresponds to the
time in which the released electron is traced. We choose a time of 10 ps.

The mean free path length is calculated from the effective scattering cross section for
momentum transfer of electron Argon scattering. The cross-section data are retrieved from
the LXCat database [126] (COP database, www.lxcat.net, retrieved on January 11, 2022.). In
the LXCat database, the here applied cross-section can be found in the Phelps database and
is based on [127].

The simulation is also calculating the number of collisionsN with an argon gas atom per
released electron by the following differential equation.

dN
dt

= |ve|
l(ve)

(3.14)
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This equation is coupled to equation (3.13) by the electron velocity ve. Only ionizing col-
lisions are taken into account, which are determined by the ionizing cross-section for ar-
gon [126]. For the determination of the traveled distance and the energy of the electron, the
effective scattering cross-section is applied. However, the number of collisions is calculated
only for collisions that lead to the ionization of the Argon atom. The light-emitting excitation
states are, for simplicity, ignored. In the simulation, at every time step of the THz pulse, an
electron gets launched and accelerated in the field following the launch. So far, the simula-
tion is independent of the FN-equation. However, due to the knowledge about the electron’s
behavior at any point in time of the THz pulse with a given field strength and β, a relative
number of emitted electrons per release time can be estimated. In other words, the released
electrons can get weighted by the FN-equation.

Simulation results Weighting the electron release over a THz pulse, it can be observed that
the main emission takes place around the peak field of the pulse. For the THz pulse used in
the experiment above, the emitted electron pulse has FWHM of 100 fs, which is more than 10
times shorter than the releasing THz. This is important if the electrons should be employed in
ultrafast fast experiments. However, the pulse will rapidly spread out in time due to electron-
electron interaction as well as due to different velocity components in the pulse.
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Figure 3.10. The majority of electrons are emitted around the peak of the THz field. The FWHM of
the electrons is here 100 fs.

The l is pressure dependent, which causes changes in the electrons’ kinetic energy Ekin
and travel distance se. The higher the pressure, the more frequently the electron scatters, and
with increasing pressure, Ekin and se are declining. Running the simulation for pressure
values of 0.0, 0.5, 1.0, and 1.5 bar gives us insights into the maximum traveled distance of
the electron and their kinetic energy. The simulation values for the emitting field strength
and the enhancement factor β are 337 kV cm−1 and 120, respectively. The field strength is
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Figure 3.11. Pressure dependence of the distribution of the maximum kinetic energy (a) and traveled
distance (b) of the electron.

chosen because of the experimentally measured field (see figure 3.4) and the β value of 120
is the result of the maximum field enhancement returned by a finite-element simulation of the
emitters used in the experiment. It is important to note that the β factor can vary depending
on the mesh size used in the simulation. In fact, other simulations have suggested higher β
factors. However, there is currently no perfect method for determining the β value. The β
value of 120 is just an example and should not be considered definitive.

In figure 3.11 (a), the energy distribution of the emitted electrons for the different pressures
is presented, and in (b), the maximal traveled distance. For the vacuum case, the electrons
gain energies up 1900 eV with a sharp energy cut-off and a long tail of electrons with lower
energies. The sharp cut-off energy is expected due to the limited energy the electrons can gain
in a given field. The high number of electrons for the high energy is due to the weighting with
the FN-equation. The most electrons get emitted for the strongest accelerating field, whilst
for the lower fields, fewer electrons get emitted and the accelerating field is lower. Even in
lower fields before the peak of the field, the electron is moved already away from the tip and
does not experience the enhanced field. The shape of the energy distribution in the vacuum
matches well the ones previously observed in the literature [11, 12, 89]. The energies vary
due to differences in the local field enhancement and the impinging THz field. Increasing the
pressure leads to a shift of the distribution to lower energies due to energy loss in collisions
with the gas atoms. Also, the lower energy tail is reduced due to early collision.

The electron’s travel distance decreases as pressure increases, as shown in figure 3.11 (b).
The electron’s movement in a pressure of 1 bar is approximately 9µm. The simulation ap-
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pears to underestimate the electron’s distance traveled when compared to the emission spot in
figure 3.3. Two possible explanations for the observed phenomenon are: (1) the metasurface
in the camera image is slightly out of focus, leading to an apparent increase in spot size, and
(2) the local field enhancement factor may exceed 120, resulting in greater electron energy
and travel distance prior to scattering.

Every electron emitted along the THz pulse is traced and can be analyzed. In figure 3.12,
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Figure 3.12. The figure presents the simulation results for every electron emitted along the THz pulse.
The distance, energy, and collisions for each electron can be seen. The grey background indicates that
the termination event of the simulation occurred.

the electrons are released along the THz pulse and are traced, and their traveled distance,
their energy, and the number of ionizing collisions are calculated and displayed. The grey
areas indicate the termination of the simulation due to electron-emitter interaction. For the
presented simulation, a field strength of 350 kV cm−1 and a field enhancement factor of 120
are chosen. One can see that only for a positive field is an electron successfully released. For
the negative fields, the simulation is immediately terminated. Moreover, it is clearly visible
that even without weighting the emission by the FN-equation, the main peak leads to the most
emitted electrons. The electrons acquire quickly after emission high energies and do not lead
to ionizing collisions. However, the electrons rapidly lose energy and the collisions start to
increase but steady on a constant level. The main energy loss of the electrons happens by
non-ionizing collisions.

The number of ionizing collisions during one THz pulse can be calculated for different β-
values. For β of 120, 500, and 800, the numbers of collisions for a changing electric field are
shown. Simulations showed the maximum field enhancement ranges between those β-values.
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Figure 3.13. The number of collisions for electrons emitted along a THz-pulse for different β-values
are presented.

The numbers of collisions increase with increasing field strength but saturate for higher fields.
The slope for all β is gentle and gets shallower for higher β. This indicates that the collected
light is mainly dominated by the number of emitted electrons and less by their collisions with
the argon atoms. The collisions add a relatively flat background on top of the FN-equation.
This result was assumed in the previous measurements due to the fact that the signal was
following the FN-emission curve.

Lastly, the number of collisions should be weighted with the number of electrons emit-
ted at every time step along the THz pulse and compared to the recorded data of the light
emission from argon. In figure 3.14, the measurement is matched with the number of colli-
sions weighted with the number of electrons tunneling out of the emitter for the momentarily
applied field. If the numbers of collisions only get weighed by the FN-emission for a field
enhancement factor that was used to calculate the collisions, the result does not match the
measurements (see dashed lines in figure 3.14 (a)). However, the higher the field enhance-
ment factor is, the closer the result is to measurements. Applying a β of 2000, the simulation
result matches the data very well. This is due to the fact that in higher fields, the number
of collisions becomes nearly constant with any change in the impinging field, and only the
number of electrons increases. However, a β-value of 2000 does not seem to be realistic due
to very high electron energies. Such high electron energies are not reported in the literature
for THz field emission processes from a sharp emitter tip [12, 13]. For lower β -values, the
number of emitted electrons is not high enough when weighting with a FN-equation with a
triangular barrier shape. However, by introducing the SN barrier, a better agreement between
the data and the simulation can be achieved (solid lines in figure 3.14). However, for the
low field enhancement of 120, v = 0.06. This indicates that the barrier would be needed
to be reduced significantly, which also physically has no explanation. The best agreement
between the simulation and the measurement is achieved for a β of 800 with a barrier shape
correction factor v of 0.4. Also, here, the barrier would still be reduced significantly. The
field enhancement factor of 800 is close to values obtained for high-resolution finite element
simulations of the antennas.

The introduction of the SN-barrier is a valid approach based on several theoretical models
and should be generally included if the discussion about THz field emission aims to deliver
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Figure 3.14. In panel (a), the recorded Argon data is matched with the simulation. The number of
collisions is weighted by the number of emitted electrons according to the field enhancement factor.
In (b), the residuals between the recorded data and the matched simulations for a SN-barrier shape are
shown.

a physically relevant value of the number of electrons, the field enhancement factor, or the
workfunction. An important discussion about it can be found in [85]. Therefore, the inclusion
of the barrier shape in the analysis of the simulation has to be considered because the number
of electrons becomes relevant. Fitting the Argon data with a FN-equation extended by the SN-
barrier shape leads as well to a good fit to the data and matches considerably well with the
barrier-correction factor obtained in the simulation, as well as β. The fit delivers v = 0.402
for the barrier correction factor and β = 679. Considering the barrier shape does not change
the quality of the fit but makes it, in my opinion, more meaningful. However, it has to be
mentioned that applying the barrier shape to the data obtained from air, does only leads only
to a correction factor of v = 0.85, which does not lower β significantly.

3.4 Conclusion

In the experimental part, we observed light emission from gases and liquids, which can be at-
tributed to tunneling phenomena. For the gaseous samples, the recorded photo-signal showed
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good agreement to fits of the traditional FN-equation. Later, the FN-equation with a SN-
barrier shape was fitted as well to the data and delivered good agreement. Also, the recorded
data from the liquid samples clearly followed the trend of a field emission process. However,
the applied fits indicated discrepancies with the data, which raised the question of whether
a competing mechanism, tunneling ionization of the molecules, contributes to the detected
photo signal. This line of thought led us to a phenomenologically derived correction parame-
ter in the FN-equation which takes potential additional field effects, such as tunnel ionization
or space charge effects, besides FN-tunneling into account.

Besides the experimental data, simulations of the field-emitted electron in the external
field have been presented. This provided insights into the electron energies acquired for cer-
tain field enhancement factors β and gas pressures. Comparison to the literature indicated
that high β-values might lead to good fits but the theoretical energy which an electron should
acquire in such strong fields does not match with the experimental data. However, the simu-
lation could be matched well with the recorded photo-signal from argon-gas by including the
SN-potential barrier to the simulation.

Concluding this chapter, it can be stated that THz field emission of electrons into liquids
is possible. Nevertheless, there are indications of other field-induced effects, which can be
described by extending the FN-equation by a correction factor α. Moreover, a simulation for
simple electron tracing in a gaseous environment was provided.

Subsequent measurements are spectroscopic measurements by recording the electron-
induced emission spectrum from the samples. The spectrums will give us insight into the
involved electronic transitions. An additional experiment in which the metasurface is cov-
ered by a nanometer-thin dielectric layer to prevent the electron from reaching the gas or
liquid could finally answer the question if the recorded signal is purely due to FN-emission
from the metasurface or if the enhanced field causes light emission from the medium.
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4.1 Introduction

In this chapter, we study a new device for detecting mid-infrared (mid-IR) radiation using
electron field emission. The first introduction to the device can be found in [89]. The working
principle of the described device is similar to that of a normal PMT, and therefore it will be
referred to as a mid-IR PMT. In recent years, a ”THz-PMT” was developed in the Ultrafast
Infrared and Terahertz Science group at the Technical University of Denmark in collaboration
with Hamamatsu Photonics [16]. Compared to a traditional PMT, the photo-cathode was
removed and replaced by metasurfaces which are optimized to increase the electron yield by
THz-induced field emission. The same principle is applied to the mid-IR PMT.

The mid-IR region is loosely defined from 2µm - 20µm. In this spectral range, many
molecules show their fundamental vibrational modes, which makes mid-IR radiation suitable
for plenty of applications such as spectroscopy [128], gas-sensing [129], remote sensing [130],
and imaging [131]. The detection of mid-IR is challenging due to the high background noise
level and the lack of suitable materials for high sensitivity and selectivity. Fortunately, the
developments over the last decades made it more feasible to detect mid-IR rather easily. Two
main categories of mid-IR detectors are available, photonic devices and thermal infrared de-
tectors, which include Bolometers and Prytorelectro detectors (see section 1.3.2) [132, 133].
Photonic devices show a fast response time, while thermal detectors exhibit slower responses.
Both device types show significantly better performance at lower temperatures. Currently,
the preferred photonic detector types are mercury cadmium telluride (MCT) detectors, but
also quantum well and quantum dot based detectors are advancing [134].

The here presented mid-IR PMT delivers an alternative way for mid-IR detection. It does
perform at room temperature and has a similar response time as normal PMTs (≈ 10 ns),
which is determined by the design of the PMTs electron collection [135]. In mid-IR PMT, the
photocathode is replaced by a metasurface.

In the following, we will employ radiation between the 3.6µm - 10.7µm (mid-wave and
long-wave infrared). The mid-IR PMT will be explained and characterized first. Afterward,
the mid-IR PMT is used to record interferometric auto-correlation (iAC) traces of the mid-IR
pulses. Those auto-correlation (AC) traces are dependent on the field strength at the metasur-
faces and can be described by the FN-description of cold field emission from metal surfaces.
G. Herink et al. [136] demonstrated already the possibility of performing interferometric AC
by means of field emission from a metal tip. However, to our best knowledge, they never
stated the mathematical description used for the explanation. Hence, we are providing a new
auto-correlation integral for FN-emission

IFN ∝
∫ ∞

−∞
A [E(t) + E(t− τ)]2 · e−k/[E(t)+E(t−τ)]dt (4.1)

which allows us to describe our recorded data.
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4.2 Methods/Tools
In this section, the mid-IR PMT and experimental methods are explained and described to pro-
vide the reader with all the necessary information to comprehend the experiments performed.

4.2.1 midIR-PMT
A photomultiplier tube, or short PMT, operates based on the photoelectric effect to generate
an electrical signal and detect photons. Here, a brief overview of its working principle shall
be given. (see figure 4.1).

A PMT is composed of an evacuated glass tube. When a photon strikes the front plate
of the tube, a photoelectron is emitted from the photocathode. The electron is then directed
by a focusing electrode toward the first dynode. A dynode is a metallic electrode to which a
voltage is applied to accelerate the electron, causing it to collide with the dynode and emit a
secondary electron. In a PMT,multiple dynodes are connected in series after the first one, with
a potential difference between each of them that accelerates the electrons. At each dynode, the
electrons are multiplied, resulting in an easily measurable current at the anode. This process
enables the detection of single photons. However, to photoemit electrons, the energy of the
light must be higher than the work function Φ of the photocathode material. This limits the
application of PMTs to the detection of light with shorter wavelengths than approximately
1.7µm.

Primary Electron 

Photo-Cathode Focusing Electrode

Dynodes

Anode

Secondary Electrons

Figure 4.1. Schematic of a PMT. When light hits the photo-cathode, it emits a primary electron, which
is then multiplied by the dynodes. This multiplication process allows for small signals to be amplified
and measured.

To overcome that limitation of a conventional PMT, S. Lange collaborated with Hamatsu
Photonics during his Ph.D. studies to develop a THz-PMT [89]. Instead of relying on photo-
emission, the primary electron in this PMT is field emitted. The photo-cathode in a con-
ventional PMT is replaced with a metasurface that is optimized to field-emit electrons. The
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metasurfaces are positioned facing toward the dynodes so that the impinging THz-radiation il-
luminates the backside of the silicon substrate, causing electrons to be emitted in the direction
of the dynodes, which then are accelerated by the potentials applied between the metasurface
and the dynodes. This new THz-PMT allows the detection of THz radiation.

The mid-IR-PMT applied in this study is based on the same principle as the THz-PMT,
with the metasurfaces scaled to the mid-IR range. The targeted resonance frequency for the
mid-IR-PMT is 40 THz (7.5µm). S. Lange is responsible for the fabrication of the mid-IR-
PMT and has already been introduced in his thesis [89].

4.2.2 Optical Setups
For simplicity, the term ”PMT” will refer exclusively to the mid-IR-PMT from this point
forward. The experiments on the new PMT are performed by applying the following setups.
Initially, the generation of the mid-IR is briefly discussed. The nonlinear difference frequency
generation (nDFG) technique is employed to generate the mid-IR-radiation. Therefore, a
regenerative amplifier is pumping an optical parametric amplifier (OPA). The resulting Signal
and Idler are then used in the nDFG to obtain the mid-IR-radiation. This technique allows
changing the output wavelength continuously over a wide spectral range. The here used
spectral region stretches from 3.6µm to 10.7µm. The first setup, which is utilized to gather
the fundamental properties of the PMT, is shortly explained (see figure 4.2). In this setup,
the mid-IR-beam is propagated through a longpass filter (LPF) with a cut-off wavelength of
3.6µm to discriminate the influence of the pump wavelength of the nDFG.

Regen.
(1 kHz, 800nm )Signal

Idler
OPA nDFG

WG

midIR-PMT

LPF

PM

MgF2

Figure 4.2. Schematic drawing of the experimental setup for the characterization of the mid-IR-PMT.

After the LPF, a pair of WGPs are in the beam path, which is used to adjust the optical
power continuously onto the PMT. The power can then bemeasured when flipping amirror by
a power meter (PM) (Thorlabs S302C - Thermal Power Sensor Head). The mid-IR-beam is
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then shined onto the PMT. There are two different configurations: the beam falls collimated
or focused by an OAP onto the PMT. In both configurations, the PMT is mounted in an
automated rotation stage, allowing to adjust the PMT orientation to the mid-IR polarization.
When using the focused beam, the PMT is additionally on top of the translation stage to
position it at the desired location along the focus.

The second setup is depicted in figure 4.3. It is used to obtain an iAC-measurement of
the mid-IR pulses. Therefore the mid-IR beam generated in the nDFG-model is split by a
50:50-beamsplitter (BS) (Thorlabs BSW510). The transmitted beam is delayed by a variable
delay line. The reflected beam travels a static delay to compensate for the delay line. The
beams get recombined with another BS with the same properties as the first one. Here, the
earlier transmitted beam gets reflected on the BS, while the before reflected beam transmits
through the second BS. The setup is designed with two BS to ensure that both beams obtain
the same dispersion and to compensate for the slightly unequal split ratio of the BS for po-
larized radiation. Additionally, both beams experience an equal amount of reflection from
the metallic steering mirrors. Hence, we consider both pulses as indistinguishable from each
other.

Regen.
(1 kHz, 800nm )Signal

Idler
OPA nDFG

Dly 1

B
S
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Figure 4.3. Schematic drawing of the experimental setup to perform auto-correlation measurements.

The recombined beams are propagating collinearly through a pair of WGP and an LPF
(3.6µm cut-off) to adjust the power of the beams and to filter out residual pump light, respec-
tively. A flip mirror allows to measure the power of the mid-IR beam. To acquire the AC
of the mid-IR pulses, two detectors can be utilized, the PMT and a PD (Thorlabs PDA10D2
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- InGaAs Fixed Gain Amplified Detector). The window of the PD is removed to allow two-
photon absorption for longer wavelength. The PMT is also in this setup mounted in a rotation
mount, allowing to adjust the mid-IR polarization relative to the PMT. The beams are colli-
mated on both detectors.

For both presented setups, the PMT is operated at a voltage of −1800 V, and for the data
acquisition, a boxcar integrator triggered directly by the regenerative amplifier and a DAQ-
card are applied.

4.3 Experiments and Results

After the methods of the performed experiment were introduced, the following section will
present the results and analysis of the acquired data.

4.3.1 PMT-Characterization

The mid-IR PMT’s frequency response is designed to be around 40 THz (7.5µm) [89], which
should result in a frequency-dependent response. Additionally, the antenna’s polarization-
dependent design suggests a polarization-dependent response. While both of these char-
acteristics were previously observed in the THz-PMT, they have yet to be investigated in
the mid-IR PMT. Thus, the upcoming paragraph will detail the PMT’s wavelength- and
polarization-dependence, and the results will be compared to fourier-transform infrared spec-
troscopy (FTIR) measurements and COMSOL®-simulations of the PMT’s metasurfaces.

The performance of the PMT is influenced by the wavelength and polarization of the
incoming light. Experimentally, it is an iterative process between optimizing the orienta-
tion of the PMT and finding the ideal wavelength. Here, the wavelength dependence of
the PMT is investigated before the effect of polarization is discussed. To obtain the high-
est response, measurements are performed at the optimum PMT rotation angle. However, for
the wavelength-dependent measurements, the absorption of the MgF2 -window of the PMT,
which is 1.58 ± 0.01 mm thick, needs to be taken into account. To assess the impact of the
window, FTIR measurements are performed (see figure 4.4 a)). As depicted in figure 4.4 a),
the window is not suitable for long wavelengths. The transmission remains flat until 5.5µm,
but it starts to decrease rapidly afterward. At 8.7µm, the transmission drops to 50%, and only
6.4% is transmitted at 10µm. As a result, this limits the wavelength range for which the PMT
can be utilized.

In figure 4.4 b), the polarization-dependent transmission of the MgF2-window for a 360◦-
rotation is presented. This measurement was conducted to evaluate the effect of birefringence
in the mid-IR on the polarization of the radiation, which could potentially cause a decrease in
the PMT signal due to the polarization-dependent response of the metasurface. Fortunately,
the results show that the polarization of the transmitted light is not significantly affected by
the rotation of the window. This indicates that the window has a negligible impact on the
polarization-dependent response of the metasurface.
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Figure 4.4. FTIR measurements of MgF2-window with thickness 1.58 ± 0.01 mm. In (a) the transmis-
sion for wavelengths for 2.4µm to 14µm is presented. The step cut-off is clearly visible. (b) shows
the rotation independence of the transmission of the window. The slight birefringence does not affect
the transmission significantly.

Wavelength-dependent PMT Response Two different measurement modes are used for
the wavelength-dependent measurements. In the first mode, a constant incident power onto
the MgF2-window is maintained, resulting in a reduction of the arriving power at the meta-
surface due to absorption in the window. This leads to an absolute wavelength dependency
of the PMT. In the second mode, the power arriving at the backside of the silicon chip with
the imprinted metasurfaces is kept constant by accounting for the window absorption. This
measurement returns a windowless wavelength response of the metasurfaces on the silicon
but does not consider the silicon’s wavelength-dependent absorption. The results for a colli-
mated beam incident onto the PMT are shown in figure 4.5. The window has a surprisingly
low effect on the PMT performance for a wavelength range up to 8µm. The reason for that
might be the fluctuations of the mid-IR power. However, the response is significantly lower
when the absorption of the window is not compensated for.

The wavelength sweep reveals a strong PMT response between 4.5µm and 4.8µm with a
weaker response observed at 7.7µm, which is close to the design wavelength of 7.5µm. Sur-
prisingly, this resonance does not provide the strongest PMT response. The data in figure 4.5
a) only cover a wavelength range up to 8.5µm. This limitation is due to the collimated beam
setting and the absorption of the window, which results in insufficient power from the nDFG
while still measuring a significant PMT response. It is worth noting that in the collimated
setup configuration, the mid-IR beam radius is larger than the metasurface, leading to unused
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Figure 4.5. Wavelength response of the PMT. Responses accounting and not accounting for the absorp-
tion of the window are shown. In a), the mid-IR beam is collimated, while in b), the beam is focused.

mid-IR radiation.
In order to measure longer wavelengths, the mid-IR beam is focused with a silver 4-inch

OAP onto the PMT. That way, the fluence on the metasurface is increased and the full beam
is illuminating it. This enables to perform a wavelength sweep up to 10.7µm. The PMT is
placed 1 inch away from the focus of the beam to avoid a wavelength-dependent spot size.
In figure 4.5 b), the PMT response is shown. The measurement takes the MgF2-window
absorption into account. The measurement reveals a strong response at 10.1µm, which is 2.4
times stronger than the one at 4.7µm. For longer wavelengths than 10.1µm, the response is
declining again. This might be an indication that it is a resonance of the metasurface and not
only an increase in the field enhancement factor γ due to a lightning rod effect of the antenna
tip, which increases for longer wavelengths (γ ∝ (λ/R)α) [13]. R is the tip radius, and α is
a constant.

Polarization-dependent PMTResponse Now, the polarization dependence is investigated.
Therefore, the PMT is rotated by a rotation mount while the mid-IR polarization is kept the
same. The mid-IR PMT is expected to exhibit a polarization dependence due to the resonance
behavior of the antenna structures. The absence of resonance would indicate that the antenna
shape is not crucial for the performance of the PMT. To ensure that the metasurface did not
rotate out of the beam, resulting in a significant decrease in the signal, the PMT was placed
in the collimated mid-IR beam. The PMT responses recorded during the 360◦-rotation of the
PMT are presented in figure 4.6.
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The PMT/metasurface exhibits a clear preferred orientation with respect to the incoming
polarized light, where two orientations repeating by 180◦ result in an enhanced response. This
observation is consistent with previous investigations of the THz-PMT,which employs aswell
the dSRR as antenna design. We attribute these enhanced responses to the alignment of the an-
tennas of the metasurface with the incoming polarization. Specifically, in the case of a dSRR,
the enhanced response occurs when the field polarization is aligned with the I-shaped tip of
the antenna. The response of the PMT shows clear polarization dependence close to resonant
wavelengths (4.5µm, 7.5µm, 8.5µm). However, at 3.7µm, the response does not depend
on the PMT orientation, suggesting that the response is not solely attributed to the resonance
of the antennas. Although weaker than at the resonances, the response at 3.7µm is still signif-
icant over the noise level. On the other hand, at 6.0µm, which is also off-resonant, the PMT
response is more diminished than at 3.7µm. This could be explained by the fact that due to
the shorter wavelength at 3.7µm, different parts of the antenna act independently as structures
where the field can be enhanced, leading to a polarization-independent response. Conversely,
for longer wavelengths, the field concentration does not happen as efficiently at the smaller
structures of the antennas. Multiphoton absorption as a plausible mechanism would result
in an accordingly intensity scaling (In). However, an intensity sweep for 3700 nm is not
performed.

FTIR-Measurements of the Metasurface To investigate the behavior of the PMT further,
we conducted FITR measurements of only the metasurfaces on the silicon chip. The three
main resonances in the PMT response are unexpectedly not harmonics. The FTIR measure-
ments are conducted to investigate whether the three main responses are a result of the PMT
and the field emission process, such as back acceleration of electrons towards the electrodes
for certain wavelengths, or if the metasurface exhibits intrinsic enhanced absorption of mid-
IR radiation at those wavelengths. The light of the FTIR is polarized and the silicon chip is
rotated to measure different antenna orientations. The collected FTIR-data (see figure 4.6)
clearly show a difference between the two orientations, which are here called 0◦ and 90◦.
The naming was randomly chosen due to the lack of information about the real position of
the antennas on the chip. The only information we had was that the cut of the substrate crystal
is aligned with the antenna sides. The FTIR-measurement for 0◦ displays a broad absorption.
It starts to rise constantly for about 5.0µm until it peaks at 9.5µm and declines again. In com-
parison, the 90◦-orientation shows an increased absorption at around 4.0µm, 6.0µm, and a
broad response starting from around 8.0µm with a maximum at 10.5µm. The responses of
both orientations do not match the resonance of the PMT. The 90◦-orientation of the metasur-
face exhibits three main absorption peaks, however, at different wavelengths than the PMT.
Moreover, the 0◦- and 90◦-orientations show a strong absorption at 8.5µm whereas the PMT
does show only for one of the orientations a strong response (see figure 4.6). Possible expla-
nations for the discrepancies of the PMT and FTIR might be in the antenna structure itself.
The metasurfaces were not fabricated in the same batch. Small variations in the sizes could
lead to a shift in the resonances. Moreover, the FTIR is measuring the far-field response of the
metasurface. On the other hand, the PMT signal is directly related to the near-field response
of the antenna and the cold field emission.
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Figure 4.6. Rotation-dependent PMT response for different wavelengths (a) and FTIR measurements
of the metasurfaces for different orientations (b). In the rotation-dependent response, two pronounced
resonances at about 0◦ and 180◦ are clearly visible. The FTIR measurements show for both orientations
an increase in extinction for longer wavelengths.

COMSOL®-Simulation of Antenna Structures For a better understanding of the antenna
structure behavior in the mid-IR field, COMSOL®-simulations are performed. The model
includes the frequency-dependent conductivity of the gold antenna (Drude model) and its sub-
strate. The geometrical dimensions for the antenna are extracted from the scanning electron
microscope (SEM) images of the fabricated metasurface, as can be seen in [89]. A frequency
sweep from 20 THz to 81 THz (around 3.7µm-15µm) is carried out for a plane wave polar-
ized in the x-direction and propagating along the z-axis. The antenna is situated on the inter-
face of domains with the properties of silicon and air. The em-wave illuminates the antenna
from the silicon domain. The relative electric field enhancement at the antenna is measured.
Probes obtain the field enhancement at different positions close to the antenna’s gap. Here,
we are not interested in the exact number for the relative field enhancement factor. The aim
of the simulation is to obtain the antenna response function for different wavelengths. The
simulated electric field enhancement relative to the impinging radiation at the sharp end of the
dSRR tip can be seen in figure 4.7 a). The probe point is located 5 nm above the metallic an-
tenna in the air domain above the gap of the dSRR. The simulated relative field enhancement
for different wavelengths is compared to the measurements of the PMT response. Therefore
in figure 4.7 a), the simulated relative field enhancement component in x-direction |Ex| and
the out-of-plane component |Ez| are plotted together with the measured PMT response. Both
components exhibit three local maxima at around 4.8µm, 6.8µm, and 10.1µm, which is the
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Figure 4.7. a) simulated wavelength response of metasurface (green and red line). The green line
shows the in-plane field enhancement |Ex|, whilst the red line is the out-of-plane component |Ez|. The
shaded area is the measured PMT response. b) Simulated antenna response for an incident field with a
wavelength of 10.1µm. The field is strongly enhanced in the antenna gap.

highest one of the three. Moreover, on top of the peaks, the simulation shows a background in-
crease in the field enhancement towards longer wavelengths. One can see that the simulation
differs from the measurements. However, simulation and measurement have their maxima at
round 10µm. Moreover, also the measurements show an increased response at shorter wave-
lengths around 4.6µm, which is only slightly mismatched with the simulated results. The
local maximum at 6.8µm does not match with the measurements, which has an increased
response at around 8µm. The increasing background signal in the simulation is as well not
observed in the measurements. The mismatch in the peaks of the responses can be explained
by an imperfection in the fabricated antennas, which could lead to a shift in the antennas’ res-
onance. The missing background increase of the PMT response for increasing wavelength is
here attributed to the fact that the measurements are a result of field-emitted electrons, while
the simulation shows only the field enhancement. In order to be detected, the electron needs
to escape the emitter structure and travel in the z-direction. As we can see in the simulation of
|Ez|, the field enhancement is reduced, including the background enhancement, which leads
to a lower detection rate.

Recording the field in the transmitted field through the antenna in the simulation, a far
field response is measured. The polarization of the incident light is varied. In one case, the
polarization aligns with the x-axis or y-axis of the simulation coordinate system. In figure 4.7
b), the antenna’s orientation can be seen. Comparison of the far field simulation and the FTIR
measurements show clearly some similarities (see figure 4.8). The before labeled with 90◦

FTIR measurement is resembled by the simulation with light polarized in the x direction.
The 0◦ FTIR measurement shows similarities with the simulation with polarization in the
y-direction. The simulations show sharper responses than the measurements. This might
be due to the differences between antennas or due to the difference in illumination between
simulation and measurement. The simulation illuminate only with a single frequency at a
time, while the FTIR illuminates with a broad spectrum and detects all wavelength at once.

Overall, the COMSOL®-simulations show only small differences to the measurements,
which shows that the near field enhancement is responsible for the shape of the PMT response.
However, the detection of only electrons moving in the z-direction influences the response
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Figure 4.8. Comsol simulation of the transmitted field through the antenna compared to the FTIR mea-
surements. a) Comsol simulation for polarization along the x-axis compared to the 90◦ FTIR measure-
ment. b) Comsol simulation for polarization along the y-axis compared to the 0◦ FTIR measurement.

slightly. COMSOL® guide design for antennas with responses in the low response region
of the PMT can help to fill the gaps in its response. Looking at the FTIR response of the
metasurfaces does not lead to the expected insights about the PMT response. As we could
show with the simulation, the FTIR measures the far field response while the PMT response
is connected to the near field response of the antennas.

FN-Dependence of PMT for DifferentWavelengths Besides the response of the PMT for
different wavelengths, it should also be shown that the PMT response is due to the FN-field
emission. Therefore, the PMT response is recorded for alternating incident powers of the mid-
IR pulses as well for different wavelengths. We observe that for all wavelengths, the PMT
responses agree well with the FN-fit for lower field strengths (see inset figure 4.9). However,
for the last two data points of the 4700 nm and 4800 nm as well for the last data point of the
8000 nm data set, the FN-emission predicts a stronger response than the measured signal. We
assign this mismatch to the saturation of the PMT.

Multi-photon absorption as a possible mechanism for electron emission can be ruled out
for two reasons. Firstly, multi-photon absorption would lead to a stronger signal for lower
wavelengths which is not observed, and secondly, the polarization dependence of the PMT
signal (see figure 4.6) would not be observed in case of multi-photon absorption.
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Figure 4.9. PMT responses for different incidence powers and wavelengths. The data are fitted with a
standard FN-equation. For high power, the fit does not match the data anymore, attributed to the PMT’s
saturation. The inset shows a good match between fit and data in the lower power region.

4.3.2 Fowler-Nordheim-Autocorrelation

After the characterization of the PMT, we apply it to measure the iAC of the mid-IR pulses.
Therefore, the experimental setup, shown in figure 4.3, is used. The delayed pulses incident
collinearly onto the PMT and interfere with each other, causing a change in the field strength
at the metasurface. This leads to a change in the local field enhancement and, consequently,
to a modification of the FN current density. The change in the current density leads to a
field-dependent signal measured by the PMT, which can be related to the field strength on the
metasurfaces and, therefore, to the field of the mid-IR pulses.

Usually, the interferometric AC is based on second-harmonic generation in a crystal [137,
138] or on two-photon absorption on a photodiode [139, 140]. In that case, the AC signal is
given by [141]

Iac(τ) =
∫ ∞

−∞

∣∣ (E(t) + E(t− τ))2 ∣∣2
dt . (4.2)

Here, Iac(τ) is the intensity measured by a slow detector as a function of τ , the delay time
between the two pulses with the time-dependent electric field E(t). The first square repre-
sents the second-order nonlinear process of the detection scheme and the other square and
the integral are due to the slow response of the detector compared to the pulse duration. The
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evaluation of the expression under the integral leads to different contributions to the AC.

Iac(τ) = Iback + Iint + Iω + I2ω (4.3)

A background term Iback, the intensity AC-term Iint and two interferometric terms Iω and
I2ω oscillating with the frequencies ω and 2ω, where ω is the carrier frequency of the light
field. Assuming an unchirped Gaussian pulse shape, equation (4.4) can be used to describe
the measured intensity.

IGac(τ) = 1 + e−2ln(2( τ
w )2

+ 4e− 3
2 ln(2( τ

w )2
cos(ωτ) + e−2ln(2( τ

w )2
cos2(ωτ) (4.4)

Here is to mention that w is the FWHM of the optical pulse expressed in intensity.
In comparison to the standard second-order iAC, the nonlinear process applied in the PMT

is the FN-non-linearity. The nonlinear medium is, in that case, the metasurface. The PMT
structure is the slow detector. For a single pulse, the measured intensity by the PMT is given
by

I ∝
∫ ∞

−∞
anE(t)2 · e−k/|E(t)|dt . (4.5)

To improve the readability of the equation, the terms ϕ and bn have been grouped into the
variable k. It should be noted that the field enhancement factor β has already been incorpo-
rated into E(t). Inserting the interfering electric fields E(t) + E(t − τ) in equation (4.5)
leads to the FN-AC-equation:

IFN ∝
∫ ∞

−∞
an [E(t) + E(t− τ)]2 · e−k/[E(t)+E(t−τ)]dt (4.6)

This equation describes the response of the PMT when two mid-IR pulses are interfering at
the metasurface. As one can see from equation (4.6), the FN-AC- signal for relative low field
strengths is dominated by the exponential function. However, for significantly strong fields,
the signal will be equivalent to the one of a field-AC. This was already mentioned in the
supplementary material of [136] by G. Herink et al.. Nonetheless, it has to be mentioned that
G. Herink does not explicitly state the mathematical formalism of the FN-AC.

We perform experimental measurements of the mid-IR pulse AC using both a PD with
two-photon absorption and the PMT. However, the band-gap of the PD material restricts us
to wavelengths lower than 5.5µm, while the FN-AC carried out with the PMT is limited to
7.5µm due to losses in the optical setup and decreasing output power of the DFG for longer
wavelengths.

AC based on Two-Photon Absorption We shall start with the iAC based on two-photon
absorption to characterize the mid-IR pulses with a well-known technique. Therefore, the
two-photon signal of the PD is matched with the calculated iAC described in equation (4.4)
presumed that the beam exhibits Gaussian properties. The wavelength of the mid-IR pulse
is known from the fast fourier transform (FFT) of the AC-signal and is used for the fitting.
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Figure 4.10. Recorded interferometric AC signals determined by 2-Photon absorption on a PD and
the corresponding fits. The intensity FWHMs of the iAC (iAC FWHM) and the input pulse (PW) are
shown. An increase in the pulse width for longer wavelengths is observed.

The AC signals for the selected wavelength and the corresponding fits are displayed in fig-
ure 4.10. We learn from the AC, that the pulse width elongates slightly when applying longer
wavelengths. At 3840 nm, the FWHM is 99 fs, while for 5428 nm, it is 148 fs. Due to the
change of wavelength for different pulse durations, the numbers of field oscillation periods in
the FWHM can be seen as constant (±2) for all measured wavelengths. This is determined by
counting the number of field oscillations and dividing it by the FWHM and is just an observa-
tion in the recorded data. Unfortunately, as mentioned above, the AC can only be performed
up to 5500 nm. No statement can be made about the pulse duration and the number of field
oscillations of a pulse with longer wavelengths. However, we expect pulse durations of simi-
lar lengths. Hence, we assume that the contribution to the increased PMT response for longer
wavelengths (9.5µm to 11µm) cannot be explained by the elongation of the pulses. More-
over, as we will see later in the discussion, an increase in pulse duration while maintaining
the optical power is causing a reduction in the PMT response.

AC based on FN-field Emission With the knowledge about the pulse duration of the mid-
IR pulses, the recordings of the AC applying the PMT as a non-linear medium and detector are
presented and then discussed. We call those AC from now on Fowler-Nordheim-ac (FN-AC).
The measurable spectral range for the 2-photon AC is limited by the type of the nonlinear
material. That is not the case for applying the PMT as a non-linear medium. The limitations
here are, on the one hand, the wavelength-dependent response curve (see figure 4.5) and, on
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the other hand, the already above-mentioned decrease in power for longer wavelengths gen-
erated by the nDFG. The AC with the longest wavelengths recorded by the PMT is 7168 nm
(See figure 4.11). As we can see from figure 4.11, for the same incident power of 400 uW, the
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Figure 4.11. FN-AC-signals recorded with the mid-IR PMT for varying wavelengths but constant av-
erage power of 400 uW.

signal-to-noise ratio varies dramatically for different wavelengths. For that reason, for most
of the following discussion, the FN-AC-traces of wavelengths around 4500 nm are utilized.

We record FN-AC traces for different average powers at a wavelength of 4600 nm. The
used power range spans from 0 to 1.4 mW. The beam is collimated with a 1/e2-widhts of
1/e2

x = 2.76 mm and 1/e2
y = 4.61 mm, determined by a knife edge measurement. With the

assumption of a Gaussian-pulse shape and the FWHM determined above, the incident field
strength is calculated by applying equation (1.31).

Our data analysis has identified two distinct regimes that can be characterized using sim-
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plified versions of the mathematical expressions presented in equation (4.6). The first of
these regimes corresponds to the baseline and can be modeled by assuming that the two input
pulses arrive at the metasurface with a time delay τ such that they do not overlap in time.
Additionally, the time interval between pulse arrivals is shorter than the PMT response time.
The resulting PMT response can be modeled as the summation of two FN-emissions.

Ibase = I1 + I2 ∝
∫ ∞

−∞
anE1(t)2 · e−k/E1(t) + anE2(t)2 · e−k/E2(t) dt (4.7)

The second regime corresponds to the maximum of the traces, where the two input pulses
arrive at the metasurface with zero time delay (τ = 0). In this scenario, the two pulses
overlap perfectly, leading to constructive interference between the fields. As a result, the
field emission is driven by the sum of the fields, which can be represented by the following
equation:

Ipeak =∝
∫ ∞

−∞
an [E1(t) + E2(t)]2 · e−k/[E1(t)+E2(t)]dt (4.8)

For the region between the maximum and the baseline, the full description given in equa-
tion (4.6) needs to be consolidated. We are applying equation (4.8) to determine the underly-
ing coefficients needed for a numerical simulation of the FN-AC. Therefore, the center peak

Figure 4.12. The figure shows the fit of the center peak values. The best fit is achieved by omitting the
values for high field strengths. The inset shows the fit of the baseline compared to the fit of the center
peaks.
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values of the recorded traces are extracted and fitted with equation (4.8). The free parame-
ters are β and a proportionality constant to translate the FN-current density to the intensity
measured by the PMT. The fit can be seen in figure 4.12. Fitting all peak values leads to an
unsatisfactory fit. Hence, we exclude data points for higher fields than 70 kV cm−1, which
leads to a better fit. The exclusion of the data is justified by the saturation of the PMT, which
is visible in the FN-AC-traces of fields higher than 63 kV cm−1 (see figure 4.13 ). The peaks
around the center region (≈ ±50 fs) share a nearly identical high, which indicates PMT satu-
ration.

We extracted as well the intensity baseline values of the power-dependent FN-AC traces
and fitted those with equation (4.7). Here, the fitting provides a decent result. However, when
applying the parameters determined by the fit of the center peaks in equation (4.7), the calcu-
lation predicts already a response for weaker fields than observed, although the determined
values from the baseline fit underestimate the peak values dramatically. A possible explana-
tion for the lower response for the baseline than expected from the fit of the peak values can
be found in the threshold behavior of the PMT. Low energy electrons might not be as effi-
ciently collected by the focusing electrode of the PMT or do not escape the near field region
fast enough before the fast oscillating mid-IR field switches polarity. Moreover, it needs to be
mentioned that a larger data set with more data points in the region up to 70 kV cm−1 would
be beneficial for a more significant calculation of the parameters.

Using the determined parameters from fitting the center peak values, we simulate the full
FN-AC traces to match the recorded data by applying equation (4.6). Therefore, we assume
two identical Gaussian pulses E(t) with a carrier frequency of 4610 nm interfering at a delay
time τ . The electric field FWHM is 125.8 fs (89 fs intensity FWHM) as determined by the
2-photon AC. The resulting electric field is then used in FN-equation to obtain the electrons
emitted at any point in time t. Integration over t results in the signal recorded by the PMT at
τ .

As one can see in figure 4.13, the data exhibit strong fluctuations caused by the instability
of the output of the OPA and nDFG. The power fluctuations of the laser system get amplified
in the PMT due to the high non-linearity of the FN-process. Little fluctuations in the field
strength result in significant changes in the number of emitted electrons. Especially in the
low-field regime, where the exponential function dominates the process. Moreover, the data
expose some asymmetry which might be caused by a slight misalignment of the interfering
beam. Those irregularities and imperfections make it challenging to accurately align the data
with the simulation. However, the simulation captures all significant features, such as the
correct width of the traces, the oscillation frequency, and the height of the side peaks in unsat-
urated traces. As mentioned before, besides the intensity fluctuations, the data expose some
asymmetry. One side of the FN-AC traces is elongated. We attribute this asymmetry to the
alignment of the autocorrelator. It is well known that interferometric AC requires exact align-
ment. Here to mention, the first datasets recorded with the FN-AC exhibit a double pulse
structure caused by misalignment. The exact alignment requires an infrared beam profiler.
Using liquid crystal detector cards and irises does not result in the here required precision.

Our simple model effectively captures the essential characteristics of the FN-AC and
should now be used to investigate how the PMT responds to modifications in the FWHM,
average power Pavg, and the peak electric field strength Epeak of the beams. We specifically
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Figure 4.13. The figure shows a comparison of the recorded FN-AC traces (green) from the PMT with
simulated data. The recorded traces exhibit saturation for field strengths greater than 70 kV cm−1, as
indicated by a plateauing of the data. The red curves represent the simulated data.
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look at the effects of changing the FWHM for fixed Epeak, FWHM for fixed Pavg, and Epeak
for fixed FWHM. For all simulations, the underlying FN-equation is parametrized with the
same values as determined above and used in the fitting of the FN-AC traces displayed in
figure 4.13.

Variable Epeak for fixed FWHM The FWHM of the electric field of the two pulses for
the inquiry of the peak field strength variation is 88 fs in the electric field of the incoming
pulses. The field variations are inspected for lower fields and higher fields up to 1 MV/cm
per single pulse. The simulation results are displayed in figure 4.14 in (a) lower fields and
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Figure 4.14. Calculated FN-ACs for a varying field strength of the impinging pulses while the pulse
widths are kept constant at 88 fs for the electric field. In (a), the field strengths are about the same as in
the experiment, while in (b), the fields up to 1 MV/cm are applied. The red dots mark the development
of the half-maximum for the different field strengths. The red dashed line displays the widths of a 2-
photon iAC, and the black dashed line corresponds to the widths of the field AC

.

in (b) higher fields. The red dots denote the half-maxima of the iAC. The background signal
(baseline) is removed for better visibility of the signals. The signals lower than the baseline
are not shown as well. In the lower field regime, the FWHM of the FN-ACs broaden quickly
in a non-linear manner. When the fields increase in strength, the slope of the broadening de-
creases rapidly and the width approaches for high fields the width of the field-AC of the pulses
(dashed black line). Looking at equation (4.6), one can see that this behavior is expected. For
low fields, the exponential function changes rapidly, and for high fields, it approaches 1 so
that the squared sum of the fields dominates the measured intensity. On that account, pulse
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widths could not be retrieved for fields exceeding a certain strength [142]. In the simulated
data, a field strength of about 150 kV cm−1 exhibits a AC-width of the predicted second-order
nonlinear AC (red line). For stronger fields, the retrieval of the pulse length might be ques-
tionable. Hence, we define 150 kV cm−1 as a lose threshold. Beyond it, the pulse should not
be determined with the PMT.

Analyzing the spectral content of the FN-ACs (see figure 4.15), we observe that many
harmonics of the optical frequencies are contributing to the signal. However, the stronger the
field, the more dominant becomes the fundamental frequency. This reflects, again, that the
non-linearity of the FN process is stronger for lower fields. The higher harmonics appear as

Time

Figure 4.15. FFT of the calculated (a) and measured (b) FN-AC traces. Higher harmonics contribute
to the signal. The inset in (a) shows one minimum of the time traces. The inset in (b) illustrates the
peak-to-baseline ratio for different fields.

.

well in the FFT of the measured traces. For the lowest field of 36 kV cm−1, frequencies up to
the fourth harmonic are manifested before disappearing in the noise level. This matched well
with the simulation. Higher fields as 97 kV cm−1 cause less contribution of the higher har-
monics. In the data, the second harmonic is barely visible, which is an indicator that already
this AC trace exhibits more similarities with the field AC. In the simulation, even higher fields
show a stronger contribution of the second harmonic. This might indicate a mismatch in the
calibration of the underlying parameters for high fields. The supposed origin of the higher
harmonic content is the flat nulling of the signal when the fields interfere destructively. The
high non-linearity of the process leads to a square-like shape. For higher fields, the time for
zero signal decreases, which causes a reduction in the higher harmonic contribution. This is
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shown in the inset of (a). The inset of (b) shows the ratio between the peak and the baseline,
which also reflects the non-linearity of the process. For small fields, the ratio is extremely
high, while for high fields, a constant value of 2 is approached, which is the limes for strong
fields when dividing equation (4.8) by equation (4.7). Hence, the ratio between peak and
baseline could be used as an additional indicator for the underline nonlinearity, as mentioned
by [142].

Simulation for a varying field strength showed again the nonlinearity of the FN-emission,
which makes it difficult to employ this effect for an exact determination of the pulse width.
Small changes in the field cause big changes in the measured width of the AC traces. The
field strength becomes a crucial element in order to find the pulse width.

Variable FWHM for fixed Epeak Above, the behavior of the field strength on the emis-
sion process was discussed and it concluded that fields less than 150 kV cm−1 should be
applied to stay in a nonlinear regime that can be applied to measure the pulse width. Hence,
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Figure 4.16. Simulation results for varying pulse widths. In panel (a), the pulse electric field of the
pulses is kept constant at 63 kV cm−1. Panel (b) displays the PMT response for constant power of
600µW. The red dots indicate the half-width of the AC.

to study the behavior of the PMT response for ACs of pulses with different pulse widths, a
moderate peak electric field of 63 kV cm−1 is utilized. The FWHMs from 50 fs to 275 fs with
a step of 25 fs are selected. We observe a linear increase of the width of the AC for increasing
FWHMs while the peak-to-baseline ratio stays constant, as can be seen in figure 4.16. This
behavior is expected due to the increase in the interference region of the two pulses, which
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causes the broadening of the ACwidth, while themaximal peak field strength does not change,
and hence no change in the peak-to-baseline ratio is introduced.

Variable FWHM for fixed Pavg As it is easier to measure the average power of the used
laser system than it is to extract the peak field strength of the pulse, simulations for a fixed
average power and varying FWHMs of the mid-IR pulses are performed. This leads to a non-
linear behavior of the width of the AC traces as seen in figure 4.16 b) caused by the change
in the peak field strength of the pulse when the width of it is varied. This adds complexity to
the experimental realization of observing the broadening of the pulse, as mentioned above.

In the following, the sensitivity of the FN-AC with respect to chirp and side pulses are dis-
cussed based on the simulation. The here chirped pulses have all the same Gaussian envelope
and simply a chirp added. The chirp is not acquired by propagation through a dispersive
medium. It is known that a second-order iAC reveals the linear chirp of a pulse. The simula-
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Figure 4.17. AC simulation of linear chirped pulses. In (a), the FN-AC for different magnitudes of the
chirp. In (b), the 2-photon AC for the same pulses is displayed.

tions should be used to evaluate the impact of chirped pulses on the FN-AC. In figure 4.17 (a),
a simulation of the FN-AC for chirped pulses, and in figure 4.17 (b), the one of a 2-photon
iAC can be seen. Here, the magnitude of the chirp is adjusted by the parameter b, which
lowers or increases the quadratic phase of the pulse. All pulses have the same Gaussian enve-
lope with a width of about 88 fs. The envelope of an unchirped pulse is indicated in (a) and
(b) by a dashed black line. For a b = 1, the chirp is in (b) clearly visible and leads to the
characteristic wings of the trace. Visible, but not as pronounced, is the chirp in the FN-AC.
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Also, here, the characteristic wings are developed, but due to the lower field strength at the
sides, a significantly weaker signal compared to the max. value is detected. With decreasing
the chirp, the signals approach the envelope of the unchirped pulse. In the simulations, for
b = 0.5, there is still a significant difference compared to the unchirped pulse at the sides
of the traces. However, experimentally it is challenging to resolve this difference due to the
noise level. Despite the high non-linearity of the FN-emission, it does not hinder the detec-
tion of a linear chirp in the pulses when utilizing the PMT in an iAC. However, the extensive
dynamic range of the PMT poses challenges in accurately resolving the chirp. Additionally,
the sensitivity to fluctuations at low field strength further complicates the observation of the
chirp.

4.4 Conclusion

In conclusion, the presented chapter provides a comprehensive overview of a PMT in mid-IR
based on electron field emission frommetal antennas and its potential as a detector for mid-IR
radiation. As a potential application, iAC experiments of mid-IR pulses were performed and
described with sufficient accuracy by the here proposed model.

The chapter started by introducing the experimental setups followed by the characteri-
zation of PMT by means of power, wavelength, and polarization-dependent measurements,
supported by the study of the metasurfaces applying FTIR-measurements and COMSOL®-
simulations to add enhanced knowledge to the underlying processes. Those studies showed
the capability of the PMT to measure a wavelength range from 3.6µm to 10.7µm. The inves-
tigation towards longer wavelengths was limited by the used mid-IR source and the window
material. However, the wavelength response showed that distinct wavelengths are preferred
for a strong PMT signal. In order to understand the underlying mechanism for that, the FTIR
and COMSOL® were employed, leading to the understanding that the far field response, mea-
sured by the FTIR, does not match with the near field response of the antenna and that the
PMT response curve can mainly be attributed to a near field response of the metasurface.

The basic characterization was followed by showcasing a potential application of the PMT
in an iAC setup as a detector and non-linear medium. The PMT was compared to a standard
2-photon based iAC. Moreover, a model to describe the PMT response to the interfering
pulse was provided and used to calibrate the PMT. The model leads to a good agreement
with obtained measurements. The model was used to investigate the behavior of the PMT
for different beam parameters such as FWHM, electric field strength, average power, and
chirp. The results direct towards the conclusion that for unknown field strength and pulse
duration, the PMT cannot retrieve an exact pulse duration due to the fact that the response is
non-linearly dependent on both parameters. However, a rough estimate can be made. Careful
calibration of the PMT response could improve the validity of the pulse width.

Nevertheless, the significance of the new PMT as a tool for the detection of mid-IR ra-
diation is valid. The big advantage is the wide response range in wavelength as well as in
input power due to the adjustable gain. The usefulness of the new tool can be improved by
adding a variety of different antennas close to each other to fill the gaps in the wavelength
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response and by switching from the MgF2-window to e.g. zinc selenide, which exhibits a flat
transmission of 70 % up to 20µm.
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Conclusion
The aim of the presented thesis was to examine field-triggered electron emission processes
to gain a better understanding of them and find their limitations and opportunities for future
research. This was done by studying two different fields of research. The first investigation
was trying to answer the more fundamental question of whether the THz field can emit elec-
trons frommetasurfaces in a liquid environment and whether the strong field itself is affecting
the sample. In comparison, the second examination was centered on applying the field emis-
sion process in technological application and moving away from the THz toward the mid-IR
region.

The doubt about the possibility of electron field emission into a liquid medium has been
dispelled by the experiments presented in chapter 3 by the observation of light emission from
dye molecules dissolved in polar and non-polar liquid solvents when the THz field incidents
onto the metasurface. The question of whether the strong field affects the sample could not
be fully answered. However, the recorded measurements of the light emitted from the liquid
samples exhibited a deviation from the expected FN-trend, which led to the phenomenologi-
cal derivation of a correction constant taking different field-induced effects into account and
might provide information on howmuch the measured results deviate from the traditional FN-
emission. Measurement of electron-induced light emission from gases supports the argument
of additional field-induced effects in the liquid samples. Moreover, performed simulations of
the electron acceleration in the THz field additionally showcased the importance of the recog-
nition of the potential barrier shape in field emission processes. Those results are highly
important for the design of an experiment in which the field-emitted electrons are applied
to directly trigger chemical reactions in liquid samples and their investigation in an ultrafast
time-resolved measurement. A potential future experiment is to measure the solvation of the
electrons in thewater. It has an important role inmany chemical processes [143]. Most studies
of it generate the electron in the water by photoionization [144,145]. However, our technique
would allow us to inject an electron into the water directly. One of the key objectives of this
thesis was to examine the feasibility of direct electron injection into a liquid medium. The
studies in chapter 3 highly suggest the possibility of the THz-induced electron field emission
into liquid water. The hydrated electron exhibits absorption of 800 nm light [146], which
allows us to probe the solvation process of the electron on an ultrafast timescale. This ex-
periment was already designed during the studies for this thesis. Therefore a commercial
liquid sample cell (GS20580 Series, Specac) provided a 100 μm thick water film between
two Quartz windows. One of them had the micro antennas imprinted. The probe beam was
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focused through the gap of the dSRR. Due to high laser noise levels and time limitations,
the preliminary measurements did not yield a successful result. However, the results of chap-
ter 3 suggest the potential for a positive outcome of the time-resolved measurement, which is
worthwhile to pursue because of gaining valuable insights and knowledge about the solvated
electron.

The second experimental part of the thesis chapter 4 was centered around the investigation
of a new field emission based PMT in the mid-IR region. Characterization of the device was
performed, leading to the result of a detection bandwidth from about 3.7µm to 11µm when
the window absorption is accounted for. Otherwise, the bandwidth only reaches 8.5µm. The
wavelength response exhibits regions of high sensitivity, while for other wavelengths, the sig-
nal is barely detectable. Concluding that the PMT response is highly dependent on the design
of the metasurface. Additionally, the use case of the device for measuring the interferomet-
ric autocorrelation of mid-IR pulses showed that the recording of an autocorrelation trace is
possible. However, the extraction of the exact pulse width is hard to determine without prior
assumptions about the electric field strength of the pulse. Moreover, simulations of the auto-
correlation gave insights into the behavior of the autocorrelation width on the experimental
parameters.

The relevance of the study of the new device is of technological interest. It showcases a
potential application of the PMT and its limitations which enables the improvement of the de-
vice to provide an alternative to already existing mid-IR detectors. A possible improvement
for the future is the replacement of the window material to enhance the device’s bandwidth.
Moreover, adding antennas with different frequency responses to the metasurface will help to
close the gaps in the wavelength-dependent response, which makes the detector more useful
for detection applications.

During the preparation of this thesis, novel experimental setups were constructed for the ex-
periments presented in chapter 3 and chapter 4. The process of designing and building these
setups enabled the acquisition of crucial skills in optical setup construction and design. In
addition to the presented setups, a LN based THz setup with a step-stair echelon was built
during the 4-month external research stay at the University of McGill in Montreal, Canada.
The aim during the research stay was to apply the THz field to emit electrons from a tung-
sten tip and use those electrons to trigger chemical reactions. The project did not lead to any
positive results due to problems in confirming good conditions for electron emission. Here,
light emission due to electron release from a metasurface into Argon gas would have been
beneficial to confirm that the field strength is sufficient for electron emission.

The research project required me to spend many hours in the optical laboratory to construct
and optimize the setup. This tedious work taught me persistence and patience, which directed
me tomy passion for the design and construction of optical setups. Moreover, I had the chance
to work with many amazing people and learn from them important skills.

To summarize: The thesis’ importance lies in showcasing the broad possibilities enabled by
electron field emission. The more fundamental science results for light emission in gases and
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liquids pave the way to time-resolved electron-pump optical-probe spectroscopy without the
need for additional electron optics. While the technological part, by applying field emission
for light detection, gives insight into the possible application of such a detector. I hope this
thesis adds another piece to the broader picture of electron field emission and its potential
impact on various fields of science and technology.
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