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Secure and low-traffic federated network based identification of outliers in a
population of electronic devices

The disclosure relates to a method using machine learning for the identification of
outliers within a population of electronic devices, in order to be able to identify
malfunctioning or harshly used devices. The disclosure further relates to a computing
system and a computer program, executed on a computer system, implementing the
method.

Background

A huge amount of the electrical energy in the world is used for powering pumps, fans
and compressors and similar devices. Furthermore, an increasing amount of electrical
energy is used for charging energy storage devices such as capacitors and batteries.
Many of these devices are powered by electronic devices, such as power electronic

devices, for example power converters.

In addition, the recent focus on green solutions on a greater scale, that will help for the
sustainable transformation to limit climate change, is increasing the demand for power
electronics and electronic devices such as batteries. Power electronics and electronic
devices such as batteries are also widely used in the field of Internet of things (IoT)

devices.

Power electronics and electronic devices for powering different applications are
therefore ubiquitous and, for a specific application, millions of power electronic devices

may be used.

Among a population of electronic devices, for example power converters, battery cells
or semiconductor switches, it is fundamental to be able to identify the malfunctioning
electronic devices in order to repair or substitute them in good time and prevent
situations where customers are not provided with the underlying service. The presently

disclosed patent application addresses this need.

Summary
A first aspect of the present disclosure relates to a method for identifying outliers in a

population of electronic devices selected from the group of. power converters, power
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switches, batteries and battery systems used for power applications, the method
comprising the steps of:

- providing a plurality of first machine learning models, each first machine
learning model associated with one electronic device in the population of
electronic devices, wherein each first machine learning model is
incrementally trained based on estimated or measured input power loss
and/or input ambient temperature and/or input current and/or input
rotating speed and/or input sampling period and/or output heat sink
temperature and/or output voltage and/or output vibration level and/or
output capacity of each associated electronic device and/or of one or
more of the plurality of electronic devices;

- providing a second machine learning model, the second machine
learning model being based on a federated average of model
parameters of a plurality of, such as a majority of, or all of, the first
machine learning models; and

- comparing the second machine learning model with each of the first
machine learning models to identify outliers among the population.

In one embodiment, power switches may be power semiconductor switches.

One embodiment of the present disclosure relates to cloud-based electronic devices
outlier detection, that is, identification of electronic devices with malfunctioning cooling
systems, or the ones that are currently running through particularly lifetime consuming

mission profiles.

Electronic or electric devices may be power converters and/or power switches and/or

batteries and/or battery systems for power applications.

The method of this disclosure may be computer-implemented.

In one embodiment of the present disclosure, the electronic devices may be power
converters or batteries or battery systems used for power applications. In one
embodiment of the present disclosure, the electronic devices are dynamical systems
with a plurality of sensors, such as power converters, power switches, batteries or
battery systems for power applications.
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In one embodiment of the present disclosure, detection of outliers within a large
population of power electronic converters and devices is based on two machine-
learning models, a first model and a second model, functioning in dependence to each

other.

The second model may be established as a federated average of a population

of first models.

In one embodiment of the present disclosure, outlier power electronic devices may be
identified by comparing the outputs of the second model and the outputs of the first
model of that particular electronic device for the same inputs, wherein these
calculations are partially executed on a comparatively slow edge processor and
partially on the cloud, and wherein all first models are trained online. Each one of the
plurality of first models is trained directly based on estimated input power loss and/or
input ambient temperature and/or output heat sink temperature and/or voltage of each
associated electronic device, and/or indirectly on similar data from all or a plurality of
electronic devices. That is because the second machine learning model, which is a
federated average of the first machine learning models, may send updates of
parameters, such as weights and biases, to the first models: in this way, the data

coming from all devices influences and optimizes the training of the first models.

In one embodiment of the present application, the method is intended to identify
outliers in complex systems, such as power converters or batteries, comprising a
plurality of sensors. The presently disclosed method is therefore intended for finding

anomalies of dynamic systems, and not only anomalies of single sensors.

In one embodiment of the present disclosure, the following steps may be provided:
learning, by training offline or online on an edge processor within or connected to each
of the distributed power converters, the mapping from one or more input variables to
one or more output variables belonging to a given population; establishing the first
model N times, each model for one converter in a given population of N converters;

performing, on the cloud, a federated averaging of the N first models in order to provide
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the second model; identifying outlier(s) by continuously comparing outputs, such as
predicted heat sink temperature output temperature, output voltage, output vibration,
output capacity, of the current version of the second model with current versions of
each of the N first models, when the second model is subjected to the same inputs as a
first model, the input comprising one or more incoming measurements and/or
estimated variables, such as input power loss, input ambient temperature, input
current, input rotating speed, from each of the electronic devices, and wherein this
comparison operation can be executed either on the edge processor within or in

connection to each distributed converter, or on the cloud.

In one embodiment of the present disclosure an electronic device is identified as an
outlier if a deviation between an output predicted by the second machine learning
model and an output recorded by one or more of the plurality of first machine learning
models, for the same input, or a deviation in a change of weights or biases between the
second machine learning model and each of the first machine learning models exceeds
a threshold value defined by a user or a calculated threshold value, and wherein the
calculated threshold value is calculated based on a selected criterion and/or on
input/output data collected during normal and/or anomalous operation of each device

associated with a respective model of the plurality of first machine learning models.

In one embodiment of the present disclosure, the first and second models may have

same inputs and outputs.

The presently disclosed method may further comprise identifying an electronic device
as an outlier based on at least one of criteria selected among: (a) an absolute
difference between the first model output and the federated model output exceeds the
threshold, (b) an absolute difference between the second model output and
corresponding device measurements exceeds the threshold, (¢) an absolute difference
between the first model output and the corresponding device measurements exceeds a
threshold, (d) a mean absolute difference between values of the first model parameters
and values of the second model parameters exceeds a threshold, and/or () a mean of
absolute values of gradients in the first model updates exceeds the threshold; and
wherein the threshold is pre-determined or set by a user or calculated based on
input/output data collected during normal and/or anomalous operation of the device
associated with the plurality of first machine learning models.
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|dentification of an outlier may therefore be based on a comparison and the use, in
most cases, of a threshold. The used values may change depending on the application.
The value of the threshold may be set by a user or may be obtained by a calculation,
the calculation depending on criteria and based on data collected during normal and/or

anomalous operation of the device.

In an embodiment of the presently disclosed application, the first machine learning
models may be optionally trained incrementally and substantially in real-time by
incoming streaming static or sequence data, and the weights and biases of the first
machine learning model are updated after each new input or batch of inputs is

presented.

In the disclosed method, the second model may be configured to assume that the
majority of the electric devices is functioning normally and a minority of outliers is to be
identified.

The present disclosure further relates to a computer program having instructions which,
when executed by a computing device or computing system, cause the computing

device or computing system to carry out the disclosed method.

The present disclosure further relates to a computing system for identifying outliers in a
population of electronic devices selected from the group of: power converters, power
switches, batteries and battery systems used for power applications, comprising:

- a plurality of edge processors each residing in, or in connection to, each
of the electronic devices, wherein each of the edge processors
comprises a first machine learning model incrementally trained on the
edge processor based on estimated or measured input power loss
and/or input ambient temperature and/or input current and/or input
rotating speed and/or input sampling period and/or output heat sink
temperature and/or output voltage and/or output vibration level and/or
output capacity of each associated electronic device and/or of one or
more of the plurality of electronic devices; and

- an external computing device configured to provide a second machine
learning model, the second machine learning model being based on a
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federated average of model parameters of a plurality of, such as a
majority of, or all of, the first machine learning models;
wherein each of the edge processors and/or the external computing device are
configured to perform a comparison between the first model and the second
model and wherein the external computing device is configured to identify

outliers among the population, using the result of each of the comparisons.

In one embodiment of this disclosure, the plurality of edge processors and the external
computing device may communicate via a communication link, such as a wireless

communication link.

The present disclosure further relates to a cloud system for identifying outliers in a
population of electronic devices selected from the group of: power converters, power
switches, batteries and battery systems used for power applications, the system
comprising a remote processor, the remote processor providing:

- aplurality of first machine learning models, each corresponding to one
of the electronic devices, wherein each of the first machine learning
models is incrementally trained based on estimated input power loss
and/or input ambient temperature and/or input current and/or input
rotating speed and/or input sampling period and/or output heat sink
temperature and/or output voltage and/or output vibration level and/or
output capacity of each electronic device; and

- asecond machine learning model, the second machine learning model
being based on a federated average of model parameters of a plurality
of, such as a majority of, or all of, the first machine learning models,

wherein the remote processor is configured to identify outliers among the
population of electronic devices, based on a comparison between each of the
plurality of first machine learning models and the second machine learning

model.

The present disclosure further relates to an edge processor comprising a machine
learning model, wherein the machine learning model is trained incrementally and
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substantially at real-time by incoming streaming static or sequence data related to the
estimated input loss and/or input ambient temperature and/or input current and/or input
rotating speed and/or input sampling period and/or output heat sink temperature and/or
output voltage and/or output vibration level and/or output capacity of an electronic
device, and wherein the weights and biases of the model are updated after each new

input or batch of inputs is presented.

A person skilled in the art will recognize that the presently disclosed method for
identifying outliers in a population of electronic devices, such as power converters
and/or batteries, may be performed using any embodiment of any of the presently
disclosed systems.

The presently disclosed method may be applied in different ambient or seasonal

conditions.

Description of the drawings

The invention will in the following be described in greater detail with reference to the
accompanying drawings. The drawings are exemplary and are intended to illustrate
some of the features of the presently disclosed method and system for estimation of
remaining useful life of an electronic device apparatus, and are not to be construed as
limiting to the presently disclosed invention.

Fig. 1 shows a schematic view of an embodiment of the disclosed method.
Fig. 2 shows a schematic view of an embodiment of a computing system (200) for

identifying outliers in a population (201) of electronic devices.

Detailed description

The present disclosure relates to a method for identifying outliers in a population of
electronic devices, the method comprising the steps of:

- providing a plurality of first machine learning models;

- providing a second machine learning model; and

- comparing the second machine learning model with each of the first

machine learning models to identify outliers among the population.
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Preferably each first machine learning model is associated with one electronic device in
the population of electronic devices, wherein each first machine learning model is
incrementally trained based on estimated input power loss and/or input ambient
temperature and/or input current and/or input rotating speed and/or input sampling
period and/or output heat sink temperature and/or voltage and/or output vibration level
and/or output capacity of each electronic device; and the second machine learning
model may be based on a federated average of model parameters of a plurality of,
such as a majority of, or all of, the first machine learning models.

In one embodiment of the present disclosure the first models may have as input: input
power loss and/or input ambient temperature and/or input current and/or input rotating
speed and/or input sampling period. The sampling period may be non-constant and
depends on application and may therefore be an input variable. For example, if a
parameter remains constant over a long period of time, for example a user-defined
speed reference, it may not be logged at a high frequency, such as a log for, for
example, a motor current. Rotating speed may be, for example, rotating speed of a fan,

such as a cooling fan.

In one embodiment of the present disclosure the first models may have as output:
output heat sink temperature and/or output voltage and/or output vibration level and/or
output capacity. Capacity as an output is relevant if the electronic device is a battery or
a battery system. Other output variables are relevant for, for example, power
converters.

The second model, which may be a federated average of the plurality of first models,

may have the same input and output variables as the first models it is based upon.

Fig. 1 shows a schematic view of an embodiment of the disclosed method. (100) for
identifying outliers in a population of electronic devices, the method comprising the
steps of: (101) providing a plurality of first machine learning models, (102) providing a
second machine learning model and (103) comparing the second machine learning

model with each of the first machine learning models..

The population of electronic devices may comprise an arbitrary number of electronic
devices, such as at least 10 or at least 100 electronic devices, or at least 1000

electronic devices, or at least one million electronic devices.
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In one embodiment of the present disclosure, the following steps may be provided:
learning, by training offline or online on an edge processor within or connected to each
of the distributed electronic devices, the mapping from estimated or measured power
electronic converter losses and/or ambient temperature and/or input current and/or
input rotating speed and/or input sampling period to the measured heat sink
temperature and/or output voltage and/or output vibration level and/or output capacity
in each electronic device belonging to a given population; establishing the first model N
times, each model for one device in a given population of N devices; performing, on the
cloud, a federated averaging of the N first models in order to provide the second model;
identifying outlier(s) by continuously comparing outputs, such as predicted heat sink
temperature and/or predicted voltage and/or predicted vibration level and/or predicted
capacity, of the current version of the second model with current versions of each of
the N first models, when the second model is subjected to the same inputs as a first
model, the input comprising incoming measurements, such as estimated power losses
and/or measured ambient temperature and/or input current and/or input rotating speed
and/or input sampling period, from the each of the electronic devices, and wherein this
comparison operation can be executed either on the edge processor within or in
connection to each distributed device, or on the cloud.

In one embodiment of the present disclosure, each of the first machine learning models
and the second machine learning model may have inputs, such as input power loss
and/or input ambient temperatures and/or input current and/or input sampling time
period, and outputs, such as output heat sink temperature and/or output voltage and/or
output vibration level and/or output capacity, and parameters, such as weights and

biases.

In one embodiment of the present disclosure, the step of comparing the second
machine learning model with each of the first machine learning models comprises
comparing parameters of the second machine learning model to parameters of the first

models.

In a further embodiment of the present disclosure, the method may comprise the step
of comparing the output of the second machine learning model to the output of the first
models, such as heat sink temperature and/or voltage and/or output voltage and/or

output vibration level and/or output capacity.
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In a further embodiment, an outlier in the population of electronic devices may be
identified if a deviation between an output predicted by the second machine learning
model and an output recorded by one or more of the plurality of first machine learning
models, for the same input, or a deviation in the change of weights or biases between
the second machine learning model and each of the first machine learning models

exceeds a threshold value defined by a user or a calculated threshold value.

In an embodiment of the present disclosure, the output recorded by one or more of the
plurality of first machine learning models may be the heat sink temperature and/or
output voltage and/or output vibration level and/or output capacity and/or another
relevant health variable, and wherein the input of the plurality of first machine learning
models may be the estimated loss and/or input ambient temperature and/or input

current and/or input rotating speed and/or input sampling period.

In one embodiment of the present disclosure the output predicted by the second
machine learning model is a second heat sink temperature and/or output voltage
and/or output vibration level and/or output capacity and/or another relevant health
variable, and wherein the input of the second machine learning model is the same as
the input of the compared first machine learning model.

The output of the machine learning models may be filtered with a low-pass filter.

In one embodiment, the data sent from the first machine learning models to the second
machine learning model may be compressed and encrypted, wherein the compression
and encryption is obtained as a consequence of the non-interpretability of the first
machine learning model parameters, and wherein compression and encryption do not
require any additional steps in the computations, and wherein the first machine learning
models may send the parameters of the first machine learning models to the second
machine learning model, wherein the parameters, such as weights and biases, may not
be interpreted directly by a potential third party intruder and may constitute a limited
amount of data to be sent.

In another embodiment, data sent from the first machine learning models to the second
machine learning mode may be further compressed and encrypted by use of an

additional compression and encryption algorithm.
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In one embodiment of the present disclosure, the data sent from the first machine
learning models to the second machine learning model are the input, such as the
power loss and the ambient temperature, and/or the output, such as the heat sink
temperature and/or the voltage, and/or the parameters of the first machine learning

models, such as biases and weights.

In one embodiment, data sent from the first machine learning models are biases and
weights. Additionally, data pertaining to the device, such as inputs and/or outputs of the

first machine learning models, may also be sent.

The data transfer from each of the first machine learning models and the second
machine learning model may occur at time intervals or it may occur based on triggering

events.

First Model

The first machine learning model may be trained incrementally online by the incoming
streaming static or sequence data, such as estimated power, converter loss and/or
ambient temperature and/or input current and/or input rotating speed and/or input
sampling period as inputs and measured heat sink temperature and/or output voltage

and/or output vibration level and/or output capacity as output.

The first machine learning model may be trained incrementally in the sense that the
weights and biases of the neural network are updated after each new input or input
batch is presented.

Since the heat sink temperature or relevant output variables may typically be static
(e.g. vibration) or have time constants in range of seconds to minutes (e.g. heat sink
temperatures), the training of the first model may be executed on a slow processor and
thereby the overruns caused by the computationally moderately intensive online

learning algorithm may be avoided.

In one embodiment of the present application, the first machine learning models may

be trained incrementally and substantially in real-time by incoming streaming static or
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sequence data, and wherein the weights and biases of the first machine learning model

are updated after each new input or batch of inputs is presented.

In one embodiment of the present disclosure, the computations of the first machine
learning model are executed on an edge computer residing in the electronic device or

in connection to the electronic device.

In another embodiment of the present disclosure, the first machine learning model is
trained on an edge computer within or in connection to the electronic device and the
evaluations of the first model are executed in a remote computer, such as a cloud

computer. Evaluations mean running the model to obtain outputs for a set of inputs.

Second Model

The second machine learning model may be updated online on the cloud by continually
performing a federated averaging operation of N first models, wherein N is the number

of electronic devices in the population of electronic devices.

Assuming that the majority of power electronic converters in the population operate
normally and that, for example, the cooling is operating properly and that the ongoing
mission profile do not cause excessive damage, the purpose of the second model is to
average the predictions of all the distributed first models and thus provide a basis for
checking whether any of the distributed electronic devices behaves significantly
differently from what the second model predicts, wherein the level of significance may
be established by the end-user with the use of a threshold value. Such differences form
the basis for identifying outliers in the electronic device population, as also illustrated in
fig. 2, where the comparison is carried out, as an example, on the heat sink
temperature. For instance, fig. 2 illustrates the situation where the outlier detection is
carried out by directly comparing the output of the second model with the current heat
sink measurement and/or output voltage and/or output vibration level and/or output
capacity and checking the threshold condition. Detection may also be carried out by
comparing the output of the second model with the output of each distributed first
models and checking the threshold condition for each distributed electronic device.
Moreover these comparisons may be carried out either on the edge or in the cloud.
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The comparison process may be configured to assume that the majority of the

electronic devices is functioning normally and a minority of outliers is to be identified.

The computations of the second machine learning model may be executed on an
external computing device, wherein the external computing device may be located

remotely in a cloud system.

System

The present disclosure further relates to a computer program having instructions which,
when executed by a computing device or computing system, cause the computing

device or computing system to carry out the disclosed method.

In addition, the present disclosure further relates to a computing system for identifying
outliers in a population of electronic devices, comprising:

- a plurality of edge processors each residing in, or in connection to, each
of the electronic devices, wherein each of the edge processors
comprises a machine learning model incrementally trained on the edge
processor based on estimated input power loss and/or input ambient
temperature and/or input current and/or input rotating speed and/or input
sampling period and/or output heat sink temperature and/or output
voltage and/or output vibration level and/or output capacity of each
associated electronic device and/or of one or more of the plurality of
electronic devices; and

- an external computing device configured to provide a second machine
learning model, the second machine learning model being based on a
federated average of model parameters of a plurality of, such as a
majority of, or all of, the first machine learning models;

wherein each of the edge processors and/or the external computing device are
configured to perform a comparison between the first model and the second
model and wherein the external computing device is configured to identify
outliers among the population, using the result of each of the comparisons and
wherein the electronic devices are power converters or power switches or

batteries or battery systems used for power applications.
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In the computing system for identifying outliers in a population of electronic devices, the
plurality of edge processors and the external computing device may communicate via a

communication link, such as a wireless communication link.

Fig. 2 shows a schematic view of an embodiment of a computing system (200) for
identifying outliers in a population (201) of electronic devices, comprising a plurality of
edge processors each residing in, or in connection to, each of the electronic devices,
wherein each of the edge processors comprises a first machine learning model (203),
wherein the first machine learning models have inputs (205) such as ambient
temperature and/or estimated power loss and outputs (207) such as heat sink
temperature, the computing system also comprising an external computing device
configured to provide a second machine learning model (204) being based on a

federated average of model parameters of a plurality of first machine learning models.

The present disclosure further relates to a cloud system for identifying outliers in a
population of electronic devices, comprising a remote processor, the remote processor
providing:

- aplurality of first machine learning models, each corresponding to one
of the electronic devices, wherein each of the first machine learning
models is incrementally trained based on estimated input power loss
and/or input ambient temperature and/or input current and/or input
rotating speed and/or input sampling period and/or output heat sink
temperature and/or output voltage and/or output vibration level and/or
output capacity of each electronic device; and

- asecond machine learning model, the second machine learning model
being based on a federated average of model parameters of a plurality
of, such as a majority of, or all of, the first machine learning models,

wherein the remote processor is configured to identify outliers among the
population of electronic devices, based on a comparison between each of the
plurality of first machine learning models and the second machine learning
model and wherein the electronic devices are power converters or power

switches or batteries or battery systems used for power applications.



10

15

20

25

30

WO 2022/248535 PCT/EP2022/064164

15

The cloud system for identifying outliers in a population of electronic devices may
communicate to a plurality of edge processors, wherein each of the first machine

learning models is trained on one of the plurality of edge processors.

The present disclosure further relates to an edge processor comprising a machine
learning model, wherein the machine learning model is trained incrementally and
substantially in real-time based on incoming streaming static or sequence data related
to the estimated input loss and/or input ambient temperature and/or input current
and/or input rotating speed and/or input sampling period and/or output heat sink
temperature and/or output voltage and/or output vibration level and/or output capacity
of an electronic device, and wherein the weights and biases of the model are updated

after each new batch of inputs is presented.

Further details

1. A method for identifying outliers in a population of electronic devices, the
method comprising the steps of:

- providing a plurality of first machine learning models, each first machine
learning model associated with one electronic device in the population of
electronic devices, wherein each first machine learning model is
incrementally trained based on estimated input power loss and/or input
ambient temperature and/or input current and/or input rotating speed
and/or input sampling period and/or output heat sink temperature and/or
voltage and/or output vibration level and/or output capacity of each
electronic device;

- providing a second machine learning model, the second machine
learning model being based on a federated average of model
parameters of a plurality of, such as a majority of, or all of, the first
machine learning models; and

- comparing the second machine learning model with each of the first

machine learning models to identify outliers among the population.

2. The method according to item 1, wherein the population of electronic devices

comprises an arbitrary number of electronic devices, such as at least 10 or at
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least 100 electronic devices, or at least 1000 electronic devices, or at least one

million electronic devices.

. The method according to any one of the preceding items, wherein the first

machine learning models are trained incrementally and in substantially real-time
by incoming streaming static or sequence data, and wherein the weights and
biases of the first machine learning model are updated after each new input or

batch of inputs is presented.

. The method according to any one of the preceding items, wherein the second

model is configured to assume that the majority of the power converters is

functioning normally and a minority of outliers is to be identified.

. The method according to any one of the preceding items, wherein each of the

first machine learning models and the second machine learning model have
inputs, such as power loss and/or ambient temperatures, and outputs, such as
heat sink temperature and/or voltage, and parameters, such as weights and

biases.

. The method according to any one of the preceding items, comprising the step of

comparing the federated average of the parameters of the second machine

learning model to the parameters of the first models.

. The method according to any one of the preceding items, comprising the step of

comparing the output of the second machine learning model to the output of the
first models, such as heat sink temperature and/or voltage.

. The method according to any one of the preceding items, further comprising the

step of identifying an electronic device as an outlier if a deviation between an
output predicted by the second machine learning model and an output recorded
by one or more of the plurality of first machine learning models, for the same
input, or a deviation in the change of weights or biases between the second
machine learning model and each of the first machine learning models exceeds

a threshold value defined by a user or a calculated threshold value.

. The method according to item 8, wherein the output recorded by one or more of

the plurality of first machine learning models is the heat sink temperature and/or
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another relevant health variable such as voltage, and wherein the input of the
plurality of first machine learning models is the estimated loss and/or input

ambient temperature.

The method according to any one of items 8-9, wherein the output predicted by
the second machine learning model is a second heat sink temperature and/or
another relevant health variable such as voltage, and wherein the input of the
second machine learning model is the same as the input of the compared first

machine learning model.

The method according to any one of the preceding items, wherein the outputs

of the machine learning models are filtered with a low-pass filter.

The method according to any one of the preceding items, wherein the
computations of the first machine learning model are executed on an edge
computer residing in the electronic device or in connection to the electronic

device.

The method according to any one of items 1-11, wherein the first machine
learning model is trained on an edge computer within or in connection to the
electronic device and wherein the evaluations of the first model are executed in

a remote computer, such as a cloud computer.

The method according to any one of the preceding items, wherein the
computations of the second machine learning model are executed on an
external computing device, and wherein the external computing device is

located remotely in a cloud system.

The method according to any one of the preceding items, wherein data sent
from the first machine learning models to the second machine learing model is
compressed and encrypted, wherein the compression and encryption is
obtained as a consequence of the non-interpretability of the first machine
learning model parameters, and wherein compression and encryption do not

require any additional steps in the computations.

The method according to any one of the preceding items, wherein the data sent
from the first machine learning models to the second machine learning model

are the input, such as the power loss and the ambient temperature, and/or the
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output, such as the heat sink temperature and/or the voltage, and/or the

parameters of the first machine learning models, such as biases and weights.

17. The method according to any one of the preceding items, wherein the data
transfer from each of the first machine learning models and the second machine

learning model occurs at time intervals or it occurs based on triggering events.

18. A computer program having instructions which, when executed by a computing
device or computing system, cause the computing device or computing system

to carry out the method according to any one of the preceding items

19. A computing system for identifying outliers in a population of electronic devices,
comprising:

- aplurality of edge processors each residing in, or in connection to, each
of the electronic devices, wherein each of the edge processors
comprises a first machine learning model incrementally trained on the
edge processor based on estimated input power loss and/or input
ambient temperature and/or output heat sink temperature of each
electronic device; and

- an external computing device configured to provide a second machine
learning model, the second machine learning model being based on a
federated average of model parameters of a plurality of, such as a
majority of, or all of, the first machine learning models;

wherein each of the edge processors and/or the external computing device are
configured to perform a comparison between the first model and the second
model and wherein the external computing device is configured to identify

outliers among the population, using the result of each of the comparisons.

20. The system according to item 19, wherein the plurality of edge processors and
the external computing device communicate via a communication link, such as

a wireless communication link.

21. A cloud system for identifying outliers in a population of electronic devices,
comprising:
- aplurality of first machine learning models, each corresponding to one

of the electronic devices, wherein each of the first machine learning
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models is incrementally trained based on estimated input power loss
and/or input ambient temperature and/or input current and/or input
rotating speed and/or input sampling period and/or output heat sink
temperature and/or output voltage and/or output vibration level and/or
output capacity of each electronic device; and
- asecond machine learning model, the second machine learning model

being based on a federated average of model parameters of a plurality
of, such as a majority of, or all of, the first machine learning models,

the cloud system further comprising a remote processor configured to identify

outliers among the population of electronic devices, based on a comparison

between each of the plurality of first machine learning models and the second

machine learning model.

22. The cloud system according to item 21, wherein the cloud system
communicates to a plurality of edge processors, wherein each of the first

machine learning models is trained on one of the plurality of edge processors.

23. An edge processor comprising a machine learning model, wherein the machine
learning model is trained incrementally and in substantially real-time by
incoming streaming static or sequence data related to the estimated input loss
and/or input ambient temperature and/or input current and/or input rotating
speed and/or input sampling period and/or output heat sink temperature and/or
output voltage and/or output vibration level and/or output capacity of an
electronic device, and wherein the weights and biases of the model are updated

after each new batch of inputs is presented.
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Claims

1. A computer-implemented method for identifying outliers in a population of
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electronic devices selected from the group of: power converters, power
switches, batteries and battery systems used for power applications, the
method comprising the steps of:

- providing a plurality of first machine learning models, each first machine
learning model associated with one electronic device in the population of
electronic devices, wherein each first machine learning model is
incrementally trained based on estimated or measured input power loss
and/or input ambient temperature and/or input current and/or input
rotating speed and/or input sampling period and/or output heat sink
temperature and/or output voltage and/or output vibration level and/or
output capacity of each associated electronic device and/or of one or
more of the plurality of electronic devices;

- providing a second machine learning model, the second machine
learning model being based on a federated average of model
parameters of a plurality of, such as a majority of, or all of, the first
machine learning models; and

- comparing the second machine learning model with each of the first

machine learning models to identify outliers among the population.

2. The method according to claim 1, wherein the population of electronic devices

comprises an arbitrary number of electronic devices, such as at least 10 or at
least 100 electronic devices, or at least 1000 electronic devices, or at least one

million electronic devices.

. The method according to any one of the preceding claims, wherein an

electronic device is identified as an outlier if a deviation between an output
predicted by the second machine learning model and an output recorded by
one or more of the plurality of first machine learning models, for the same input,
or a deviation in a change of weights or biases between the second machine
learning model and each of the first machine learning models exceeds a
threshold value defined by a user or a calculated threshold value, and wherein
the calculated threshold value is calculated based on a selected criterion and/or



10

15

20

25

30

35

WO 2022/248535 PCT/EP2022/064164

21

on input/output data collected during normal and/or anomalous operation of the
devices associated with the plurality of first machine learning models or similar

devices.

. The method according to any one of the preceding claims, wherein the first

machine learning models are trained offline or incrementally and in substantially
real-time by an incoming stream of static or sequence data, and wherein
weights and biases of the first machine learning model are updated after each
new input or batch of inputs is presented.

. The method according to any one of the preceding claims, wherein each of the

first machine learning models and the second machine learning model have
inputs, such as input power loss and/or input ambient temperature and/or input
current and/or input sampling time period, and outputs, such as output heat sink
temperature and/or output voltage and/or output vibration level and/or output

capacity, and parameters, such as weights and biases.

. The method according to any one of the preceding claims, wherein the step of

comparing the second machine learning model with each of the first machine
learning models comprises comparing parameters of the second machine
learning model to parameters of the first models.

. The method according to any one of the preceding claims, wherein the step of

comparing the second machine learning model with each of the first machine
learning models comprises comparing the output of the second machine
learning model to the output of the first models, such as heat sink temperature

and/or voltage and/or output vibration level and/or output capacity.

. The method according to any one of the preceding claims, further comprising

identifying an electronic device as an outlier if a deviation between an output
predicted by the second machine learning model and an output recorded by
one or more of the plurality of first machine learning models, for the same input,
or a deviation in the change of weights or biases between the second machine
learning model and each of the first machine learning models exceeds a

threshold value defined by a user or a calculated threshold value.
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The method according to claim 8, wherein the output recorded by one or more
of the plurality of first machine learning models is the heat sink temperature
and/or voltage and/or vibration level and/or capacity, and wherein the input of
the plurality of first machine learning models is the estimated power loss and/or
input ambient temperature and/or input current and/or input rotating speed

and/or input sampling time period.

The method according to any one of the preceding claims, further comprising
identifying an electronic device as an outlier based on at least one of the criteria
selected among: (a) an absolute difference between first model output and
federated model output exceeds a threshold, (b) an absolute difference
between second model output and corresponding device measurements
exceeds a threshold, (c) an absolute difference between first model output and
corresponding device measurements exceeds a threshold, (d) a mean absolute
difference between values of the first model parameters and values of the
second model parameters exceeds a threshold, and/or (e) a mean of absolute
values of gradients in the first model updates exceeds a threshold; and wherein
the threshold is pre-determined or set by a user or calculated based on
input/output data collected during normal and/or anomalous operation of the
devices associated with the plurality of first machine learning models or similar

devices.

The method according to any one of claims 8-9, wherein the output predicted by
the second machine learning model is a second heat sink temperature and/or
another relevant health variable such as voltage, and wherein the input of the
second machine learning model is the same as the input of the compared first

machine learning model.

The method according to any one of the preceding claims, wherein
computations of the first machine learning model are executed on an edge
computer residing in the electronic device associated with each of the first

machine learning models or in connection to the electronic device.

The method according to any one of the preceding claims, wherein data sent
from the first machine learning models to the second machine learming model is
compressed and encrypted, wherein the compression and encryption is
obtained as a consequence of the non-interpretability of first machine learning
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model parameters, and wherein compression and encryption do not require any
additional steps in the computations.

14. A computer program having instructions which, when executed by a computing

device, cause the computing device to carry out the method according to any
one of the preceding claims, or when executed by or computing system cause
the computing system to carry out the method according to any one of the
preceding claims.

15. A computing system for identifying outliers in a population of electronic devices

selected from the group of: power converters, power switches, batteries and
battery systems used for power applications, the computing system comprising:
- aplurality of edge processors each residing in, or in connection to, each
of the electronic devices, wherein each of the edge processors
comprises a first machine learning model incrementally trained on the
edge processor based on estimated input power loss and/or input
ambient temperature and/or input current and/or input rotating speed
and/or input sampling period and/or output heat sink temperature and/or
output voltage and/or output vibration level and/or output capacity of
each associated electronic device and/or of one or more of the plurality
of electronic devices; and
- an external computing device configured to provide a second machine
learning model, the second machine learning model being based on a
federated average of model parameters of a plurality of, such as a
majority of, or all of, the first machine learning models;
wherein each of the edge processors and/or the external computing device are
configured to perform a comparison between the first model and the second
model and wherein the external computing device is configured to identify

outliers among the population, using the result of each of the comparisons.

16. A cloud system for identifying outliers in a population of electronic devices

selected from the group of: power converters, power switches, batteries and
battery systems used for power applications, the cloud system comprising:
- aplurality of first machine learning models, each corresponding to one
of the electronic devices, wherein each of the first machine learning
models is incrementally trained based on estimated input power loss
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and/or input ambient temperature and/or input current and/or input
rotating speed and/or input sampling period and/or output heat sink
temperature and/or output voltage and/or output vibration level and/or
output capacity of each electronic device; and
- asecond machine learning model, the second machine learning model
being based on a federated average of model parameters of a plurality
of such as a majority of, or all of, the first machine learning models,
the cloud system further comprising a remote processor configured to identify
outliers among the population of electronic devices, based on a comparison
between each of the plurality of first machine learning models and the second
machine learning model.

17. An edge processor comprising @ machine learning model, wherein the machine

learning model is trained incrementally and in substantially real-time by
incoming streaming static or sequence data related to the estimated input loss
and/or input ambient temperature and/or input current and/or input rotating
speed and/or input sampling period and/or output heat sink temperature and/or
output voltage and/or output vibration level and/or output capacity of an
electronic device, and wherein the weights and biases of the model are updated
after each new batch of inputs is presented, and wherein the electronic device
is a power converter or a power switch or a battery or a battery system used for

power applications.



WO 2022/248535 PCT/EP2022/064164

1/4

100

providing a plurality of first machine learning models,
each machine learning model associated with one
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