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A multiscale analytical-numerical method for the coupled heat and mass 
transfer in the extended meniscus region considering thin-film evaporation 
in microchannels 

Ali Mostafazade Abolmaali *, Mohamad Bayat , Jesper Hattel 
Department of Civil and Mechanical Engineering, Technical University of Denmark, Lyngby, Denmark   
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A B S T R A C T   

A Computational Fluid Dynamics (CFD) framework is established to investigate the microscale transport phe-
nomena in the evaporating extended meniscus region formed in rectangular microchannels. A wide range of 
microchannel widths (W = 1 to 250 µm) and wall superheats (ΔT = 0.01 to 5.0 K) are considered. Prior to 
performing CFD simulations, it is first necessary to employ thin-film evaporation modeling based on an 
augmented Young–Laplace model and kinetic-theory based model for the evaporating mass flux across curved 
surfaces to find the exact shape of the liquid-vapor interface along with disjoining and capillary pressure dis-
tributions. Two widely-used methods for the determination of boundary conditions (BCs) at the beginning of the 
thin-film region (i.e., setting δ″

0 = 0 and finding δ′
0 by the far-field BC or setting δ′

0 = 0 and finding δ″
0 by the far- 

field BC), where δ is film thickness, are thoroughly examined and the first approach is recommended because of 
its better convergence and ease of implementation in the thin-film evaporation model. Then, the two- 
dimensional domain of the extended meniscus is generated and discretized to simulate the evaporating liquid 
flow through the UDF programming in ANSYS Fluent. The developed framework is shown to be a simple yet 
powerful and practical method for accurately predicting the evaporation mass and heat fluxes from extended 
menisci in microchannels. The CFD simulation results indicate that the previous one-dimensional models which 
represent the state of the art in the literature in the field are not able to predict the rate of evaporative heat 
transfer from the extended meniscus in microchannels with an acceptable degree of accuracy. Based on the CFD 
simulations results, a multiple regression analysis is employed to establish several simple thermal resistance 
correlations. The correlations can be straightforwardly integrated into macroscale mathematical models of micro 
and miniature heat pipes for analyzing their thermal characteristics.   

1. Introduction 

Heat pipes are simple, efficient, two-phase heat transfer devices that 
are widely utilized in thermal management applications [1–3]. While 
different types of heat pipes have been designed and employed such as 
capillary pumped loops [4], loop heat pipes [5], miniature heat pipes 
[6], micro heat pipes [7], etc., their common feature is taking advantage 
of capillary wick structures to passively circulate the working fluid be-
tween the condenser (heat sink) and evaporator (heat source) sections. 
Among various capillary wick structures used by heat pipe manufac-
turers including sintered wick, wire mesh, axial grooved, artery wick, 
and composite wick, the axial grooved wick structures are well recog-
nized for their long-distance heat transportation capability [8] and ease 

of fabrication [9,10]. Therefore, the present study is mainly dealing with 
the evaporation heat transfer characteristics inside axial microgroove 
wick structures. 

The study of evaporation heat transfer within microstructures is 
linked to the concept of thin-film evaporation. In fact, when the liquid 
inside a microchannel comes in contact with a heated solid wall, an 
extended meniscus is formed that can be broken down into three distinct 
regions as depicted in Fig. 1: a non-evaporating region (adsorbed film), 
an evaporating thin-film region (transition region), and an intrinsic 
meniscus (bulk region). Considering its very small thickness and there-
fore very low thermal resistance, the thin-film region plays a major role 
in transferring heat between the heated wall and the saturated vapor. 
The heat is conducted through the thin-film region towards the liquid- 
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vapor interface where evaporation takes place. Previous studies have 
clarified that the thin-film region is under influence of both capillary 
pressure and disjoining pressure (the adhesion forces between the solid 
wall and the liquid-vapor interface) while it is just capillary forces that 
dominate the intrinsic meniscus. If the thin-film region is ignored, the 
heat transfer rate will be underestimated [11]. 

Derjaguin et al. [12] introduced the concept of wedging-point pres-
sure (later known as disjoining pressure) to describe the reduction in 
liquid pressure in the thin-film liquid layers. One of the pioneer studies 
about thin-film evaporation is the work done by Wayner and Coccio 
[13]. They studied the heat and mass transfer close to the triple interline 
of an evaporating meniscus both experimentally and analytically. They 
put forward the existence of a thin-film region around the intrinsic 
meniscus to justify the high heat flux observed in the intrinsic region. It 
was Potash and Wayner [14] who found that liquid supply into the 
thin-film region results from the gradients of disjoining pressure and 
capillary pressure. Wayner et al. [15,16] employed an augmented 
Young–Laplace equation to incorporate the effects of disjoining pressure 
on liquid supply and evaporation suppression. They also developed a 
fugacity expression using the Gibbs–Duhem equations to simplify the 
Schrage model [17] for evaporation mass flux from a curved interface. 
This simplified model, known as Wayner’s model, has been shown to 
provide acceptable results for wall superheats up to about 5 K [18] and 
therefore is employed in the present work. 

Stephan and Busse [19] obtained a fourth-order ordinary differential 
equation (ODE) for the film thickness in the micro region, considering 
capillary and disjoining pressures along with the one-dimensional 
lubrication approximation. They solved the two-dimensional station-
ary heat conduction equation in the macro region instead of the 
Navier–Stokes equations, neglecting the heat transfer due to the con-
vection heat transfer mechanism. They concluded that the radial heat 
transfer coefficient will be highly overpredicted if it is assumed that the 
interface temperature is equal to the saturation temperature of the 
vapor. A similar methodology i.e., taking into account the disjoining and 
capillary pressures along with the lubrication approximation, was 
adopted by several authors to study different aspects of the thin-film 
evaporation inside microgrooves [18,20–29], phase change heat trans-
fer during drop impingement [30], and numerical simulation of boiling 
flows [31,32]. Wang et al. [18] used the original Schrage’s model for 
mass transport across a liquid-vapor interface instead of the simplified 
Wayner’s model. They distinguished the thin-film region and the 
intrinsic meniscus based on the disjoining pressure variation along the 
meniscus and stated that the micro region accounted for more than 50 % 
of the total heat transfer. 

Do et al. [33] developed a mathematical model to assess the 

performance of flat micro heat pipes with grooved wicks and optimized 
heat transfer rate with respect to the width and the height of the grooves. 
To do so, they considered the extended meniscus formed on the heated 
wall and solved the fourth-order ODE to determine the film thickness 
and the interfacial temperature. They set the boundary conditions (BCs) 
at the intersection of the evaporating thin-film region and the intrinsic 
meniscus unlike several other research works that set the BCs at the 
intersection of the adsorbed film and the thin-film region [18,19,22,24, 
27], as shown in Fig. 1. Some other researchers have also chosen the 
starting point of the intrinsic meniscus for setting the BCs [21,25,33]. 
However, one drawback of this method is that it requires the contact 
angle, which is not a known parameter in most cases. Moreover, Do et al. 
[33] supposed that the interface temperature is constant all over the 
intrinsic meniscus and equals the saturation vapor temperature, which is 
not a realistic assumption leading to a wrong prediction of the evapo-
ration mass flux. 

Another interesting area of study in relation to wick microstructures 
and heat pipes is to obtain the shape of the liquid-vapor meniscus and 
the evaporation mass and heat fluxes inside wick pores. Ranjan et al. 
[34–36] employed Surface Evolver to model the free-surface shapes of 
the static liquid meniscus in some standard microstructures. Bolda et al. 
[37] and Remella and Gerner [38] made use of the volume-of-fluid 
(VOF) method in ANSYS Fluent to find the shape of the liquid-vapor 
interface and to investigate the thin-film evaporation of the liquid in 
the sintered wick and a single layer of a metallic wire mesh screen, 
respectively. While all these studies aimed to develop a framework for 
evaluating the evaporation characteristics of microstructures, they 
didn’t consider the effects of disjoining pressure, neither on the shape of 
the liquid layer in the thin-film region nor on the suppression of the 
evaporation mass flux. Neglecting the influence of disjoining pressure in 
those studies can be attributed to the disparity between the length scales 
encountered in the study of the extended meniscus evaporation, ranging 
from about one nanometer in the adsorbed film to hundreds of micro-
meters in the intrinsic meniscus. However, it has been plainly demon-
strated that the disjoining pressure plays a crucial role in the spreading 
of the liquid layer in the thin-film region and therefore, it cannot be 
ignored in the thin-film evaporation analyses [39]. 

The literature survey indicates that although there are a lot of 
research studies done on the evaporative heat transfer from liquid-vapor 
meniscus, there is not a clear investigation on how the thin-film evap-
oration along with its governing physics can be coupled with CFD 
simulation techniques. Therefore, this paper is organized in a way that a 
numerical simulation framework is established which is capable of 
finding the extended meniscus profile and its related fluid flow and heat 
transfer characteristics. Accordingly, three main objectives are followed 

Fig. 1. Schematic representation of an extended meniscus formed in a microchannel.  
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in the present study. The first one is to develop a solution algorithm for 
the thin-film evaporation, as will be done in Section 2.1. The next goal, 
as explained in Section 2.2, is to build a computational framework, 
taking advantage of CFD simulation tools, to determine the thermohy-
draulic characteristics of evaporative heat transfer from extended 
meniscus in microchannels. After performing boundary condition, mesh, 
and CFD simulation validation studies in Section 3, the developed 
framework is used to prove its ability to obtain the exact amount of 
evaporation flux from an extended meniscus compared to previous 
studies in literature in Section 4.1. Finally, the third objective is to make 
use of the obtained results in order to develop simple thermal resistance 
correlations, which is presented in Section 4. These correlations can be 
straightforwardly included in macro models and hence make a junction 
between the micro- and macro-scale physics of heat pipes. 

2. Theoretical model and governing equations 

As mentioned in the previous section, the region near the wall, being 
involved in the evaporation process, can be divided into three parts i.e., 
a non-evaporating adsorbed film, a thin-film region and an intrinsic 
meniscus region. Finding the thermohydraulic characteristics of the 
thin-film region requires that the film profile be first calculated, as will 
be discussed in this section. Accordingly, based on fluid flow and heat 
transfer analysis in the thin-film region, a fourth-order ODE is derived, 
which needs to be solved by numerical methods such as the 4th order 
Runge–Kutta method. 

To find the relative importance of the thin-film region compared to 
the extended meniscus in terms of the evaporation mass and heat fluxes, 
it is necessary to model the intrinsic meniscus region as well. However, it 
will be shown in Section 4.1 that the one-dimensional model developed 
for the thin-film region in Section 2.1 is not valid to be used for the 
intrinsic meniscus region. It is mainly due to the fact that the fluid flow 
in the bulk meniscus region is two-dimensional while the thin-film 
model is based on lubrication theory and therefore is only valid for a 
one-dimensional flow. Consequently, computational fluid dynamics 
(CFD) is used to find the fluid flow and heat transfer characteristics of 
the intrinsic meniscus region, as will be explained in Section 2.2. The 
workflow employed in the present work in order to investigate heat and 
mass transfer in the extended meniscus region of rectangular micro-
channels and to perform regression analysis is shown in Fig. 2. 

2.1. Thin-film evaporation 

The first step to determining the thin-film evaporation characteristics 
is to derive the equation of the thin-film profile, which is a fourth-order 
ODE. Since there are many previous studies in the literature discussing 
the governing equations [17–20,22–25], these equations are briefly 
reviewed in this section. The starting point is the augmented Young-
–Laplace equation [15] that relates the vapor pressure (Pv), liquid 
pressure (Pl), disjoining pressure (Pd), and capillary pressure (Pc) as 
follows: 

Pv − Pl = Pd + Pc. (1) 

The disjoining pressure for a non-polar liquid (such as n-octane, 
which is the working fluid in the present study) can be related to the film 
thickness (δ) by Eq. (2), in which only the intermolecular London-Van 
Der Waals forces are taken into account [15]: 

Pd =
AHam

6πδ3 , (2)  

where, AHam is known as the Hamaker constant, ranging typically from 
10− 19 to 10− 22 J for different fluids. In the present study, a value of 7.5 
× 10− 20 J is chosen according to the experimental work of Hanchak 
et al. [24] for thin-films of n-octane on silicon wafer substrates. 

Capillary pressure is calculated by Eq. (3) which is a function of 
surface tension (σ) and interfacial curvature (κ). Interfacial curvature 
(the inverse of the radius of curvature r) is simply related to the first and 
second derivatives of the thin-film profile with respect to length x i.e., δ′ 
and δ″, respectively, as given by Eq. (4). 

Pc = σκ, (3)  

κ =
1
r
=

δ″

(1 + δ′2)
1.5⋅ (4) 

Assuming a uniform and constant vapor pressure Pv along the 
interface, Eqs. (2)–(4) are substituted into Eq. (1) and differentiated with 
respect to x to obtain the following third-order ODE for the thin-film 
profile in which the liquid pressure gradient (dPl/dx) is an unknown 
parameter: 

−
dPl

dx
= −

AHam

2πδ4δ′ +
σδ″′

(1 + δ′2)1.5
−

3σδ′δ″2

(1 + δ′2)2.5
(5) 

Fig. 2. The workflow developed in the present work for extended meniscus analysis.  
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Considering the nature of liquid flow in the thin-film region, the 
Navier–Stokes equations of motion can be simplified using the lubrica-
tion approximation, as suggested by several other researchers [18–20, 
22–25]: 

dPl

dx
= μl

∂2u
∂y2 , (6)  

where, u is the x component of velocity and μl is the dynamic viscosity of 
liquid. Two boundary conditions required to solve Eq. (6) are a no-slip 
boundary condition at the wall (u = 0 at y = 0) and a no-shear bound-
ary condition at the interface (∂u/∂y = 0 at y = δ). Then, the liquid 
pressure gradient and the liquid mass flow rate (ṁ′

l) are linked together 
via integrating the u velocity along the thin-film thickness: 

ṁ′
l = ρl

∫δ

0

udy = −
δ3

3νl

dPl

dx
⋅ (7) 

In the above equation, ρl and νl are liquid density and kinematic 
viscosity, respectively. The next step is to relate ṁ′

l and the net evapo-
rative mass flux (ṁ″

evp) of the interface as given by Eq. (8) (see 
Appendix A for detailed derivation of this equation). 

dṁ′
l

dx
= − ṁ″

evp

̅̅̅̅̅̅̅̅̅̅̅̅̅

1 + δ′2
√

⋅ (8) 

It should be mentioned that the term 
̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1 + δ′2

√
in Eq. (8) considers the 

effect of the variable slope of the thin-film profile, which was neglected 
in previous studies [15,17–22,24,25,27–29,33,40–46]. Finally, 
combining Eqs. (5) and (7), differentiating with respect to x, and then 
substituting the right hand side of Eq. (8) for dṁ′

l/dx, the following 
fourth-order ODE for thin-film thickness is obtained: 

d
dx

(
AHam

2πδ
δ′ −

σδ3δ″′

(1 + δ′2)1.5
+

3σδ3δ′δ″2

(1 + δ′2)2.5

)

= 3νlṁ″
evp

̅̅̅̅̅̅̅̅̅̅̅̅̅

1 + δ′2
√

⋅ (9) 

The next step is the calculation of the evaporation mass flux (ṁ″
evp). 

The most widely used approach is the one proposed by Schrage [47] for 
evaporation at an interface, which can be expressed as follows [48]: 

ṁ″
evp =

2σ̂
2 − σ̂

̅̅̅̅̅̅̅̅

M
2πR

√
(

Pv,e
̅̅̅̅̅̅̅
Tint

√ −
Pv
̅̅̅̅̅
Tv

√

)

, (10)  

where, σ̂, M, R, Pv,e, Tint , Pv, and Tv are accommodation coefficient, 
molecular weight, universal gas constant, equilibrium vapor pressure, 
the temperature of liquid at interface, vapor pressure, and vapor tem-
perature, respectively. While in the case of a flat interface, equilibrium 
vapor pressure (Pv,e) is simply equal to the saturation pressure at Tint 

(Psat), it is not equal to Psat when the interface is curved due to the effects 
of capillary and disjoining pressures. Wayner et al. [15,16] simplified 
Eq. (10) by making use of the Gibbs–Duhem equations, thermal equi-
librium approximation over the interface, and neglecting the vapor 
density in comparison to the liquid density, and developed the following 
expression for evaporation mass flux over curved interfaces, which has 
been widely used by previous researchers [17,20,21,25,33,46,49]: 

ṁ″
evp =

2σ̂
2 − σ̂

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅

M
2πRTint

√
[

PvMhfg

RTvTint
(Tint − Tv) −

PvM
ρlRTint

(Pd +Pc)

]

. (11) 

In the above formula, hfg is the latent heat of evaporation and ρl is the 
liquid density. It has been shown that Eq. (11) is sufficiently accurate for 
up to 5 K superheat (ΔT = Twall − Tv) [18], which is the same as the 
superheat range adopted in the present study. Now, substituting Eq. (11) 
into Eq. (9) and considering the definitions of disjoining and capillary 
pressures (Eqs. (2)–(4)), the desired fourth-order ODE for the thin-film 
profile is obtained. 

It should be noted that the interface temperature Tint in Eq. (11) 
needs to be determined. While some previous studies used the Clau-
sius–Clapeyron equation [22,45,50–52], some others applied the energy 
balance method [18,20,24,25,27,33]. However, Ahmed and Pandey 
[46] applied both methods and concluded that the interface temperature 
calculated based on the energy balance method agrees well with 
experimental data. Therefore, in the present study, the energy balance 
method given by Eq. (12) is used to find the interface temperature: 

Tint = Twall −
ṁ″

evphfg

kl
δ, (12)  

where, Twall is the solid wall temperature and kl is the liquid thermal 
conductivity. 

2.1.1. Boundary conditions 
Since Eq. (9) is a fourth-order ODE, it requires four boundary con-

ditions (BCs) at the beginning of the thin-film region (x = 0) namely, δ0,

δ′
0, δ″

0, and δ″′
0. The initial thickness of the thin-film region (δ0), which is 

equal to the adsorbed film thickness as well, can be obtained by setting 
ṁ″

evp = 0 and Tint = Twall in Eq. (11), and assuming a zero curvature for 
the adsorbed film (Pc,0 = 0). Consequently, the following relation is 
obtained for the initial film thickness: 

δ0 =

(
AHamTv

6πρlhfg(Twall − Tv)

)1/3

. (13) 

However, as mentioned by previous studies, if the thin-film thickness 
at zero is set exactly equal to δ0, the evaporation mass flux will be zero 
all along the interface and a trivial solution i.e., a flat profile, will be 
obtained [18]. Thus, to tackle this issue, it is suggested that one should 
multiply the value obtained by Eq. (13) by a factor slightly larger than 
unity [17,18,24]. Although the closer to unity this factor is, the more 
accurate solution is obtained, it is elucidated in Section 3.1 that a factor 
of 1.2 is sufficient to bring about both accuracy and reasonable 
computational time. 

The next two BCs are the first and second derivatives of the thin-film 
thickness at the beginning of the thin-film region i.e., δ′

0 and δ″
0, 

respectively. Some researchers set δ″
0 = 0 and found δ′

0 by a far-field BC 
[28,43,53] while some others put δ′

0 = 0 and determine δ″
0 using a 

far-field BC [18,44,45]. Since, to the best of the authors’ knowledge, 
there is no comparison between these two methods in the open litera-
ture, a survey is provided in Section 3.1 to illustrate how these two 
methods affect the results. All in all, in the present study, the first 
method is utilized in which δ″

0 = 0, and δ′
0 is found through an iterative 

calculation algorithm so that the following far-field BC is satisfied [17] 
(see Appendix B for detailed derivation of this equation): 

W = δend +
Rend

(1 + δ′
end

2
)

0.5 = δend +
1 + δ′

end
2

δ″
end

, (14)  

in which W is half width of the microchannel as depicted in Fig. 1 and 
subscript end refers to the end point of the thin-film region. Therefore, 
Rend indicates the radius of curvature at the end of the thin-film region. 
The last BC is δ″′

0 that can be obtained by substituting the other three BCs 
into Eq. (5) while setting dPl/dx = 0. 

2.1.2. Thin-film length criterion 
Despite abundant research works published about the thin-film 

evaporation characteristics, determining the location where the actual 
thin-film region ends and therefore, where the intrinsic region starts, 
still seems to be a matter of conflict. Some researchers considered a 
constant value for the thin-film region length [19,22] while others set a 
pressure-dependent criterion to determine the end point of the thin-film 
region [18,46]. For instance, in the work done by Wang et al. [18], the 
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thin-film region ends where the disjoining pressure drops to 1/5000th of 
Pd,0 (disjoining pressure at the beginning of the thin-film region). 
Moreover, several researchers extended the applicability of the thin-film 
governing equations to the intrinsic region and set the conditions at the 
end of the extended meniscus (i.e., δ′→∞ when δ→W) as a criterion for 
checking solution convergence [27,29]. However, it will be shown in 
Section 4.1 that the governing equations in the thin-film region are not 
applicable to the intrinsic region. 

A good criterion for determination of the thin-film length xtf should 
be able to give a rational procedure for determining xtf where two 
conditions are met simultaneously i.e., a negligible disjoining pressure 
and an insignificant capillary pressure gradient. The latter ensures that 
after the end point (x ≥ xtf ) the capillary pressure is not going to change 
considerably which means that the radius of curvature has almost 
reached its asymptotic value. Accordingly, it is found that the criterion 
given by Eq. (15) will be a better choice to meet the two requirements of 
a good criterion mentioned above. The superior performance of the 
suggested criterion compared to the old one i.e., 1/5000th of Pd,0 cri-
terion, will be discussed in Section 4.2. 

Pd,end

Pc,end
< 10− 3. (15) 

In the above inequality, Pd,end and Pc,end are disjoining pressure and 
capillary pressure at the end of the thin-film region, respectively. 

2.1.3. Solution algorithm 
To make it clear how the thin-film evaporation model works, the 

solution algorithm is depicted in Fig. 3. The solution starts with setting 
fluid properties, constants, and degree of superheat as given in Table 1. 
Then, the initial thickness of the film is calculated by multiplying Eq. 
(13) by a factor of 1.2. Next, the first derivative of the thin-film profile at 
zero (δ′

0), which is generally a value between 0 and 0.01, is estimated, 
and then, the third derivative of the profile at zero (δ″′

0) is found by Eq. 
(5), while the second derivative is set at zero (δ″

0 = 0). Afterwards, the 
interface temperature needs to be determined by an iterative process 
using Eqs. (11) and (12). Now, the thin-film profile and its derivatives 
for the next point (i + 1) can be evaluated by solving Eq. (9) using a 

numerical method like 4th order Runge–Kutta. The length step used in 
the present study is 1 nm (10− 9 m). Subsequently, the thin-film length 
criterion, Eq. (15), is checked to determine whether it is the end point of 
the thin-film region. If this criterion is not satisfied, the solution needs to 
be moved another step forward; otherwise, the far-field BC, Eq. (14), 
should be examined. In cases where the far-field BC is not fulfilled, the 
initial value estimated for δ′

0 must be modified using searching algo-
rithms such as the dichotomy method. The solution converges when the 
far-field BC is satisfied. 

2.2. Extended meniscus evaporation 

There are two main motivations behind implementing CFD in the 
present study. The first one is to find the relative importance of the thin- 
film region compared to the extended meniscus region in terms of 
evaporation mass and heat fluxes for a wide range of microchannel 
widths (from 2 µm to 500 µm) and wall superheat (from 0.01 K to 5.0 K). 
The next one is using multiple regression analysis in MATLAB to derive 
correlations for heat transfer characteristics of the extended meniscus as 
a function of geometrical parameters and wall superheat. The correla-
tions can be used by a macro model characterizing fluid flow and heat 
transfer in a microgroove wick structure such as those found in micro 
and miniature heat pipes. Hence, a two-dimensional simulation 

Fig. 3. Solution algorithm for the thin-film evaporation model.  

Table 1 
Constants and properties of working liquid (n-octane) at saturation temperature 
(Tv = 298.15 K).  

Parameter Value Unit 

Hamaker constant (AHam) 7.5 × 10− 20 J 
Accommodation coeff. (σ̂) 1 – 
Molecular weight (M) 114.23 kg/kmole 
Vapor pressure (Pv) 1874 Pa 
Liquid density (ρl) 698.5 kg/m3 

Liquid specific heat (cp,l) 2228 J/kg.K 
Viscosity (µl) 5.11 × 10− 4 Pa.s 
Thermal conductivity (kl) 0.1246 W/m.K 
Surface tension (σ) 2.114 × 10− 2 N/m 
Latent heat (hfg) 3.6342 × 105 J/kg  
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framework is established based on user-defined functions (UDFs) in 
ANSYS Fluent as described in the following subsections. It should be 
noted that the term extended meniscus herein refers to the whole 
meniscus incorporated in the evaporation process i.e., the thin-film re-
gion and the intrinsic meniscus region. 

2.2.1. Computational domain 
The computational domain is a two-dimensional plane representing 

the shape of a liquid-vapor interface in an open capillary rectangular 
microchannel as depicted in Fig. 4. The interface profile is divided into 
two parts. The first part starts from x = 0 and ends at x =

xtf corresponding to the thin-film region. This interface profile is ob-
tained by the thin-film evaporation model described in Section 2.1. The 
second part starts from x = xtf and extends towards the microchannel 
mid-line, indicating the intrinsic meniscus region, which is a constant 
curvature line. The interface profiles i.e., the function δ(x) for both thin- 
film and intrinsic regions, are obtained by the thin-film evaporation 
model and exported from MATLAB to ANSYS Fluent and therefore, both 
regions are completely resolved by CFD simulation. Only half of the 
microchannel is modeled because of the symmetrical nature of the 
problem. Moreover, to reduce the effect of the inlet BC on the results, the 
computational domain is elongated in the x direction by half of the 
microchannel half-width as seen in Fig. 4. 

2.2.2. Governing equations in CFD model 
It is assumed that the flow is laminar, incompressible, and steady- 

state and the fluid has constant thermophysical properties as listed in 
Table 1. Then the continuity, momentum, and energy conservation 
equations are solved by ANSYS Fluent to obtain the velocity, pressure 
and temperature fields. 

ρl∇.V→= Ṡ˙m, (16)  

ρl V→.∇V→= − ∇p + μl∇
2 V→, (17)  

ρlcp,l V→.∇(T) = kl∇
2T. (18) 

In the above formulae, V→ and T are velocity vector and temperature, 
respectively. Moreover, Ṡ˙m is the source term in the continuity equation 
accounting for the evaporation mass flux from the interface. This source 
term is calculated by Eq. (19), and is only applied to the cells that are 

adjacent to the interface using UDF programming in ANSYS Fluent. 

Ṡm = ṁ″
evp

Aface

Vcell
. (19) 

In the above equation, ṁ″
evp is the evaporation mass flux calculated 

by Eq. (11), Aface is the liquid-vapor interface area of the cell, and Vcell is 
the volume of the cell. It should be noted that Pd and Pc of each interface 
cell (those cells having one face placed on the liquid-vapor interface) are 
required to find ṁ″

evp accurately. Therefore, Pd and Pc distributions, 
obtained by the thin-film evaporation model (Fig. 3), are exported to the 
ANSYS Fluent solver through UDF programming and interpolating 
techniques. It must be emphasized that the disjoining pressure Pd for the 
interface cells in the intrinsic meniscus region is set to zero while the 
capillary pressure Pc is set to a constant value obtained by thin-film 
evaporation model corresponding to the constant radius of curvature 
in this region. 

Obtaining Pd and Pc pressure distributions as a function of length 
from the thin-film evaporation model and using UDF programming to 
feed them into the 2D CFD model enables the CFD simulation framework 
to simultaneously capture the micro-scale evaporation physics and 
macroscopic transport phenomena. In that way, the present work is 
somehow different from the previous research works which intended to 
incorporate the thermal characteristics of the micro region into the 
macroscopic CFD simulation such as in Refs. [30,31]. Here, the coupling 
between different length scales is achieved through implementation of 
some physics-capturing correlations, developed based on the numerical 
solution of the governing equation in the thin-film region, into the 
macroscopic CFD simulation. Therefore, in these works, the micro and 
macro region are not resolved simultaneously using a single CFD 
simulation setup. 

Modeling the heat transfer associated with the evaporation from the 
interface can be implemented in two ways i.e., as a sink term in the 
energy conservation equation or as a boundary condition (interfacial 
heat transfer coefficient). The latter seems to be a better choice when 
considering the ease of implementation, faster convergence, and sta-
bility as suggested by previous researchers [36–38]. Therefore, this 
method is applied in which interfacial convection heat transfer coeffi-
cient hint due to the local evaporation mass flux (ṁ″

evp) is given by: 

Fig. 4. Computational domain (extended meniscus) and boundary conditions.  
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hint =
ṁ″

evphfg

Tint − Tv
, (20)  

where, the free stream temperature for the convection heat transfer 
mechanism is the saturation vapor temperature Tv. 

2.2.3. Boundary conditions 
A pressure-inlet BC with a constant temperature being equal to the 

wall temperature (Twall) is imposed on the right-hand side of the domain 
as shown in Fig. 4. The adiabatic wall BC is considered for the beginning 
of the thin-film region at the left corner of the computational domain. 
The bottom wall is a constant temperature wall (Twall) with no-slip BC. A 
no-shear BC is applied on the interface along with an equivalent con-
vection heat transfer coefficient, hint , representing the heat transfer due 
to the evaporation as given by Eq. (20). The free-stream temperature is 
set equal to the vapor temperature i.e., 298.15 K. Furthermore, the 
disjoining and capillary pressure distributions at the interface are ob-
tained through the thin-film evaporation model and fed into the 2D CFD 
model using UDF programming. As a result, the interface mass flux can 
be accurately calculated using Eq. (11). 

2.2.4. Mesh generation 
Quadrilateral mesh elements are generated for the whole computa-

tional domain. The element size in the thin-film region is of the order of 
1 nm and it gradually increases until it reaches a value of less than 0.01 
W in the intrinsic meniscus region, as represented in Fig. 5. The mesh 
study is performed in Section 3.2 to ensure that obtained results are 
mesh independent. 

2.2.5. Solution algorithm 
The thin-film profile calculated by the thin-film evaporation model 

along with the intrinsic meniscus profile, which is a constant curvature 
profile, is exported as a file to the CAD modeling software to create the 
2D computational domain demonstrated in Section 2.2.1. Also, the 
pressure distributions (i.e., Pd and Pc) along the interface are taken from 
the thin-film evaporation model and given as an input file to ANSYS 
Fluent via UDF programming. The pressure distributions are required in 
order to accurately calculate the evaporation mass flux in Eqs. (19) and 
(11). 

The coupled algorithm is used for pressure-velocity coupling. All 
governing equations are discretized by the second order upwind scheme. 
The solution is regarded as converged when all residuals fall below 10− 9 

and the monitored values such as the inlet mass flow rate do not change 
further with increasing the number of iterations. 

3. Boundary condition, mesh, and validation studies 

3.1. Boundary condition effects (thin-film model) 

As mentioned in Section 2.1.1, the initial thickness of the thin-film 
region (or the adsorbed film thickness) needs to be higher than the 
value calculated by Eq. (13) so that a non-trivial solution can be ob-
tained. Since there is no solid and consistent advice regarding how big 
the initial thickness of the thin-film region needs to be, it seems neces-
sary to perform a preliminary analysis. Therefore, the variation of total 
heat transfer rate from the thin-film region along with the capillary 
pressure at the end of the thin-film region is monitored while the initial 
thickness used by the numerical model is varied from 1.03 ×δ0,formula to 
2.0 ×δ0,formula as shown in Fig. 6. Here δ0,formula means the initial film 
thickness calculated by Eq. (13). It is seen that higher values of initial 
thickness lead to lower total heat transfer rates and a higher capillary 
pressure at the end. Therefore, one may simply conclude that lower 
factors (δ0/δ0,formula) need to be used to reach a higher accuracy. How-
ever, as noticed by previous researchers [17,18,24], this factor has a 
significant impact on numerical stability and convergence. In other 
words, decreasing this factor results in a numerical solution that is 
highly sensitive to the first and second derivatives of the thin-film profile 
at zero (δ′

0 and δ″
0), especially at higher degrees of wall superheat. As a 

result, a lower factor necessitates choosing a smaller value for the length 
step in the Runge–Kutta method (as low as 0.01 nm) so that a convergent 
and stable solution could be established. However, such small length 
steps will be associated with a drastic increase in the solution’s run-time. 
In consequence, the selection of this factor is a trade-off between accu-
racy and computational cost. Therefore, a factor of 1.2 is chosen in the 
present study to achieve both accuracy and convergence speed. It should 
be noted that the deviation between total heat transfer rates, calculated 
by a factor of 1.2 and 1.03, is less than 0.5 % for the case shown in Fig. 6, 
and this deviation reduces as the wall superheat increases. 

As explained in Section 2.1.1, two different approaches can be 
adopted for determination of boundary conditions δ′

0 and δ″
0 as suggested 

by previous researchers. However, to the best of the author’s knowledge, 
there is no study to compare these two approaches. Therefore, a case 
with W = 5.0 μm is considered to investigate how these two different 
BCs affect the results. 

The total heat transfer rate from the thin-film region along with the 
length of the thin-film as a function of wall superheat is illustrated in 
Fig. 7. It can be deduced that the two different BCs have no appreciable 
impact on the results for the range of wall superheats considered in the 
present study. However, to better understand the effect of different BCs, 
the variation of capillary pressure and thin-film thickness along X axis 
are showcased in Fig. 8. The only difference between the two methods is 
related to the capillary pressure at the beginning of the thin-film region. 
For the first method in which δ″

0 = 0, the capillary pressure is zero at x =
0 and then it increases rapidly, but the capillary pressure is nonzero in 
the beginning for the second method (δ′

0 = 0). No considerable 
discrepancy can be observed between thin-film thickness profiles ob-
tained by two different BC methods. Consequently, the first method is 
adopted in the present study because it is more appropriate in terms of 
convergence and ease of implementation in the thin-film evaporation 
model. 

3.2. Mesh independence studies (CFD model) 

To ensure that a mesh-independent solution is achieved, a pre-
liminary survey is conducted by employing six different computational 
grids with varying degrees of refinement to quantify the effect of mesh 
resolution on the results. To this end, a global energy-related parameter 
and a local momentum-related parameter are considered i.e., the total 
heat transfer rate from extended meniscus (q̇′

tot) and the distribution of Fig. 5. Schematic representation of mesh elements.  
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interfacial velocity magnitude (Vint). 
The coarsest grid system (Mesh 1) has a total of 9141 elements while 

the finest one (Mesh 6) consists of 339,554 elements. The total rate of 
heat transfer from extended meniscus get larger as the number of mesh 
elements increases so that it finally reaches a constant value, see Fig. 9. 
Although the percentage difference between the finest and coarsest grid 
systems (Mesh 1 and Mesh 6) is less than 0.03 %, selected grid systems i. 

e. Mesh 2, Mesh 4, and Mesh 6 are chosen to compare their influence on 
a local parameter i.e., interfacial velocity magnitude as depicted in 
Fig. 10. It should be noted that the interface velocity means the 
magnitude of liquid flow velocity at the liquid-vapor interface cells and 
therefore, it is parallel to the interface. Mesh 4 and Mesh 6 give identical 
interfacial velocity distribution while Mesh 2 underpredicts the velocity 
especially near the high velocity region i.e., around x = 75 nm. As a 
result, Mesh 4 is chosen as the most appropriate grid system in terms of 
both accuracy and computational time. 

3.3. CFD simulation validation 

CFD simulation results are compared with thin-film evaporation 
model outputs to validate the 2D simulation framework. To this end, a 
rectangular capillary channel with W = 2.0 μm is modeled by the thin- 
film evaporation model explained in Section 2.1 and then the 
extended meniscus profile is exported to ANSYS Fluent as described in 
Section 2.2. The total heat transfer rates qtf calculated by the thin-film 
evaporation model i.e., the evaporation mass flux from the liquid- 
vapor interface at the thin-film region times enthalpy of vaporization 
hfg, at different wall superheats are compared with the total heat transfer 
rates obtained by the CFD simulation in Fig. 11. As can be observed, the 
deviation between the results i.e., |qtf ,m − qtf ,CFD|/qtf ,m, is less than 0.07 
% in all superheats, indicating that CFD simulation results are in very 
good agreement with the numerical thin-film modeling. Here qtf ,m and 
qtf ,CFD are the total heat transfer rates calculated by thin-film numerical 

Fig. 6. Effect of initial film thickness on the total heat transfer rate from thin-film region and capillary pressure at the end of the thin-film region for W = 10.0 µm and 
ΔT = 0.1 K. 

Fig. 7. Effect of boundary condition on the total heat transfer rate and thin-film length as a function of superheat for W = 5.0 µm (BC 1: δ′
0 is determined by far field 

condition and δ″
0 = 0, BC 2: δ′

0 = 0 and δ″
0 is determined by far field condition). 

Fig. 8. Variation of film thickness and capillary pressure along X axis for W =
10 µm and ΔT = 1.0 K at two different boundary conditions (BC 1: δ′

0 is 
determined by far field condition and δ″

0 = 0, BC 2: δ′
0 = 0 and δ″

0 is determined 
by far field condition). 
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modeling (Section 2.1) and CFD simulations (Section 2.2), respectively. 
The variation of heat flux along the X-axis in the thin-film region for 

two different wall superheats is shown in Fig. 12. The results make it 
clear that there is no considerable distinction between thin-film 
modeling and CFD simulations in the thin-film region. Moreover, it 
proves that the fluid flow in the thin-film region is essentially uni- 
directional and transverse velocity effects are negligible, as it was 
concluded by Akkuş et al. [49] as well as Batzdorf et al. [54]. However, 
this is not the case for the intrinsic meniscus region. 

4. Results and discussion 

The characteristics of thin-film evaporation in rectangular micro-
channels covering a wide range of widths i.e., W = 1–250 µm, are 
studied in this section using the thin-film evaporation model and the 
CFD simulation framework described in Sections 2.1 and 2.2, respec-
tively. First, the effects of key parameters including channel width and 
wall superheat on the heat transfer characteristics of the thin-film region 
and extended meniscus are studied; then, several correlations are 

Fig. 9. Variation of total heat transfer rate from extended meniscus versus number of mesh elements (W = 10 µm, ΔT = 4.0 K).  

Fig. 10. Interface velocity distribution as a function of length for three different mesh sizes (W = 10 µm, ΔT = 4.0 K).  

Fig. 11. Comparison of thin-film modeling and CFD simulation in terms of total heat transfer rate (W = 2.0 µm).  
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developed based on the numerical simulation results. 
Two thermal resistances including thin-film thermal resistance (R′

tf ) 

and total thermal resistance (R″
tot) are defined as follows to support the 

presentation of the obtained results so that one can have a better view of 
the thermal characteristics of evaporation within microchannels. 

R′
tf =

(Twall − Tv)

ṁ′
l,tf hfg

, (21)  

R′
tot =

(Twall − Tv)

ṁ′
l,tothfg

. (22) 

In the above equations, ṁ′
l,tf and ṁ′

l,tot stand for evaporated liquid in 
the thin-film region and evaporated liquid in the extended meniscus, 
respectively. These thermal resistances along with interfacial convection 
heat transfer coefficient (hint), defined by Eq. (20), are used in the 
following sections. 

4.1. Comparison with previous data 

As mentioned earlier, one of the main motives of performing 2D CFD 
simulation is to accurately determine the relative importance of evap-
oration heat flux from thin-film region compared to the evaporation 
from the extended meniscus. In this regard, Wang et al. [18] are one of 
the first researchers who performed numerical analyses to determine the 
characteristics of an evaporating thin-film and its total share in evapo-
ration from an extended meniscus. They relied on the mathematical 
formulation developed for the thin-film region (see Section 2.1) to find 
the total heat transfer from the extended meniscus as well, like what was 

done in several other studies [27,29]. In other words, they assumed that 
the mathematical formulation that was originally developed for analysis 
of thin-film evaporation in the thin-film region can also be used for the 
evaluation of evaporation heat transfer from the liquid-vapor interface 
in the intrinsic meniscus region. However, this does not seem to be an 
acceptable approach as will be discussed in the following paragraphs by 
considering two sets of numerical modeling performed based on the 
algorithm developed in Section 2.1. 

First, we consider a rectangular microchannel with W = 2.5 μm and 
ΔT = 1.0 K modeled by the thin-film evaporation model and applying 
fluid properties given in Ref. [18]. Contrary to the normal conditions in 
which the thin-film evaporation model is interrupted at the end of the 
thin-film region (where Eq. (15) holds), now the numerical solution is 
extended towards the intrinsic meniscus region until it reaches the 
center of the microchannel. The film thickness profile, its slope (tangent 
of the first derivative), along with its radius of curvature (R∗) are shown 
in Fig. 13. As it can be seen, the radius of curvature of the film increases 
in the thin-film region (x <~ 200 nm) until it approaches an asymptotic 
value in the intrinsic meniscus region, indicating that the disjoining 
pressure effect has vanished and the interface shape is only governed by 
the capillary pressure. However, as observed in Fig. 13, this situation 
does not last until the end of the film profile. In fact, the radius of cur-
vature increases sharply near the end of the film, where the film slope is 
approximately higher than 75◦, violating the governing physics of the 
problem i.e., constant radius of curvature in the intrinsic meniscus re-
gion. This can be attributed to the simplifying assumption that was made 
for the thin-film region i.e., 1D fluid flow based on lubrication theory, 
which does not hold in the intrinsic meniscus region, especially for the 
higher film slopes near the center of the microchannel [55]. 

Fig. 12. Variation of heat flux along X axis in the thin-film region calculated by thin-film modeling and CFD simulation (W = 2.0 µm).  

Fig. 13. Film thickness profile, slope, and radius of curvature for a microchannel with W = 2.5 µm and ΔT = 1.0 K (n-octane at 70 ◦C).  
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To elucidate the influence of the above-mentioned shortcoming on 
the numerical modeling outputs, the results obtained by Wang et al. [18] 
are compared with those calculated by the multi-scale modeling 
approach developed in the present study as indicated in Fig. 14. In this 
figure the percentage contribution of thin-film region to net heat 
transfer rate from extended meniscus has been given for a rectangular 
microchannel with W = 2.5 μm at different degrees of superheat. 
Obviously, the method presented by Wang et al. [18] significantly 
overpredicts the relative importance of heat transfer from the thin-film 
region at all superheats compared to that obtained by the present CFD 
model. Consequently, it can be concluded that the exact amount of 
evaporation heat flux from an extended meniscus in microchannels 
cannot be obtained by just performing thin-film evaporation analysis 
justifying the implementation of 2D CFD simulations. 

4.2. Thin-film length 

As mentioned earlier, there is no well-established method to deter-
mine the thin-film region length. Some previous studies [18,46] have 
marked the end of the thin-film region as the location where the dis-
joining pressure drops to 1/5000th of its value at x = 0. However, in the 
present study, a new definition is adopted to determine the end of the 
thin-film region as a point in which the ratio of disjoining pressure to 
capillary pressure becomes less than 0.001, as given by Eq. (15). The 
new definition is compared to the old one in Fig. 15, in which the 
variation of the disjoining and capillary pressures along the length of the 
thin-film region is depicted for two different channel sizes. As can be 
seen in Fig. 15(a) for a channel with W = 1 μm, the thin-film length 
calculated by the old definition is 660 nm, which is longer than the 
length given by the new definition (615 nm). Contrarily, for a large 
channel size of W = 100 μm shown in Fig. 15(b), the old definition finds 
that the thin-film length is 1504 nm, which is less than half of the value 
computed by the new definition i.e., 3525 nm. 

Since the intrinsic meniscus region is defined as the region in which 
capillary forces dominate, it is expected that the meniscus curvature and 
capillary pressure remain constant in this region. However, based on 
information observed in Fig. 15, the intrinsic meniscus region predicted 
by the old definition (Pd = 1/5000 Pd0) fails to comply with this 
requirement especially for larger channel sizes. Moreover, the old defi-
nition is solely dependent on the disjoining pressure and its initial value 
(which is in turn depends on δ0 as given in Eq. (2)); therefore, it does not 
include the impact of capillary pressure and cannot be considered as a 
good indicator for the onset of the intrinsic meniscus. As a result, Eq. 
(15) is introduced as a better method for determining the end of the thin- 
film region and the beginning of the intrinsic meniscus. 

The thin-film length variation with channel width and wall super-

heat is illustrated in Fig. 16. The results indicate that while a greater 
thin-film length is obtained for larger channels, the thin-film length 
reduces with an increase in the wall superheat. A higher wall superheat 
leads to a greater rate of liquid evaporation and therefore, a smaller thin- 
film length can be stabilized on the wall. To make it more clear how the 
thin-film region length reduces as the wall superheat increases, the 
variation of thin-film region length with wall superheat for a micro-
channel width of W = 50 μm is schematically shown in Fig. 17. As a 
result, thin-film length is a function of both channel width and wall 
superheat. These trends agree well with the numerical results reported 
by other researchers [18,19,34]. 

4.3. Thin-film thickness 

The thin-film thickness at the end of the thin-film region (δend) in-
creases with channel width as shown in Fig. 18(a), ranging from about 
50 nm to 350 nm. This is the consequence of the thin-film length defi-
nition given by Eq. (15). If one adopts the old definition for determining 
the thin-film length (i.e., Pd = 1/5000 Pd0), the thin-film thickness at the 
end will be insensitive to the channel width as given by Wang et al. [18]. 
Also, Fig. 18(a) indicates the capillary pressure at the end of the 
thin-film region (in other words, the constant capillary pressure in the 
intrinsic meniscus). It can be observed that the capillary pressure de-
creases monotonically with channel width, which is in accordance with 
the Young–Laplace equation (Eq. (3)), covering a wide range of values 
from about 21 kPa to less than 0.1 kPa. Furthermore, the changes in δend 
with respect to wall superheat is shown in Fig. 18(b) for different 
channel sizes. It is obvious that changing the wall superheat does not 
have any influence on δend, indicating that for a given channel width the 
onset of the intrinsic meniscus is the same for all wall superheats. In 
other words, no matter how much the wall superheat is, the intrinsic 
meniscus starts when the thin-film profile moves a constant distance 
(δend) away from the wall. 

4.4. Heat transfer characteristics 

The local evaporation mass flux (ṁ″
evp) and interfacial heat transfer 

coefficient (hint) are shown in Fig. 19 as a function of length along the X- 
axis. The local evaporation mass flux reaches its maximum value at a 
point located within the thin-film region, which is consistent with the 
observations of other researchers [17–20,22,24,43,44,49,55]. Also, the 
evaporation mass flux at x = 0 is nonzero since, as mentioned in Section 
2.1.1, a value slightly bigger than δ0, calculated by Eq. (13), is adopted 
to avoid the trivial solution. Another finding regarding Fig. 19 is that the 
interfacial heat transfer coefficient finds its maximum value within the 
thin-film region, as well. After the point of maximum, its trend depends 

Fig. 14. Percentage contribution of thin-film region to net heat transfer rate for a microchannel with W = 2.5 µm and varying degrees of superheat (n-octane 
at 70 ◦C). 
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on the degree of superheat. For low superheats, as in Fig. 19(a), hint 
decreases in the intrinsic meniscus while for high superheats, such as 
Fig. 19(b), it remains nearly constant all over the intrinsic meniscus. 

Temperature contours for a microchannel with width of W = 5.0 µm 
and at two different wall superheats are presented in Fig. 20. It can be 
deduced that in the thin-film region the liquid temperature is very close 
to the wall temperature. In other words, the main reduction in the liquid 
temperature takes place in the intrinsic meniscus part of the domain. 
Therefore, one important conclusion is that the variation of fluid prop-
erties with temperature in the thin-film region can be neglected because 
of its fairly constant liquid temperature. 

As expected, the rate of heat transfer from the thin-film region as well 
as the extended meniscus increases monotonically with both channel 
width and wall superheat as represented in Fig. 21. In fact, increasing 
the channel width results in a larger interfacial surface area, and 
consequently, a higher evaporation mass flux. Also, a larger temperature 

difference between the wall and vapor improves the conduction heat 
transfer through the liquid, resulting in a higher rate of evaporation. 
Therefore, it would be beneficial to investigate the thin-film heat 
transfer characteristics based on the thermal resistances defined by Eqs. 
(21) and (22). 

The variation of thin-film thermal resistance, R′
tf , and total thermal 

resistance, R′
tot , with channel width is plotted in Fig. 22 for different wall 

superheats. It can be observed that both thin-film and total thermal re-
sistances decline versus the channel width. Moreover, while there is a 
significant distinction between thin-film thermal resistances at different 
wall superheats, this difference is less significant in case of total thermal 
resistance, as can be seen in Fig. 22(b). The total thermal resistance falls 
about one order of magnitude when the channel width changes from W 
= 1 µm to 250 µm i.e., about two orders of magnitude. Furthermore, 
increasing the wall superheat leads to a higher thermal resistance (both 
R′

tf and R′
tot) for all channel sizes except for small channel sizes at low 

superheats. 
For a better understanding of thermal resistance behavior, the way 

that R′
tf and R′

tot change with regards to the wall superheat for a wide 
range of channel sizes are given in Fig. 23. For channel widths less than 
about W = 5 µm, a minimum point can be observed in thermal resistance 
graphs. This minimum point occurs where ΔT is less than 0.5 K, and it is 
shifted towards lower superheats by increasing the channel width. When 
W is greater than 5 µm, both R′

tf and R′
tot follow an increasing pattern and 

no minimum point can be observed in the charts. Therefore, it can be 
said that there is a turning point around W = 5 µm. For smaller channel 
sizes, when the wall superheat is less than about 0.5 K, the thermal 
resistance is strongly affected by the degree of wall superheat. In 
contrast, no matter what the channel size is, it can be found that the total 

Fig. 15. Variation of the disjoining and capillary pressures along the X-axis together with different definitions for thin-film region length: (a) W = 1 µm and ΔT = 0.1 
K and (b) W = 100 µm and ΔT = 0.1 K. 

Fig. 16. Thin-film length: (a) as a function of channel width and (b) as a function of wall superheat.  

Fig. 17. Effect of wall superheat on the thin-film region length for W = 50 µm.  
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thermal resistance is a weak function of wall superheat when ΔT is 
higher than about 0.5 K (Fig. 23(b)). These findings are used in the next 
section in order to develop proper correlations for the thin-film region 
and the total thermal resistances. 

Another important result of the present study is the percentage 
contribution of the thin-film region to the total heat transfer rate from 
the extended meniscus. The percentage contributions are plotted in 
Fig. 24, representing a decreasing trend with respect to both channel 
width and wall superheat. The percentage contribution ranges from 
about 13 % to 38 % depending on the channel width and wall superheat, 

indicating that the thin-film region plays a key role in evaporation from 
an extended meniscus. The importance of the thin-film evaporation heat 
transfer rate is nonnegligible even for large channel sizes simulated in 
the present study. Therefore, neglecting thin-film region as has been 
done in some previous studies [34–38,56] results in an inaccurate pre-
diction of the heat transfer rate from an extended meniscus. 

4.5. Development of correlations 

Thin-film evaporation is a micro-scale phenomenon that cannot be 

Fig. 18. (a) Thin-film thickness and capillary pressure at the end of thin-film region (δend and Pc,end) as a function of channel width for a constant wall superheat 
ΔT = 5.0 K and (b) δend versus wall superheat for different channel sizes. 

Fig. 19. Variation of mass flux and interfacial heat transfer coefficient along X axis for W = 5.0 µm: (a) ΔT = 0.1 K and (b) ΔT = 1.0 K.  

Fig. 20. Temperature contours for a channel width of W = 5.0 µm: (a) ΔT = 0.5 K and (b) ΔT = 5.0 K.  
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directly included in macro models such as a heat-pipe model. Therefore, 
one of the main objectives of the present study is to develop simple but 
accurate correlations to make a junction between micro-scale and 
macro-scale modeling. In fact, if it is intended to model the thermal 
characteristics of micro-sized devices, a multiscale approach needs to be 
adopted consisting of at least three parts i.e., a macro-scale model to 
calculate the system-level parameters, a micro-scale model to find the 
micro-level characteristics, and a junction model to make a junction 
between macro-scale and micro-scale models. However, the micro-scale 
model is not only difficult to be integrated with the macro-scale model, 
but also decreases the convergence speed of the model. Having these 
points in mind, it is found that establishing the total thermal resistance 
correlations based on 2D CFD simulation results will be an efficient 

method for improving the flexibility and speed of mathematical models. 
In other words, using these simple thermal resistance correlations pre-
vents the mathematical performance evaluation models from having to 
include both micro-scale model and junction model. In that sense, it 
could be said that the total thermal resistance correlations act like a 
bridge over micro-scale and macro-scale physics. As a result, multiple 
regression analysis is utilized to develop correlations for total thermal 
resistance based on the data points obtained by the numerical CFD 
simulations. The total thermal resistance correlations are of the 
following forms: 

R′
tot

[
K.m
W

]

= a1ΔTa2 exp(a3ΔT)Wa4 + a5 (23) 

Fig. 21. Variation of heat transfer rate versus channel width for different degrees of wall superheat: (a) Thin-film heat transfer rate and (b) Total heat transfer rate.  

Fig. 22. Variation of thermal resistances with channel width for different degrees of wall superheat: (a) thin-film thermal resistance and (b) total thermal resistance.  

Fig. 23. Variation of thermal resistances with wall superheat for different channel widths: (a) thin-film thermal resistance and (b) total thermal resistance.  
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R′
tot

[
K.m
W

]

=
ΔTa1 Wa2 + a3

ΔTa4 Wa5 + a6
. (24) 

In the above equations, ΔT is the wall superheat in K, and W is the 
half of channel width in µm. Also, a1 to a6 are constants that are 
determined by regression analysis and can be found in Table 2. To in-
crease the accuracy, the microchannel sizes are divided into two parts i. 
e., 1 ≤W (µm) < 5 and 5 ≤ W (µm) ≤ 250. Also, for the first part, the wall 
superheat range must be divided into two portions (i.e., 0.01 ≤ ΔT (K) <
0.05 and 0.05 ≤ ΔT (K) ≤ 5.0) in order to increase the curve fit accuracy. 
For the first portion, Eq. (23) gives the best results in terms of RMSE and 
average error while for the second portion Eq. (24) leads to better out-
puts. The coefficient of determination (R2) for all three developed cor-
relations has an excellent value of 0.99. Also, the Root Mean Square 
Errors (RMSE) for the first and second portions of the first part (1 ≤ W 
(µm) < 5) are calculated to be 0.68 K.m/W and 0.14 K.m/W, respec-
tively, and the value for the second part (5 ≤ W (µm) ≤ 250) is just about 
0.03 K.m/W indicating a good and acceptable fitting. Moreover, the 
average error of each developed correlation is less than 5 %. Therefore, 
it can be concluded that the developed correlations are able to predict 
the total thermal resistance with a high degree of accuracy. 

A comparison has been made between output from these correlations 
and the numerical simulation results in Fig. 25. It can be seen that the 
total thermal resistances obtained by numerical simulations can be well 
fitted by Eqs. (23) and (24) and its corresponding constants given in 
Table 2. These correlations can be easily embedded into macro models 
to determine the evaporation heat flux or evaporation mass flux from a 
liquid-vapor meniscus with a high level of precision. 

5. Conclusions 

A numerical simulation framework is established in the present work 
to study the evaporation heat transfer mechanism from the extended 
meniscus formed in rectangular microchannels. The numerical model 
consists of two main parts: a thin-film evaporation model based on an 

augmented Young–Laplace equation, and a 2D CFD model for analyzing 
evaporation from the extended meniscus. The shape of the liquid-vapor 
interface is first obtained through the thin-film evaporation model. 
Then, the interface is exported to a CAD software to generate a 2D 
surface model. Afterwards, the grid structure is generated to prepare the 
model for performing CFD simulations. These simulations are based on a 
single-phase, steady, and laminar fluid flow model, and a series of user- 
defined functions (UDFs) are programmed to consider the effects of 
disjoining and capillary pressures on evaporation mass flux from the 
interface. The 2D model is then used to study the heat transfer charac-
teristics of interfacial evaporation as well as to find three correlations for 
total thermal resistance. The most important findings of this study can 
be summarized as follows: 

Fig. 24. Percentage contribution of thin-film region to total heat transfer as a function of: (a) channel width and (b) wall superheat.  

Table 2 
Constants of curve fit along with fit characteristics.  

Range Equation Fit data a1 a2 a3 a4 a5 a6 

0.01 ≤ ΔT (K) < 0.05 
1 ≤ W (µm) < 5 

Eq. (23) R2 = 0.999 
RMSE = 0.682 
Avg. Error = 4.7 % 

3103 0.6704 − 88.86 − 3.072 1.825 – 

0.05 ≤ ΔT (K) ≤ 5.0 
1 ≤ W (µm) < 5 

Eq. (24) R2 = 0.994 
RMSE = 0.141 
Avg. Error = 3.0 % 

0.337 − 0.3465 0.0000 0.0743 0.0756 − 0.7504 

0.01 ≤ ΔT (K) ≤ 5.0 
5 ≤ W (µm) ≤ 250 

Eq. (24) R2 = 0.996 
RMSE = 0.034 
Avg. Error = 3.5 % 

0.2999 − 0.1005 0.0058 0.1016 0.1488 − 0.7062  

Fig. 25. Comparison of correlations outputs with numerical data for total 
thermal resistance. 
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• There is no considerable difference between thin-film profiles ob-
tained by two different BC methods i.e., setting δ″

0 = 0 and finding δ′
0 

by the far-field BC or setting δ′
0 = 0 and finding δ″

0 by the far-field BC. 
However, the first approach is recommended because of its better 
convergence and ease of implementation in the thin-film evaporation 
model.  

• A new criterion is introduced to determine the thin-film length, 
which considers both disjoining and capillary pressures’ impact i.e., 
Pd,end /Pc,end <10− 3. This criterion can accurately predict the onset of 
the intrinsic meniscus for different channel sizes and wall superheats.  

• It is shown that the thin-film evaporation model is not capable of 
calculating the exact amount of evaporation mass flux from an 
extended meniscus. In other words, it fails to give reasonable results 
for the end parts of the meniscus near the centerline of the micro-
channel. Therefore, the utilization of a 2D CFD simulation is justified 
to overcome this shortcoming.  

• Based on the thin-film evaporation model and the new criterion 
defined for thin-film length, it is found that the thin-film thickness at 
the end of the thin-film region (δend) is just a function of channel 
width and not the wall superheat.  

• While the heat transfer rate from the thin-film region and extended 
meniscus (q̇′

tf and q̇′
tot , respectively) increases with the channel width 

and wall superheat, the thermal resistance of thin-film and extended 
meniscus regions (R′

tf and R′
tot) are decreasing functions of channel 

width. However, the variation of the thermal resistances with wall 
superheat is not monotonic. Indeed, they have a minimum point 
observed at superheats less than 0.5 K when the channel width is less 
than about W = 5 µm.  

• The thin-film region has a significant contribution in the total heat 
transfer from the extended meniscus which is calculated to be be-
tween 13 % and 38 % for the range of parameters included in the 

present study. The percentage contribution becomes larger when the 
channel width or wall superheat decreases.  

• Using multiple regression analysis based on the obtained 2D CFD 
simulation results, three correlations are developed for the calcula-
tion of the total thermal resistance. These correlations are useful 
tools that can be easily included in the macro-models as boundary 
conditions. 
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Appendix A 

Derivation of the gradient of liquid mass flow rate 
To find the relation between liquid mass flow rate ṁ′

l and the evaporative mass flux ṁ″
evp in the extended meniscus region, a representative liquid 

element as shown in Fig. A.1 is used. The mass balance equation is as follows: 

ṁ′
l − (ṁ′

l + dṁ′
l) − ṁ″

evp
dx

cosα = 0 ⇒
dṁ′

l

dx
= −

ṁ″
evp

cosα.
(A.1) 

In the above equation, α is the interface angle of the liquid element which can be related to the slope of the interface profile δ′ by the following 
formula: 

1
cosα =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1 + tan2α

√
⇒

tanα=δ′ 1
cosα =

̅̅̅̅̅̅̅̅̅̅̅̅̅

1 + δ′2
√

(A.2) 

By substituting Eq. (A.2) into Eq. (A.1), Eq. (8) is obtained relating the gradient of liquid mass flow rate to the evaporative mass flux and the slope 
of the interface profile. 
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Fig. A.1. A representative element of liquid in the extended meniscus region with its associated mass fluxes.  

Appendix B 

Derivation of the far-field boundary condition 
In the case of a rectangular microchannel such as that shown in Fig. B.1, the far-field boundary condition means that the radius of curvature at the 

end of the thin-film region Rend, where Pd,end/Pc,end < 10− 3 (see Eq. (15)), should be equal to the curvature of the intrinsic meniscus region. Also, it is 
assumed that the intrinsic meniscus region can be approximated by an arc of a circle with its center located on the microchannel’s centerline as 
depicted in Fig. B.1. Therefore, the following relation between the geometrical parameters must be satisfied to fulfill the far-field boundary condition: 

W = δend + Rendcosα. (B.1)  

Fig. B.1. Schematic representation of the extended meniscus in a microchannel with details of the intersection point between thin-film and intrinsic 
meniscus regions. 

In the above equation, δend and α are the thin-film thickness and the interface angle at the end of the thin-film region (i.e., the intersection of thin- 
film and intrinsic meniscus regions), respectively. The curvature radius at the end of the thin-film region Rend can be related to the first and second 
derivatives of the thin-film profile as below: 

Rend =

(
1 + δ′2

end

)1.5

δ″
end

. (B.2) 

By substituting Eq. (B.2) into Eq. (B.1) and using Eq. (A.1) to replace cosα by (1 + δ
′2
end)

− 0.5
, the following far-field boundary condition is obtained: 

W = δend +

(
1 + δ′2

end

)1.5

δ″
end

(
1 + δ′2

end

)− 0.5
⇒ W = δend +

1 + δ′2
end

δ″
end

. (B.3)  
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