Downloaded from orbit.dtu.dk on: Apr 29, 2024

DTU Library

=
=
—

i

Decentralized Threshold Signatures with Dynamically Private Accountability

Li, Meng; Ding, Hanni; Wang, Qing; Zhang, Mingwei; Meng, Weizhi; Zhu, Liehuang; Zhang, Zijian; Lin,
Xiaodong

Published in:
IEEE Transactions on Information Forensics and Security

Link to article, DOI:
10.1109/TIFS.2023.3347968

Publication date:
2024

Document Version
Peer reviewed version

Link back to DTU Orbit

Citation (APA):

Li, M., Ding, H., Wang, Q., Zhang, M., Meng, W., Zhu, L., Zhang, Z., & Lin, X. (2024). Decentralized Threshold
Signatures with Dynamically Private Accountability. IEEE Transactions on Information Forensics and Security,
19, 2217 - 2230. https://doi.org/10.1109/TIFS.2023.3347968

General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright
owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

e Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
e You may not further distribute the material or use it for any profit-making activity or commercial gain
e You may freely distribute the URL identifying the publication in the public portal

If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately
and investigate your claim.


https://doi.org/10.1109/TIFS.2023.3347968
https://orbit.dtu.dk/en/publications/25bd8cea-1f7d-4cd3-b740-d700928cf537
https://doi.org/10.1109/TIFS.2023.3347968

This article has been accepted for publication in IEEE Transactions on Information Forensics and Security. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TIFS.2023.3347968

IEEE TRANSACTIONS ON INFORMATION FORENSICS AND SECURITY, VOL. XX, NO. YY, NOVEMBER 2023 1

Decentralized Threshold Signatures with
Dynamically Private Accountability

Meng Li, Senior Member, IEEE, Hanni Ding, Qing Wang, Mingwei Zhang, Weizhi Meng, Senior Member, IEEE,
Liehuang Zhu, Senior Member, IEEE, Zijian Zhang*, Member, IEEE, Xiaodong Lin, Fellow, IEEE

Abstract—Threshold signature is a fundamental cryptographic
primitive used in many practical applications. As proposed by
Boneh and Komlo (CRYPTQ’22), TAPS is a threshold signature
that is a hybrid of privacy and accountability. It enables a
combiner to combine ¢ signature shares while revealing nothing
about the threshold ¢ or signing quorum to the public and asks
a tracer to track a signature to the quorum that generates it.
However, TAPS has three disadvantages: it 1) structures upon a
centralized model, 2) assumes that both combiner and tracer are
honest, and 3) leaves the tracing unnotarized and static.

In this work, we introduce Decentralized, Threshold, dy-
namically Accountable and Private Signature (DeTAPS) that
provides decentralized combining and tracing, enhanced privacy
against untrusted combiners (tracers), and notarized and dy-
namic tracing. Specifically, we adopt Dynamic Threshold Public-
Key Encryption (DTPKE) to dynamically notarize the tracing
process, design non-interactive zero knowledge proofs to achieve
public verifiability of notaries, and utilize the Key-Aggregate
Searchable Encryption to bridge TAPS and DTPKE so as to
awaken the notaries securely and efficiently. In addition, we
formalize the definitions and security requirements for DeTAPS.
Then we present a concrete construction and formally prove its
security and privacy. To evaluate the performance, we build a
prototype based on SGX2 and Ethereum.

Index Terms—Threshold Signature, Security, Privacy, Ac-
countability.

I. INTRODUCTION
A. Background

Threshold signatures [1], [2] allow a group of m parties
to sign a message if no less than ¢ parties participate in the
signing process. They are a crucial tool for many practical
applications [3]-[5]. For instance, the initiation of a new
financial project calls for at least ¢ enterprises to collabo-
rate. Among the threshold signatures, there are two types
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of threshold signatures standing out: Accountable Threshold
Signature (ATS) and Private Threshold Signature (PTS). ATS
is a kind of threshold signature scheme where the signature can
identify the original signing group that generated the signature.
Specifically, a tracing algorithm takes as input a message, a
valid signature on the message, and the public key to output a
group of signers that generated the signature [6], [7]. A PTS
is a kind of threshold signature scheme where the signature
on a message m reveals nothing about ¢ or the quorum of
t original signers [8], [9]. Besides unforgeability, these two
signatures offer complete accountability and complete privacy
for the signing quorum, respectively.

B. Existing Work

A recent work Threshold, Accountable, and Private Sig-
nature (TAPS) [10] proposed by Boneh and Komlo (CRYP-
TO’22) has achieved both accountability and privacy. In TAPS,
a key generation function takes n and ¢ as input, and generates
a public key pk and n private keys ski,sko,--- , sk, for
the n signers; during the signing process, each signer from
a quorum of ¢ signers S, holding a private key sk, generates
a signature share o;; a combiner holding a combining key sk,
uses {o;}_, to generate a complete signature o; a signature
verification function takes as input pk, m, and o to output
accept or reject; a tracer (or anyone) with a tracing key sk; can
trace a signature to the quorum that generates it. The benefits
of TAPS are remarkable: the signing group keeps the sk, secret
so that ¢ and S remain private from the public, but the ¢ signers
are accountable in case of misbehaviors [11].

C. Motivations and New Goals

Our motivations come from a real-world scenario in fi-
nancial areas. For example, a group of companies are in a
long-term collaboration and at least ¢ companies are required
to initiate a new and confidential project by co-signing a
new contract. A “third” party, which is not fully trustworthy,
is responsible for combining their signatures and generate a
threshold signature as a collaboration proof. Meanwhile, in
case of any criminal activities or misbehaviors, ¢ entities,
such as police department, finance department, and insurance
company, are required to participate in the signing process as
a witness. Furthermore, if one of the ¢ companies engages
in some criminal activities, its identity will be recovered by
the ¢’ witnesses and a not-so-trustworthy tracer, and it will
be sanctioned according to law or regulation. Combined with
the observations on TAPS, we acquire four motivations. M1.
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Centralized combining and tracing. The role of combiner
and tracer is important to generating and tracing a complete
signature. However, the centralized setting is prone to a single
point of failure. M2. Untrusted combiner. The combining
key sk, is kept by the only combiner that could be untrusted,
e.g., lose or leak the key. The threshold ¢ is also exposed to
the combiner. As designed in TAPS, t is part of privacy and is
hidden from the public. Therefore, we take the privacy one step
further by assuming an untrusted combiner. M3. Untrusted
tracer. Similarly, the tracing key sk, is kept by an untrusted
tracer and ¢ is exposed. M4. Unnotarized and static tracing.
The tracing key sk; is kept by the sole tracer that can use
sk to recover any quorum of ¢ signers. We argue that the
tracing process is a sensitive process that should be notarized
by a dynamic and relevant group of notaries, i.e., ¢’ notaries
or witnesses [12], [13]. Meanwhile, the value of ¢’ varies
according to the matter and relevant authorities. The idea
resembles the one in threshold encryption where a ciphertext
can only be decrypted when at least ¢’ users cooperate [14].

These four motivations have driven us to provide enhanced
security and privacy in threshold signatures using a decen-
tralized approach, i.e., decentralized threshold signatures with
dynamically private accountability. Namely, we have four new
goals as follows. G1. Enhanced security against a single
point of failure. The threshold signature system should be
secure in a decentralized manner such that one (a small number
of) combiner/tracer’s breakdown does not affect the whole sys-
tem. G2. Enhanced privacy against untrusted combiners.
The threshold signature system is privacy-preserving during
the signing process. Specifically, not only the quorum of ¢
original singers, but ¢, sk;, and ¢’ are hidden from combiners.
G3. Enhanced privacy against untrusted tracers. The
threshold signature system is privacy-preserving during the
tracing process. To be specific, ¢, sk., and ¢’ are hidden from
tracers. G4. Notarized and dynamic tracing. The tracing
process should be notarized by ¢’ parties among a group of
authorities. The value of ¢’ is a variable parameter, which is
related to the specific tracing requirement.

Remark 1 (Privacy of t signers after tracing). We notice that
once a tracer has traced a complete signature to its ¢ signers,
the signers’ identities as well as ¢ are revealed to the tracer.
This looks contradictory to G3 where we protect ¢ and make
G3 only applicable to the realm before tracing. However, we
can choose to protect ¢ signers from tracers (will be explained
Section 4).

D. Our Approach

To achieve the four abovementioned goals, we propose an
approach as follows. (1) We transit the centralized model
of TPAS into a decentralized one by using a Consortium
Blockchain (CB) [15], [16] to distribute the combining and
tracing capabilities. Each blockchain node can be either a
combiner or a tracer such that the combiner (tracer) actually
performing the combining (tracing) is determined by the
underlying consensus mechanism. In this way, an adversary
cannot predict such a performer to attack. (2) We protect ¢
and ¢’ from the untrusted combiners and untrusted tracers

during the combining and tracing by deploying a Trusted
Execution Environment (TEE) [17]-[19] on combiners and
tracers. The combining and tracing will be conducted within
an enclave, over which the combiners and tracers have no
control over the data inside. (3) We propose “dynamically
private accountability”, i.e., limit the tracing capability of
untrusted tracers by asking another quorum of ¢ parties
to notarize the tracing process. We denote this quorum as
N = {Ny,Na,--- Ny }. Specifically, the tracer can only
trace from a complete signature to its ¢ signers only if there
are ¢’ notaries allow it. This is realized by adopting Dynamic
Threshold Public-Key Encryption (DTPKE) [14] to designate
t' notaries for the tracing process.

In summary, we introduce a new type of threshold sig-
nature scheme, called DeTAPS, that provides dynamic ac-
countability while maintaining full privacy for the signing
quorum and notarizing quorum. A Decentralized, Threshold,
dynamically Accountable and Private Signature scheme,
or simply DeTAPS, works as follows: (i) a key generation
procedure generates a public key pk and n private keys
{sk1, ska,--- , sk}, a combining key sk., and a tracing key
sk, (ii) a signing protocol among a quorum of ¢ signers and
a combiner generate a signature o on a message m, (iii) a
signature verification algorithm takes as input pk, m, and o
and outputs true or false, and (iv) a tracing algorithm takes
as input sk;, m, and o, and outputs the original quorum of
t signers. For security model, we assume that the combiners
and tracers are malicious, which are not allowed to know ¢ or
t’. We define the precise syntax for the DeTAPS scheme and
the security requirements in Section 3.

E. Technical Challenges

Given the general approach, we are still faced with three
technical challenges when constructing DeTAPS. CI. How
to securely select the t' notaries while guaranteeing public
verifiability? In this work, we ask the t signers to choose
t' notaries whose identities are kept secret. In the meantime,
we have to guarantee public verifiability of the ¢ notaries,
i.e., there are enough authenticated notaries selected by the ¢
signers during combining. C2. How to securely awaken the
t' notaries to the call for partially decryption of encrypted
threshold signatures when necessary? There are several tech-
nical candidates for solving this problem. (1) Encrypt-and-
Decrypt: It is workable, but time consuming and clumsy. (2)
Private Set Intersection (PSI) [20], [21]: It provides strong
security but requires more than one interaction, which results
in high costs. (3) Attribute-Based Encryption (ABE) [22],
[23]: It achieves fine-grained access control but incurs high
computational costs. C3. How to allow a notary to efficiently
locate the encrypted signatures related to himself from all
the ciphertexts on the CB? Some technical candidates are as
follows. (1) Indistinguishable Bloom Filter (IBF) [24], [25]:
It is efficient but needs to share a set of keys between signers
and notaries. (2) Designated Verifier Signature [26], [27]: It
requires additional signing by the signers and it cannot provide
confidentiality. To tackle C1, we design Non-Interactive Zero
Knowledge Proofs (NIZKPs) to enable the public to verify the
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t’ notaries in a secure manner. To overcome C2 and C3, we
utilize the Key-Aggregate Searchable Encryption (KASE) [28]
as a bridge between TAPS and DTPKE to reconcile security
and efficiency [29]-[31].

We provide some details on how we construct DeTAPS.
Setup. We assume that any quorum of ¢ signers have commu-
nicated with each other via face to face or a secure channel to
determine ¢’ notaries N' = {IN1, Na,--- , Ny }. Each quorum
of t signers has a unique and random signer group identifier
gid € G in each signing period. This can be done by asking a
representative of each quorum to anonymously write a random
number on the blockchain. G will be updated in future periods.
Each notary has a pseudo-identity pid. A KASE aggregation
key k, is generated in the beginning for each notary. Sign.
Each signer of a quorum of ¢ signers generates a signature
share o; on the same message m and sends its ciphertext to
the CB. Combine. During combining, the enclave E within
the combiner C' encrypts o to be an encrypted threshold
signature o by using the combining key sk.. After combining,
E computes an index ind of N. Trace. Upon a tracing call,
each related notary computes a trapdoor td by using k, and
pid. The index and trapdoor are sent to a smart contract
that searches on ind with td to retrieve a matched & to the
requesting notary. The notary sends a partial decryption of
o to the CB. Only if the designated ¢’ notaries are awaken
to perform partially decryption, can a tracer T' trace within
its enclave to the original quorum of ¢ tracers by using the
tracing key sk;. In addition, the encrypted threshold signature
can be verified by the public.

F. Our Contributions

Our contributions are summarized as follows.

o We design a decentralized framework for threshold sig-
natures to distribute the combining (tracing) capabilities
to multiple combiners (tracers).

« We design a TEE-based execution engine to secure the
combining (tracing) process against untrusted combiners
(tracers).

e« We adopt DTPKE to dynamically notarize the tracing
process and integrate TAPS with DTPKE by using KASE
to awaken the notaries.

« We formally prove the security and privacy of DeTAPS.
We build a prototype and evaluate its performance.

Paper Organization. The paper is organized as follows.

Section II briefly reviews some preliminaries. Section III
formalizes the system model, security, and privacy of DeTAPS.
Section IV describes DeTAPS. Section V analyzes its security
and privacy. Section VI evaluates the performance of DeTAPS.
Section VII concludes this paper.

II. PRELIMINARIES

In this section, we briefly review some preliminaries that
work as building blocks.

A. ATS

An accountable threshold signature is a tuple of five polyno-
mial time algorithms (KeyGen, Sign, Combine, Verify, Trace).

KeyGen(1*,n,t) is a probabilistic algorithm that takes securi-
ty parameter )\, the number of signers n, and the threshold t as
input, output the private key set sk; as well as the combined
public key pk. Sign(sk;,m) is a probabilistic algorithm that
uses private key set sk; to sign message m to output a sig-
natures set o;. Combine(pk, m, S, {0;}ics) is a deterministic
algorithm takes as input the public key pk, the message m,
the signer set S, and the output ¢; of previous algorithm as
inputs to output ATS signature o,,. Verify(pk,m,o,,) is a
deterministic algorithm that uses public key pk and message
m to verify whether o,, is a valid ATS signature, with valid
outputs 1 and invalid outputs 0.

We use the Schnorr scheme in [6] as the ATS for DeTAPS.
Specifically, the functions of the ATS in the DeTAPS operate
as follows:

— Setup: G is a group of prime order ¢ and G has two
independent generators g,h. H is a hash function, H:
PK x G x M — Zg4, PK is the public key space.

— KeyGen(1*,n,t): sky,sko, -+, sky & Zq, pki <+
{gSki ?:1’ pk — (tapkla e 7pkn)7 OUtPUt(pkﬂ (Skh Sk27

-, skn)).

- Sign(sk;, m): r; & Zg, R; < g™, c < H(pk,R, m) €
Ly, z; < 1+ sk; - c € Zy, output o; < (Ry, 2;).

— Combine(pk, m,S,{0:}ics) — om: Abort if |S| # t,
Z 4 Dlies%i € Lg, R <+ [lco Ri, output o, <—
(R, 2,8)

— Verify(pk,m,0,,): pks < [licspki ¢ « H(pk,
R,m) € Z,, if |S| = t and g* = pkg - R output 1,
else output 0.

— Trace(pk, m,0,,): run ATS.Verify(pk, m,o,,), if it is
valid, output S, else output fail.

An ATS is secure if it is unforgeable and accountable, i.e.,
if for every Probabilistic Polynomial Time (PPT) adversary
A, the function Adv'y"% ¢ of winning an unforgeability and
accountability attack géme is a negligible function of A\ [10].

B. DTPKE

DTPKE is a kind of threshold public-key encryption
where a ciphertext can be decrypted when at least ¢
users collaborate. More importantly, the size of the de-
cryptor set and the threshold are not fixed during the
setup, but at the encryption time. DTPKE is a tu-
ple of seven algorithms (Setup, Join, Encrypt, ValidateCT,
ShareDecrypt, ShareVerify, Combine), Setup(1*) — (mk, ek,
vk, ck) is a probabilistic algorithm that takes security parame-
ter A\ as input to output master secret key mk, encryption key
ek, combing key ck, and verification key vk. Join(mk, id) —
(usk,upk,uvk) is a probabilistic algorithm that takes the
master secret key mk, and the identity ¢d of new user as input
to output the user’s private key usk, the user’s public key upk,
and the user’s verification key upk. Enc(ek,U,t',m) — ¢
is a probabilistic algorithm that takes encryption key ek, a
set U of users, threshold ¢/, and message m to output a c.
ValidateCT (ek,U,t’',c) — {0,1} is a deterministic algorithm
that takes encryption key ek, set U, a threshold ¢/, and a
ciphertext ¢ as input to check whether ¢ is valid, if valid
output 1, else output 0. ShareDecrypt(pid, usk,c) — ol is
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a deterministic algorithm that takes user id, user’s private
key usk, and ciphertext ¢ to output a decryption share o7 or
L. ShareVerify(vk, pid, uvk, c,0,) — {0,1} is a determinis-
tic algorithm that takes verification key vk, user id, user’s
verification key wvk, ciphertext ¢, decryption share o, to
check whether o, is a valid decryption share, if valid output
1, else output 0. Combine(ck,U,t',c,N',{0]};ep)) — is a
deterministic algorithm that takes combining key ck, set U,
threshold ¢, ciphertext ¢, subset N' C U, and a decryption
share set {o} ;e to output a signature o,

We use the scheme in [14] as the DTPKE for DeTAPS.
Specifically, the functions of the DTPKE in the DeTAPS
operate as follows:

— Setup(1?): B = (p, Gy, Go, G, e(+,+)) is a system with
group and bilinear map satisfies |p| = A, g & G,
h ﬁ Go, g and h are all generators, v, o < Z;,
a 1is the maximal size of an authorized set, D <+
{dy, -+ ,da—1} & Gp, u <+ g*7, v < e(g,h)*, mk +
(9,7, ), ek + (a,u,v,h“,{ha'"’i}fifl,D), ck «

(a, h, {h’ﬁ}?:_f,D) since DTPKE does not provide
robustness, vk is not defined, output (mk, ek, vk, ck).

— Join(mk,id): & Ly, usk gﬁ, upk + x, uvk <
x, output (usk, upk, uvk).

— Enc(ek,U,t',m): k & Ly, u < |U|, 1 u™F, ¢y
pt o e ted tecu, o 09 ek K will
be used to encrypt the message, output ¢ < (c1, ¢2).

- ValidateCT(ek,U,t',c): ¢  + wl, o <«

_, (o) /

6(01, 62)

a+t! —u

ha'HTEMUDa+t,7u

, if e(er,chy) =
and || > ¢’ output 1, else output 0.
— ShareDecrypt(pid, usk,c): ol <+

k‘a'nmieuuba+t/7,u7q(7+wi)
e(g, h) v , output o7,.

— ShareVerify(vk, pid, uvk, c,0,): Choose d at random,
usk’ « usk®, if e(usk’, (h®7) x (h®)*PF) = v° and
e(usk’, ca) = o output 1, else output 0.

— Combine(ck,U,t', ¢, N ,{ol};cp): N is a subset of ¢/
users, S(vu) < Hzeuupaﬁ_uil,j\/ﬂ% p(N,u)(’Y) —
L (Macuum,oy w0+ 0) = s0va0))+ P ()

1
is a polynomial of degree a — 2, e(g, cy)TeenOF=)
k-a- T;
e(g, h) Mejeuvn, - 0F ,  Aggregate(Gy,
1
Z) A e(g’CQ)HzeN(“r:rz)’ Om (6(01710(./\/,1/{)(7))
Aggregate(Gar, >)) W | output oy,.

Its non-adaptive adversary, non-adaptive corruption,
chosen-plaintext attacks (IND-NAA-NAC-CPA) security is
based on the Multi-sequence of Exponents Diffie-Hellman
(MSE-DDH) assumption, where Advi‘fg?}apKE(l,m,t’ ) <
Advmse’ddh(l,m,t’) [14], [32], [33]. For succinctness, we
write Enc(ek, N, m), ValidateCT (ek, N, c¢), and Combine(ck,
N, ¢,{0l,}jep) as a shorthand for the three functions.

e(usk;,ca) <

—u—1

C. KASE

KASE allows a data owner to share a set of files with
a group of selected data users, which can perform keyword

search over the set of files. Specifically, the data owner
distributes an aggregate key to the data users. Then, the data
user sends an aggregate trapdoor to conduct keyword search
over the set of files. KASE is a tuple of seven algorithm-
s (Setup, Keygen, Encrypt, Extract, Trapdoor, Adjust, Test).
Setup(A\,n) — (B,PK,H) is a probabilistic algorithm that
takes a security parameter A and maximum possible number
of documents n as input to output the system parameters
(B,PK, H). KeyGen(\) — (mpk,msk) is a probabilistic
algorithm that takes a security parameter A as input to output
a pair of keys (mpk,msk). Extract(msk,S) — k, is a
deterministic algorithm that takes owner’s master-secret key
msk, and subset S which contains the indices of documents as
input to output a aggregate key k.. Enc(mpk, i) — (c1, ¢2,¢y)
is a probabilistic algorithm that takes owner’s master-public
key mpk, file index i, and keyword subset S as input to
output ciphertext (c1, ¢a, ¢y,). Trapdoor(k,,w) is a determin-
istic algorithm that takes aggregate key k,, and keyword w as
input to output trapdoor td. Adjust(B, PK, H,i,S,td) — td;
is a deterministic algorithm that takes system parameters
(B,PK, H), file index i, subset S, trapdoor td as input to
output the right trapdoor ¢d;. Test(td;, (c1, c2, ¢w), 1) — {0,1}
is a deterministic algorithm that takes right trapdoor td;,
ciphertext (c1, ¢, ¢y), and file index 4 to check whether ¢,
is valid, if valid output 1, else output 0. We use the scheme
in [28] the KASE for DeTAPS. Specifically, the functions of
the KASE in the DeTAPS operate as follows:

We use the scheme in [28] the KASE for DeTAPS. Specif-

ically, the functions of the KASE operate as follows:

— Setup(A\,n): B = (p,G,G1,¢e(-,+)) is a bilinear map-
ping group system, p is the order of G, g is a gen-
erator. 20 < p < 22l g &g ald Zy. gi
g for i = {1,2,---,n,n + 2,---,2n}, PK «
(9,91, yGny Int2, 5 92n)- H: {0,1}* — G is a one-
way hash function, output (B, PX, H).

— KeyGen(\): v & Zy, mpk < g7, msk < ~y, output
(mpk, msk).

— Extract(msk,S): ko < [[cs 941> output kq.

— Enc(mpk,i): i € {1,---,n}, t & Zp. 1 + ¢,
Ca 4= (mpk - gi)". ¢, < e(g, H(w))"/e(g1, gn)" output
(ClacQan)~

— Trapdoor(ky,w): td < k, - H(w), output td.

- Adjust(B,PK, H,i,S,td):  td; — td
Hjes,j;éi 9n+1—j+i, output td;.

= Test(td;, (c1,¢2,¢0),4): pub < [lies9n+1-j, Co <
e(td;, c1)/e(pub, c2). If ¢/, = ¢,, output 1, else output
0.

KASE achieves controlled searching and query privacy

based on the Discrete Logarithm (DL) assumption and the
Bilinear Diffie-Hellman Exponent (BDHE) assumption [32].

D. PKE

A public key encryption scheme PKE is a triple of algo-
rithms (KeyGen, Encrypt, Decrypt). KeyGen(1*) — (pk, sk)
is a probabilistic algorithm that takes as input a security
parameter A\ to output a public key pk and a secret key sk.
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Encrypt(pk, m) — c is a probabilistic algorithm that encrypts
a message m using pk and finally outputs a ciphertext c.
Decrypt(sk,c) — m is a deterministic algorithm that takes
c and sk as input and outputs a plaintext m.

We use EIGamal as the PKE for DeTAPS. Specifically, the

functions of the PKE in the DeTAPS operate as follows:

— KeyGen(1*): Choose a large prime p satisfying p — 1
with large prime factors at random, and g is its modulo p
primitive element, sk & {0,--- ,p—1}, y + ¢°F mod p,
pk « (y,p, g), output (pk, sk).

— Encrypt(pk,m): k & {0,--+,p—1}, ¢1 + g* mod p,
co < m - y* mod p, output ¢ + (c1, o).

— Decrypt(sk,c): m «+ (co - (¢§¥)~1) mod p, output m.

A PKE scheme is semantically secure if for every PPT

adversary A, Advj‘?i,cl‘z;()\) is negligible [34].

E. cOM

A commitment scheme is a pair of algorithms
(Commit, Verify). Commit(z,r) — com is a deterministic
algorithm that takes x and random number r as input and
outputs a commitment com. Verify(x,r,com) — {0,1}
is a deterministic algorithm that determines whether the
commitment is valid, if com’ = com, output 1, else output 0.

We use Pedersen commitment as the COM algorithm for
DeTAPS. Specifically, the functions of the COM in the De-
TAPS operate as follows:

— Setup: Choose multiplicative group G = Z}, g and h are

its two generators, public triple (g, i, q).

— Commit(z,r): 7 & Zy, © € Zg, COM < g*h", output

com.

— Verify(z,r,com): compute com’ «+ ¢g*h", if com’ =

com output 1, else output 0.

A COM scheme is secure if it is unconditionally hiding
and computationally binding, i.e., for every PPT adversary A,
Advtjf“?%OM()\) is negligible.

FE SIG

A signature scheme SIG is a triple of algorithms
(KeyGen, Sign, Verify). KeyGen(1*) — (pk, sk) is a proba-
bilistic algorithm that takes as input a security parameter A to
output a public key pk and a secret key sk. Sign(sk,m) — o
is a probabilistic algorithm run by a signer with a signer key
sk to output a signature o on m. Verify(pk, m,o) — {0,1}
is a deterministic algorithm that verifies the signature o on a
message m to decide whether to accept or reject o.

We use the ECDSA (Elliptic Curve Digital Signature Algo-
rithm) signature scheme as the SIG for DeTAPS. Specifically,
the detailed functions operate as follows:

— Setup: Choose an elliptic curve with G as the generator,

n = |G| and n is a prime number, hash is a hash
algorithm.
— KeyGen(1*): sk & {1,--- ,n— 1}, pk < sk - G, output

(pk, sk).

— Sign(sk,m): h < hash(m),k & {1,---,n — 1},
R < k-G, let R.xz be the X-axis value of point R,
r < R.x,s < k~(mod n)-(h+r-sk), output o < (r,s).

— Verify(pk,m,o): h + hash(m), R’ < (h-s~'(modn) -
G+ (r-s Y(mod n)) - pk,t’ < R'.x, if ' =t output 1,
else output 0.

A SIG scheme is strongly unforgeable if for every PPT

euf-cma

adversary A, Adv gig'(A) is negligible.

G. NIZKP

A non-interactive zero-knowledge proof protocol enables
a prover to convince a verifier that a certain statement is
true, without revealing any information about the underlying
information for its truth. It involves two algorithms (P, V)
invoked as 7 < Prove(1*,m), b + Verify(r).

H. Intel SGX2

Software Guard eXtensions (SGX) is a hardware extension
of Intel Architecture that enables an application to establish
a protected execution space, i.e., an enclave [35]-[38]. SGX
stores enclave pages and SGX structures in the protected mem-
ory called Enclave Page Cache (EPC). SGX guarantees confi-
dentiality of code/data and detection of an integrity violation of
an enclave instance from software attacks. SGX allows one to
verify that a piece of software has been correctly instantiated
on the platform via attestation. Since SGX imposes limitations
regarding memory commitment and reuse of enclave memory,
Intel introduces SGX2 to extend the SGX instruction set to in-
clude dynamic memory management support for enclaves [18],
[19]. SGX2 instructions offer software with more capability to
manage memory and page protections from inside an enclave
while preserving the security of the SGX architecture and
system software.

For formal foundation for Secure Remote Execution (SRE)
of enclaves, Subramanyan et al. [39] addressed the formal
modeling and verification of enclave platforms via three steps.
First, they defined the properties required for SRE of enclaves.
Second, they presented Trusted Abstract Platform (TAP), an
idealization of enclave platforms together with a parameterized
adversary model. They gave machine-checked proofs exhibit-
ing that the TAP provided SRE against the adversaries. Third,
they gave machine-checked proofs showing that formal models
of two proposals for trusted hardware platforms offered SRE.

1. Consortium Blockchain

As an underlying technique in Bitcoin, blockchain is a
ledger recording transactions among users who do not fully
trust each other in a decentralized network. The transactions
are packed into separate blocks by a set of nodes using
a predefined consensus algorithm, and the blocks are se-
quentially linked into a chain by their cryptographic hashes.
Nodes participate in creating new blocks to compete for some
rewards such as financial incentives. Consortium blockchain
is a specific blockchain maintained by a group of authorized
entities [40], [41]. For participation, only qualified parties
are allowed to access and maintain the blockchain. It aims
to secure transactions between users who do not fully trust
each other but work collaboratively toward a common goal.
Its consensus process is controlled by the authorized entities.
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For our setting of DeTAPS, a consortium is perfect regarding
system model and security model. This is why we choose a
consortium blockchain to lay the communication basis.

ITI. DECENTRALIZED, THRESHOLD, DYNAMICALLY
ACCOUNTABLE AND PRIVATE SIGNATURE

In this section, we formalize the notion of DeTAPS, includ-
ing system model, unforgeability, accountability, and privacy.

A. System Model

The system architecture of DeTAPS is depicted in Fig. 1.
It consists of signer, combiner, notary, tracer, and consortium
blockchain. We list the key notations in Table 1.
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Fig. 1: System Architecture of DeTAPS.

TABLE I: Experimental Parameters

Notation Meaning
A security parameter
n number of signers
ni number of combiners
no number of tracers
ns number of notaries
t threshold
sk; key for i-th signer
{sks}, n1 signing keys
{sk}it, n1 combining keys
{ski}i?, ng tracing keys
gid signer group identifier
g set of signer groups
ka aggregate key
N set of notaries
S signing quorum
M message space
m message for signing
oi, 0; ATS signature share, encryption of o
o™, o Combined signature, ¢ under DTPKE
o DeTAPS signature

Signer. When a group of ¢ signers S = {51, 52, -+, S}
prepare to generate a signature on a message m, they request
the pseudo-identity from ¢’ parties N' = {1, Na,- -+, Ny } as
notaries. Then, each group manager generates a signer group
identifier gid € G in current signing period and reports it to
CB. Next, each signer sends a signature share on m to CB.

Combiner. Each combiner C; is equipped with an enclave
E;. C; has a pair of signing keys and F; has a pair of
encryption keys. The combining key is secured in the F;. After
being elected as a winning node, C; retrieves all signature
shares from the CB and the E; decrypts them to collect related
signature shares and combine them into a complete signature.
Next, it generates an encrypted signature via DTPKE, com-
putes an index via KASE, and constructs a non-interactive zero
knowledge proof. Finally, C; signs the message, encrypted
signature, index, and the proof.

Remark 2 (For overlooked signature shares). During com-
bining in an enclave, there will be overlooked signature shares
that exist for the protection of ¢. We do not cast them out of
the enclave and retrieve them for the next combining. Instead,
we store these shares in the enclave, which has an enough
storage space.

Remark 3 (Why multiple combiners?). There is only one
combiner in TAPS, which is prone to the general problems of
centralized model [42]. In DeTAPS, we have distributed such
an ability to all blockchain nodes that hold a combining key
in an enclave. The combining process will be assigned to a
randomly node based on the blockchain consensus result. In
this way, an adversary will have more difficulty in compro-
mising the actual combiner in current period. This idea also
applies to why we have multiple tracers.

Notary. There is a set of parties working as notaries. In
real life, they can be a notary office or a local authority.
Each notary NN; has a pseudo-identity, shares an aggregate key,
and acts as a user (not necessarily a blockchain node) in the
CB network. Upon a tracing call, each notary N; computes
a trapdoor. IV; sends the trapdoor to the CB and waits for
matching results. If there is a decryption task, V; verifies the
results and then generates a decryption share of the encrypted
signature. Next, IV; sends an encrypted response to the CB.

Tracer. Each tracer T} is also equipped with an enclave E;.
The tracing key is secured in the E;. After being elected as
a winning node, T retrieves all encrypted decryption shares
from the CB and the E; decrypts them to verify decryption
shares. Finally, E; collects t’ related valid shares to combine a
complete signature and trace the original quorum of ¢ tracers.

Consortium Blockchain. DeTAPS is built upon a decen-
tralized framework where a CB records all the transactions
sent by signers, combiners, notaries, and tracers. There are two
pools on the CB: a signature share pool SSL for combiners to
track and a decryption share pool DSL for tracers to monitor.
Each of them is deployed on a Smart Contract (SC).

Definition 1. A decentralized, threshold, dynamically ac-
countable and private signature, or DeTAPS, is a tuple of
five polynomial time algorithms IT = (Setup, Sign, Combine,
Verify, Trace) as shown in Fig. 2 where

- Setup(1>‘ n nl,ng,t) — (PK, (sky, sko, -, skp),

{skfyity, {sk{ iy, {ski}j21,G, ka) is a probabilistic
algorithm that takes as input a security parameter )\, the
number of signers n, the number of combiners n;, the
number of tracers ns, and a threshold ¢ to output a public
key PK, n signer keys {ski, sko,- -+ ,sk,}, n1 signing
keys {sk{}, n1 combining keys {sk{}, na tracing keys
{skg} a set of signer groups G, and an aggregate key k.
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o Sign(sk;,m,S,N') — &; is a probabilistic algorithm run
by a signer with a signer key sk; and a set of notaries A/
to generate an encrypted signature share &; on message
m in message space M.

o Combine(sk{,m,S,{6;};es) — o is a probabilistic
algorithm run by a combiner with a combining key sk,
a message m, a signing quorum S = {57, S, -+, S},
and ¢ encrypted signature shares {7, } cs. If the shares
are valid, Combine outputs a DeTAPS signature o.

o Verify(PK,m,o0) — {0,1} is a deterministic algorithm
that verifies the signature o on a message m with respect
to the public key PK.

e Trace(sk!,m,c) — S is a deterministic algorithm run
by a tracer with a tracing key sk!, a message m, and a
signature o. If o is valid, Trace outputs a set S who have
generated o. Otherwise, it outputs a symbol L.

o For correctness, we require that for all ¢ € [n], all ¢-
size sets S, all m € M, and (PK, (sk1, ska, -, Skn),
{ski}ity, {ski}721, G ka) < Setup(1*,m,ny ng,t) the
following two conditions hold:

Pr[Verify(PK, m, Combine(sk®, sk®, m, S,
{Sign(sk;;m,S,M)}ics)) =1] =1,

Pr[Trace(sk', m, Combine(sk®, sk® m, S,
{Sign(ski;m, S, N)}ies)) = S] = 1.

B. Unforgeability and Accountability

DeTAPS has to satisfy unforgeability and accountability,
i.e., existential unforgeability under a chosen message attack
with traceability [10]. Informally, unforgeability refers to an
adversary compromising less than ¢ signer cannot generate a
valid signature on a message [43], [44], and accountability
refers to an adversary compromising ¢ or more signers cannot
generate a valid message-signature pair that traces to at least
one signer. We formalize these two properties in the adver-
sarial experiment in Fig. 2. Let Adv's % () be the probability
that A wins the experiment against the DeTAPS scheme II.

Definition 2 (Unforgeability and Accountability). A De-
TAPS scheme II is unforgeable and accountable if for all PPT
adversaries A, there is a negligible function negl such that
Advﬁf%()\) < negl(\).

C. Privacy

(1) Privacy against public. A party who observes a series
of (m, o) pairs, acquires nothing about ¢, ¢’ or the signers. (2)
Privacy against signers. Collaborating signers who observe a
series of (m, o) pairs, acquires nothing about ¢’ or signers. (3)
Privacy against combiners. A combiner cannot learn ¢, t’, or
signers. (4) Privacy against tracers. A tracer cannot learn ¢, t/,
or signers. We formalize the four properties in the adversarial
experiment in Fig. 3 and Fig. 4.

Definition 3 (Privacy). A DeTAPS scheme is private if for
all PPT adversaries A, Adv%1(\), Adv% T (\), Advi T (M),
and Adv‘jffg(/\), are negligible functions of .

In Exp”*P, A generates four thresholds ¢, 1, t; and ¢} in
[n] and is given PK. A submits a string of signature queries

to a signing oracle 01, where each query contains a message
m and four sets Sg, Si, Wy, and W,. Then, A receives a
signature generated using either Sg or S; (same for Ny or
N1). A can access a tracing oracle Oy while not being able to
determine whether the string of signatures it observed related
to the left or the right sequence of sets.

In ExpP™S, A generates (t,t'), and is given all the signing
keys. Same as ExpP*P, A cannot determine whether O; that
takes four sets Sy, S1, Ny, and N7 responds using wither Sy
or S (same for Wy or Wh).

IV. OUR CONSTRUCTION

In this section, we present a concrete construction from
a secure ATS scheme. The DeTAPS construction consists of
eight building blocks:

— An ATS = (KeyGen, Sign, Combine, Verify, Trace);

— A DTPKE = (Setup, Join, Enc, Validate, ShareDecrypt,

ShareVerify, Combine);
— A KASE = (Setup, KeyGen, Extract, Enc, Trapdoor,
Adjust, Test);
— A PKE = (KeyGen, Encrypt, Decrypt);
A COM = (Commit, Verify);
A SIG = (KeyGen, Sign, Verify);
— A non-interactive zero knowledge argument of knowledge
(P, V).

— An enclave E = (init.E, config.E).

The DeTAPS scheme is shown in Fig. 5 and we put the
generation of NIZKPs in the Appendix. In our construction,
a DeTAPS signature on a message m is a tuple o = (7, 7, 7)
where (1) @ is a dynamic threshold public-key encryption of
an ATS signature ¢ on m, encrypted by using the ATS
public key pk, (2) 7 is a zero-knowledge proof that A used as
notaries is a valid subset of [ng], the decryption of 7 is a valid
ATS signature on m, the encryption of (c1, o, {ind; }ien) is
(gid,N'), and (3) i is the combiner’s signature on &, 7). We
note that the shadows (gray rectangles) in the Combine and
Trace in Fig. 5 indicate that the operations covered by the
shadow are conducted within the TEE.

Remark 4 (Encryption of ATS signature). This step initiates
dynamically private accountability by involving a quorum of
t' notaries N to encrypt the underlying ATS signature o™.
It is triggered by a quorum of t signers who designate N
in generating a signature share ATS.Sign(sk;,m,S). When
combining ¢ signature shares, an enclave FE; computes a
threshold signature o™ and then encrypts ¢™ by invoking
7 < DTPKE.Enc(ek, N, c™). To facilitate successful tracing,
each relevant notary N; has to generate a decryption share
of & by using 07" < DTPKE.ShareDecrypt(pid;, usk;, )
for a tracer to combine ¢’ decryption shares and run S «+
ATS.Trace(pk, m,c™).

Remark 5 (Encryption of gid and N'). After an encrypted
threshold signature is published and its signers are held
accountable, we need to awaken its notaries to decryp-
t the encrypted threshold signature. To this end, we re-
sort to KASE. The enclave creates a index by computing
(9" 8™ {ind;}ien)  KASE.Enc(mpk, gid, N') where
gid resembles file index and items in N = {pid;} are
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1. (n,n1,na,t, S, state) & A(1*) where t € [n], S C [n ] Expfrs
2. (PK, (sky,- -+ ,skn),{sk?, sk :“1,{skt 221.G,kg) & Setup(1*,n,n1,no,t)
3 .
3. (m',0') & ACC)(PK, (ski,-- -, sky), {sk$, sk¢ 21, {sk5}521, G, kg, state)

Winning condition:

where O1(S;, m;) returns the signature shares {Sign(sk;,m;,S;,N)}jes,

Let (S1,m1), (S2,m2),--- be A’s queries to Oy
Let S + US;, union over all queries to O1(S;,m’), let Sy + Trace(skf,m’,o’)
Output 1 if Verify(PK,m’,0’) = 1 and either S; £ SUS’ or if S; = falil

Fig. 2: Experiment of Unforgeability and Accountability.

1. by & {0,1}, bo & {0,1}

5. Output (b, = by) A (b = b).

O4(m, o) returns Trace(sk!, m, o).

2. (n,n1,ma2, to, tr, th, ¢}, So, S1, No, N1, state) & A(1 ) to,t1 € [n],t, ) € [ns]
3. (PK, (sky,--, skn) {sky, ski iy, {ski}i2,,G,k )eSetup(l n,n1, N2, ty, )
4. (by,bh) « AC2(0:0300000), 0. )(PK, state)

where O3(No, N1, m||o||gid): & < PKE.Enc(pk®, m||o||Nb,||gid)
03(507817N07N1a "L): g i Combine(Sk;’:vmvala {Sign(Skj?m’Sbllem}j)
for 50781 Q [TL], |80| = to and ‘81| = tl, N(),Nl g [ng],

Restriction: if o is computed from Os(-, -, -, -,

ExpprivP

| =t and |N7| = ¢}

m), A never queries Oy at (m,0).

Lby & {0,1}, bo & 40,1}

5. Output (b] = b1) A (b = ba).

2. (n,nl,nQ,t,tg,tg,so,sl,/\/o,x\/l,state)ﬁA(m where ¢ € [n], £, #; € [n]
3. (PK, (sku,- -+, skn), {sk, ski}ity, {ski}i2,, G,k )<—Setup(1 n,ny,Na, t)
4. (b, b)) + AC2C)040)(PK (sky, sk, - -

Restriction: |Sp| = |S1| = ¢, No, N1 C [n3], |[No| =t N1 =1

ExppriVS

,sky) , state)

Fig. 3: Two Experiments of Privacy against the Public and the Signers.

1. by & {0,1}, bp & {0,1}

5. Output (b] = by) A (b = ba).

2. (’I’L,TLl,TLQ,to,thta,t/l,S[),Sl,N(),NhStEtQ) & A(1Y) where tg,t1 € [n],t),t] € [n3]
3. (PK, (sky, -, skn), {skg, sk} {skE)21, G, ko) & Setup(1,m,ny, na, ty,)
4. (b, bh) « AC2C)08(00).040C0) (P sk | state), i € [ny]

Restriction: sk can be the one used in O3(So, S1,Np, N1, m).

ExpprivC

1 by & {0,1}, bo & {0,1}

. Output (b] = by) A (b = ba).

2. (n,nl,ng,to,tl,t{],t’l,So,Sl,No,./\/l,state) & A1) where to, t1 € [n],t), ¢, € [n3)]
3. (PK, (ski,-- -y ska), {sk3, sk¢ 1y, {sk 21, G, ka) & Setup(1), 1, ny, na, 1y, )

4. (b, b)) AC20r):03(00).040) (P state)
5

ExpprivT

Fig. 4: Two Experiments of Privacy against the Combiners and the Tracers.

keywords. Since the |{ind;}| = t, we use some dummy pids
to hide t’. In tracing, a notary uses an aggregate-key k, to
compute a trapdoor td; < KASE.Trapdoor(k,, pid;) for the
SC to look for matching indexes.

Remark 6 (The generation of m). There are five parts in
m. The first one and second one are done by committing to

a vector, proving that every commitment is well formed [10],
[46], and generating NIZKPs using the Fiat-Shamir transform.
The last three are done by generating NIZKPs as well.
Remark 7 (Protect t from Tracer). After the original quorum
of signers is revealed in an enclave, we can encrypt their
identities by a target party’s public key for directional tracing.
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Setup(1*,n,n1,n9,t) :
(pk, {ski}"_;) < ATS.KeyGen(1*,n,t)
. Tpk < R, €OMy;, <— COM.Comm(pk, i)
mk, ek, vk, ck) + DTPKE.Setup(1*)
k3, sk¥) < SIG.KeyGen(1%, ), j € [n4]
pke sk?) « PKE.KeyGen (1%, j), j € [n1]
usko, upko, uvk,) < DTPKE.Join(mk, 0), o € [ns]
B,PK, H) < KASE.Setup(\, |G|)
mpk, msk) < KASE.KeyGen(\)
ko < KASE.Extract(msk, G)
10. sk§ < ( pk,sk§,t,ek,mpr ), j € [n1]
1. sk < ( sk, ck,pk ), j € [n2]
12. gid <+ HASH(GID,time), GID € G
13. PK <« (comyy, ek, vk, {pks}j 1 Apk§ ity B, P, H, mpk, {gid})
14. Output (PK, {ski}iy, {ski}iL,, {skS}it,, {ski}i21, G, ka)
Sign(sk;, m,S,N') — & :
1. o; < ATS.Sign(sk;, m,S)
2. G; < PKE.Enc(pk$, m||o4||N]|gid)
Combine( sk§ = (pk, sk, t, ek, Tpk) , ski,m, S, {Gi}ies) = o

- (
- (pk
- (
- (
- (
- (

© 0 N U A W N

L. (m|los||N|gid) < PKE.Dec(d;, skS)
2. 0™ < ATS.Combine(pk, m, S, {0 }ics)
3. @ < DTPKE.Enc(ek, N, o™)
4. (9" 3 {indy}oenr) < KASE.Enc(mpk, gid, N)
5. Generate a proof for the relation:
R((t',com,y, ek, mpk, m, 7, gid, A I Lindy}oent); (N, o™, rpk,pk)) = 1 iff
N C [ng], ATS.Verify(pk,m,c™) = 1, COM . Verify(pk, rpr, comy,) = 1,
{a = DTPKE.Enc(ek,N,c™), (c1,ca, {ind,}oen)  KASE.Enc(mpk, gid, N').

6. n < SIG.Sign(sks, (m,7,ci", c§", {indo}oen, )
7. Output a DeTAPS signature o + (7, ¢/, ¢3', {ind, Yoenr, 7, 1)
Verify(PK,m,o) — {0,1}
1. Accept o if SIG.Verify(pk;, m,o) =1 and  is valid; reject otherwise.
Trace(sk} = ( sk§,ck,pk ),m,0) = S
1. td, < KASE.Trapdoor(k,, pid,)
9. td9't « KASE.Adjust(B, PK, H, gid, G, td,)
3. {0,1} < KASE.Test(td%e, (¢9" 3" {ind,}))
4. If SIG.Verify(pk;, (m, 7, ), n) # 1, output fail and return.
5. 0, < DTPKE.ShareDecrypt(pid,, usk,, o)
6. 8y PKE.Enc(pid,, uvk,, 6,, pkS)
7. (pidey, uvky, o) PKE.Dec(zo,sk;f)
8. {0,1} « DTPKE.ValidateCT (ek, N, 5)
9. {0,1} + DTPKE.ShareVerify(vk, pid,, uvk,, o, d,)
10. 0™ + DTPKE.Combine(ck, N, 7, {0, toenr)
11. S < ATS.Trace(pk, m,c™).

Fig. 5: The DeTAPS scheme
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If not, we can wait for some time to reveal a batch of quorums
including ¢ and then re-setup the system with a new t.

Remark 8 (Random selection of combiners and tracers). The
random selection of combiners and tracers depends on the
underlying consensus mechanism. For example, in Ethereum,
the consensus mechanism is clique and ethash.

Correctness. DeTAPS is correct if the ATS scheme, DTPKE
scheme, KASE scheme, PKE scheme, COM scheme, SIG
scheme, and (P, V) are correct.

V. SECURITY AND PRIVACY OF DETAPS

Now we prove that the scheme is unforgeable, accountable,
and private.

Theorem 1. The DeTAPS scheme II in Fig. 5 is unforge-
able, accountable, and private, assuming that the ATS is se-
cure, the COM is hiding and binding, the PKE is semantically
secure, the TEE is confidentiality-preserving, the DTPKE is
IND-NAA-NAC-CPA secure, the KASE is privacy-preserving,
the (P,V) is an argument of knowledge and honest verifier
zero knowledge (HVZK), and the SIG is strongly unforgeable.
The proof of Theorem 1 is captured in the following five
lemmas.

Lemma 1. The DeTAPS scheme II is unforgeable and
accountable if the ATS is secure, the (P, V) is an argument of
knowledge, and COM is blinding, i.e., for all PPT adversaries
A, there exists adversaries A1, and A, such that

AQVTS () < (AQVEE urs (V) + AV com (V) ) a(V)+B(N),
(D

where « and [ are the knowledge error and tightness of the
proof system.

Proof. We prove Lemma 1 by defining experiments Exp 0,
Exp 1, and Exp 2.

Exp 0. It is the experiment of unforgeability and account-
ability Exp® defined in Fig. 2 applied to II. If £ stands for
A wins Expg, then

AdVS (\) = Pr[Eq]. 2)

Exp 1. It is identical to Exp O with a strengthened winning
condition: A has to output a valid forgery (m',o’) where

o = (7, c?ld gld ,indl}, 7',n') with a witness satisfy-
ing R((t, compk,ek mpk m', 7, gid, ¢ ‘”d ‘”d , {ind});
(N// //m’ pk, k//)) —

Assume A’ is an adversary in Exp 1. It invokes
A and answers to A’s queries until receives from A
the (m/,o cfld gld {md’ }) to provide a statemen-

t (¢, com,y, ek, mpk m', 7, gid ¢ q’d {”d J{ind)}). A ex-
ecutes the extractor Ext for (P, V) on .A S rema1n1ng exe-
cution. Ext produces a witness w = (N, "™ 17} ,pk”)
A’ uses w and sk® to generate «’ and 7’ such that ¢/ =
(7, c‘lﬂd QZd ,{ind.}, 7', 1) is a valid signature on m/. A’
outputs (m o') and w. By definition of Ext, if F; stands for
A’ wins Exp 1, then

Pr{Ey] = (Pr[Eo] — a(A))/B(A). 3)

Exp 2. The adversary now has pk and r,;. We strengthen
the winning condition by requiring pk = pk”. Let E5 stand

for A wins Exp 2 and E stand for pk # pk”. Therefore,
Pr[Es] = Pr[Ey A—E] > Pr[E;] — Pr[E]. Assume that there is
an adversary A such that Pr[E] = Adv%d,co,\,,()\). We have

“4)

Next, we construct an adversary A; that invokes A and
answers to A’s queries When A outputs a forgery (m’, o’) and
a witness (N, 0™, r7, , pk"') that meet the winning condition
of Exp 1 and Exp 2, A; outputs (m/,c”™). By R, we have
o'"™ is a valid signature on m’ with respect to pk”. By Exp
2, we have pk = pk”. Therefore, if A wins Exp 2, then
(m/,0"™) is a valid forgery for the ATS scheme. Since the
ATS is secure, we have that Pr[E5] is at most negligible, i.e.,

Pr[Es] > Pr[Ey] — Adv com(N).

AQVE rs(N) = PrlE]. 5)
Lastly, combining (2), (3), (4), and (5) proves (1). This
completes the proof of the lemma. (]

Lemma 2. The DeTAPS scheme II is private against the
public if the COM is hiding, the PKE is semantically secure,
the TEE is confidentiality-preserving, the DTPKE is IND-
NAA-NAC-CPA secure, the KASE is privacy-preserving, the
(Prove, Veriy) is HVZK, and the SIG is strongly unforgeable,
i.e., for all PPT adversaries A, there exists adversaries A,

Aa, A3, A4, As, Ag, and A7, such that
AV (V) <2 (e, () + AdVIT TR () + Adv

ind-obs
g, 1EE(A)

ind-cpa ind-cka

4, DTPKE(A) + ADVIT s (A)
+Q - AGY ) () + AdVETHR())

+Adv

(6)
where €4, (\) is hiding statistical distance of COM, obs is an
observation function of 43, and () is query number.

Proof. We prove Lemma 2 by defining seven experiments.

Exp 0. It is the experiment of privacy against the public
ExpP? defined in Fig. 3 applied to IL. If E, stands for A
wins Exp 0O, then

AdvPyT () = (7)

Exp 1. It is identical to Exp 0 except that step 2 of
Setup in Fig. 5 is modified such that rp, < Ry, cOMyy
COM.Comm(0, rpy), where O is committed instead of pk.
Since COM is hiding, the adversary’s Adv in Exp 1 is
indistinguishable from its Adv in Exp 0, i.e., say E3 stands
for A; wins Exp 1, then

[PrlE] — Pr{Eo]| < €4, (A).

|2Pr{Eo] — 1].

®)

Exp 2. It is identical to Exp 1 except that the signing
oracle O1(Sy, S1,No, N1, m) is modified such that step 2 of
Sign in Fig. 5 now returns 7; < PKE.Enc(pk§,0), where
0 is encrypted instead of (m||o;||N]|gid). Since PKE is
semantically secure, Ay’s Adv in Exp 2 is indistinguishable
from its Adv in Exp 1, i.e., say Fs stands for A; wins Exp
2, then

IPr(E]

— Pr[Ey]| < Advi TRe (V). 9)

Exp 3. It is identical to Exp 2 except that the is modified
such that step 1 of Combine in Fig. 5 now returns the same
(m]lo;||N]|gid) within a different enclave.

Authorized licensed use limited to: Danmarks Tekniske Informationscenter. Downloaded on January 04,2024 at 07:43:31 UTC from IEEE Xplore. Restrictions apply.

© 2023 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission. See https://www.ieee.org/publications/rights/index.html for more information.



This article has been accepted for publication in IEEE Transactions on Information Forensics and Security. This is the author's version which has not been fully edited and
content may change prior to final publication. Citation information: DOI 10.1109/TIFS.2023.3347968

IEEE TRANSACTIONS ON INFORMATION FORENSICS AND SECURITY, VOL. XX, NO. YY, NOVEMBER 2023 11

We assume that A3 only observes outputs of an observation
function obs. The confidentiality-preserving property of the
TEE is proved by the fact that for any two traces that have
equivalent attacker operations and equivalent observations of
the enclave execution, but possibly different enclave private
states and executions, As’s execution, i.e., its sequence of
states, is identical [39]. In specific,

Voay e (Aey (m1[0]) = Ae, (m2[0])A
Vy. curr(m[i]) = curr(mo[i]) A IT (71 [i]) = I (mafi])A
V;. curr(mi[i]) = e = 0bse, (m1]i + 1]) = 0bse, (m2]i + 1]))
= (Vi- (Ae, (m1[i]) = Ae, (m2li]))
(10)

where A is As, e; and ey are two different enclaves, m; and
o are two traces with the same initial state for enclaves e
and eo, curr is the current mode of the platform, and [ P is
these bits of non-determinism in a particular state. Therefore,
given that the TEE is confidentiality-preserving, As’s Adv in
Exp 3 is indistinguishable from its Adv in Exp 2, i.e., say F
stands for A3 wins Exp 3, then

[Pr[E3] — Pr[Eb]| < Advi s (). (11)

We refer the interested reader to [39] for the more detailed
information.

Exp 4. It is identical to Exp 4 except that the signing
oracle O1(8y, S1,No, N1, m) is modified such that step 3
of Combine now returns & < DTPKE.Enc(ek, N, 0), where
0 is encrypted instead of ¢™. Since DTPKE is secure, A4’s
Adv in Exp 4 is indistinguishable from its Adv in Exp 3, i.e.,
say Ej5 stands for A4 wins Exp 4, then

|Pr[E4] — Pr{Es]| < Adv'y Bipce (V) (12)

Exp 5. It is identical to Exp 4 except that the sign-
ing oracle O(Sy,S1,Np, N1, m) is modified such that
step 4 of Combine now returns (c7, c3" {ind,}oer)
KASE.Enc(mpk, gid, {r;}), where a random set is encrypted
instead of V. Since KASE is privacy-preserving, As’s Adv in
Exp 5 is indistinguishable from its Adv in Exp 4, i.e., say s
stands for A5 wins Exp 5, then

|Pr{E5] — Pr[Ey]| < Advi Kase(A)- (13)

Exp 6. It is identical to Exp 6 except that the
signing oracle  O1(Sp,S1, Mo, N1, m) is modified
such that step 5 of Combine now generates a
proof 7 by wusing the simulator, which is given
(', com,y,, ek, mpk,m, 7, gid, cgld g‘d Ainds Yoen) as
input. Since the simulated proofs are computationally

indistinguishable from real proofs, 4s’s Adv in Exp 6 is
indistinguishable from its Adv in Exp 5, i.e., say E3 stands
for Ag wins Exp 6, then

|Pr[Eg] — Pr[E5]| < Q- Adv'yp ) (M) (14)

Exp 7. It is identical to Exp 7 except that responses to
Oy(m, o) are fail. If SIG is strongly unforgeable, A;’s Adv
in Exp 7 is indistinguishable from its Adv in Exp 6, i.e., say
E5 stands for A7 wins Exp 7, then

|Pr[E;] — Pr[Eg)| < AdvTGe(N). (15)

In Exp 7, A7’s view is independent of b. Consequently, A7
has no advantage in Exp 7, i.e.,

Pr[E;] = 1/2. (16)

Lastly, combining (7)-(14) proves (6). This completes the
proof of lemma 2. ]

Lemma 3. The DeTAPS scheme II is private against the
signers.

Proof. The proof of Lemma 3 is identical to the proof of
Lemma 2. (]

Lemma 4. The DeTAPS scheme II is private against the
combiners.

Proof. The proof of Lemma 4 is almost identical to the
proof of Lemma 2 except that the Exp 1 is removed because
the combiner has the signing key, i.e.,

AV () < 2(Q - AGYR prove veri) (V) + €N+

i ind- ind-
AQVERase (V) + AV B (V) + AV Tk ()

(17)
Lastly, combining (7), (9)-(14) proves (15). This completes
the proof of Lemma 4. ]

Lemma 5. The DeTAPS scheme II is private against the
tracers.

Proof. Although the tracer carries out the tracing process
within its enclave, its view is the same as one from the public.
Therefore, the proof of Lemma 5 is identical to the proof of
Lemma 2. (]

We show how to generate the proofs as follows.

1. Prove NV C [ns]:

1.1 Prove V = [[*, pk?

Prover:

e choose randomly «; i Z4,1 < i < ng, compute B =

T2, ki
o compute H = hash(pky,- -, pkn,,V, B)
e send (B,o) =bjH+aq, -+ ,a), = b, H+ay,) to verifier
Verifier:
o compute H = hash(pk:l,
o check VH . B =12, p
1.2 Prove V; = g% and V1 = 92?21 bi .
1.2.1 Prove Vj = g%
Prover:

7pkn3,V,B)

o choose randomly « & Zg4, compute B = g

o compute H = hash(g, V), B)

o send (g, Vo, B,/ =¥ H + «) to the verifier

Verifier:

o compute H = hash(g, V), B)

o check VB = g

1.2.2 Prove V; = gZiZ1bi . g

Prover:

e choose randomly o <$4 Z4,1 < i < ng + 1, compute
B = Hz 19 . hOnz+1

o compute H = hash(g, h, V1, B)

o send (B,a} =biH +ay, -+ ), = by, H + g, 0, 4
=9 H + au,41) to the verifier

Verifier:
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o compute H = hash(g, h, V1, B)

o check V{1 - B = T2, g - s+

1.3 Prove b;(1 — b;) = 0 for i = 1,2,--- ,n3: page 67

in Guaranteed Correct Sharing of Integer Factorization with
Off-line Share-holders, PKC’98:

Common input: Com, g, h € G, Prover’s input: r € Z,

To prove either Com = h” or Com = gh”

Prover:

if Com =h"

e choose randomly w,r1,¢1 € Z,

e compute A = h*, B = h"(Com/g)~ ', and H =
hash(Com, A, B)

e send (Com, A,B,c1,co = H —c¢1,71,72 = w+ 2¢2) to
verifier

else if Com = gh”

e choose randomly w, 12, co € Z,

e compute A = h"Com™“, B =
hash(Com, A, B)

e send (Com,A,B,cy = H — ¢g,¢0,71 = w + 1¢1,72) tO
verifier

Verifier:

e check H z c1 + c2 mod ¢

« check A" = B(Com/g)°* mod g

o check 7™ = ACom® mod q

2. Prove ATS Verify(pk,m,c™) = 1: Sec5.1, Sec5.4, Fig5,
Fig6 in TAPS

2.1 Prove g* = [/, pk']°-R where R = o™ is protected.

Prover:

h*, and H =

o choose randomly k., k1, kpa, - -
A= gh T ph o

« choose randomly r < Z,, compute B = g°¢", 2’ = z+r,
and R’ = Rg"

o compute H = hash(pky,--- ,pkn,c, A, B, 2, R')

e send (2 = ZH+ky by = b1 H 4+ kp1, by = b H +
kpn) to verifier

Verifier:

o compute H = hash(pky,--- ,pkn,c, A, B,2', R')

o check A- RH[]1, pkbi]° g

2.2 Prove Ty = g% and T} = g>i=1bi . p¥:

2.2.1 Prove T, = gV

Prover:

-, kpn < Zg4, compute

e choose randomly « & Z4, compute B = g

o compute H = hash(g, Ty, B)

e send (g,To, B,o’ =9 H + a) to verifier

Verifier:

o compute H = hash(g, Ty, B)

o check THB = g’

2.2.2 Prove T} = g2>i=1% . ph¥:

Prover:

e choose randomly «; <£ Z4q,1 < i < n+ 1, compute
B = H?:l gai . hon+1

o compute H = hash(g, h,Ty, B)

e send (B,oy =b1H +aq,- ,a;, = b H+an,a;,, =
YH + ay,41) to verifier

Verifier:

o compute H = hash(g, h,T7, B)

o check TH . B < [T, g% - honnr

2.3 Prove b;(1 —b;) =0fori=1,2,--- ,n: same to 1.3

3. Prove COM.Verify(pk, i, cCOMy,y) = 1:

Prover:

o set A =comy,

o choose randmly oy, s € Z,, compute B = g*' h*?, and
H = hash(g,h, A, B)

o send (A, B, o = Hpk+a1,ab = Hrp,+as) to verifier

Verifier:

« computes H = hash(g, h, A, B)

« check AB £ g1 he

4. Prove o = DTPKE.Enc(ek, N, o™):
since C; = % and Cy = h**, prove similar to 1.2.1

5. Prove (c1, co, {ind;}) < KASE.Enc(mpk, gid, N'):

since ind = e(g, H(pk;))*/e(g1, 91giay))"> Pki € {N'}

Prover:

o set A=e(g, H(pki))/e(g1, 9){giay|)

e choose randmly o € Z,, compute B = A%, and H =
hash(ind, A, B)

e send (ind, A, B,/ = Ht + «) to verifier

Verifier:

o computes H = hash(ind, A, B)

« check ind" B £ A«

VI. PERFORMANCE EVALUATION

In this section, we build a prototype of DeTAPS based on
Intel SGX2 and Ethereum blockchain. We evaluate its per-
formance regarding computational costs and communication
overhead of five phases.

A. Experimental Settings

Dataset and Parameters. Since there are no specialized
datasets, we synthesize the input data. Table II lists key
experimental paraments. We vary the number of signers n from
10 to 50, the number of notaries n3 from 10 to 50, the number
of signatures n, from 100 to 1000, the length of message m
from 1 KBytes to 10 KBytes, the threshold ¢ and the number
of notaries ¢’ from 5 to 15. The security parameter \ is 512,
the number of combiner n; and the number of tracer ns is set
to 5. Our codes are uploaded to github.com/UbiPLab/DeTAPS.

TABLE II: Experimental Parameters

Parameter Value
n, n3 [10,50], [10,50
ni, N2, N4 5, 5, [100, 1000
[m], A [1,10], 512
t, t’ {5, 10, 15}

Setup. We implement DeTAPS on a Linux server running
Ubuntu 20.04 with an Intel(R) Xeon(R) Platinum 8369B CPU
@ 2.70GHz We use HMAC-SHA256 as the pseudo-random
function to implement the hash functions. We use AES as the
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symmetric encryption. We use Geth as the primary tool for
Ethereum network environment establishing. We use remix to
write the SC and deploy it by a light-weighted browser plugin
metamask. We use puppeth to create the genesis block.We
use Python to implement all cryptographic primitives. The
implementation details are shown in Fig. 6.

Y
I

Ethereum: Geth,
Puppeth
Node

e Solidity

Ethereum: Geth,
Puppeth Puppeth
Node Node

Consortium Blockchain

T P ;

Ethereum: Geth, Ethereum: Geth,
Puppeth

Node

[ (> (>

R R Device: Android/PC Device: Android/PC
Enclave: Gramine ... Enclave: Gramine
Language: Python3.7 ..‘ Language: Python3.7
Device: Android/PC Combiner Device: Android/PC Tracer
Signer Notary
WEB3 P2pP - TP HTTP WEB3
D Nodes Off-chain N i On-chain i

Fig. 6: Implementation Details of DeTAPS.
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Fig. 7: Computational Costs.

B. Computational Cost

In Setup, DeTAPS generates all keys. In Signing, a sign-
er computes a signature share. In Combining, a combiner
combines a signature from ¢ signature shares. In Verifying, a
verifier verifies a threshold signature. In Tracing, a notary com-
putes a trapdoor, the SC searches on indexes, a tracer traces a
threshold signature. We compute the average consumed time
of ten experiments for each figure below. In Fig. 7(a), Setup
with n = 50 and ng = 50 is about 177 ms. In Fig. 7(b),
Signing a 10-KByte message is about 52 ms. In Fig. 7(c),

Combining is around 10 s for a 10-KByte message, 100
threshold signatures, and ¢ = 5, i.e., 500 signature shares. In
Fig. 7(d), Verifying is around 10 ms for a 10-KByte message.
In Fig. 7(e), Tracing with varying ¢ is about 4.9 s for the
enclave given 100 threshold signatures, ¢ = 3, and ¢ = 5.In
Fig. 7(f), Tracing with varying ¢’ is about 3.89 s for the enclave
given 100 threshold signatures, ¢’ = 3, and ¢t = 5.

C. Communication Overhead

We analyze the communication overhead by counting the
length of transmitted messages of all parties for one sign-
ing group. In Signing, a signer sends a signing transaction
Tx5" including a signature share. In Combining, an enclave
outputs a message m, an encrypted threshold signature @,
an encrypted group number KASE.Enc(mpk, gid, N'), and a
proof . A combiner sends a combining transaction Tx®°mP
including (m, o). In Verifying, the verifier outputs 1 bit. In
Trace, a notary outputs a trapdoor td, the SC outputs ¢’ en-
crypted threshold signatures, the enclave outputs a ciphertext
PKE.Enc(S), and the tracer relays it to a target party. We
record the communication overhead in Table III.

VII. CONCLUSIONS

In this work, we have presented DeTAPS, a new threshold
signature scheme that achieves unforgeability, accountability,
and privacy. DeTAPS takes a step further towards providing
strong privacy as well as notarized and dynamic tracing in a
distributed network. In DeTAPS, the signature threshold ¢ and
the witness threshold ¢’ is hidden from distributed combiners
and tracers by using an enclave to secure the combining
and tracing. We formally prove the security and privacy of
DeTAPS. Experimental results show that DeTAPS is efficient,
e.g., combining (tracing) a threshold signature for 5 singers
(notaries) in the enclave is only 86 (38) ms.
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