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#### Abstract

Owing to the dependence of algorithms on the measurement of ship soundings and geophysical parameters, the accuracy and coverage of topography still need to be improved. Previous studies have mostly predicted topography using gravity or gravity gradient, However, there is a relative lack of integrated research combining or comparing gravity and gravity gradient. In this study, we develop observation equations to predict topography based on vertical gravity anomalies (VG; also called gravity anomalies) and vertical gravity gradient (VGG) anomalies generated by a rectangular prism. The sources of interference are divided into medium- to high-frequency errors and low-frequency errors, and these new methods reduce these errors through regularization and error equations. We also use numerical simulations to test the efficiency of the algorithm and errorreduction method. Statistics show that VGG anomalies are more sensitive to topographic fluctuations; however, the linear correlation between VG anomalies and topography is stronger. Additionally, we use the EIGEN-6C4 model of VG and VGG anomalies to predict topography in shallow and deep-sea areas, with maximum depths of 2 km and 5 km , respectively. In the shallow and deep-sea areas, the root mean square (RMS) errors of VGG anomalies prediction are 93.8 m and 233.8 m , and the corresponding accuracies improved by $7.3 \%$ and $2.3 \%$ compared with those of VG anomaly prediction, respectively. Furthermore, we use cubic spline interpolation to fuse ship soundings and improve the accuracy of the final topography results. We develop a novel analytical algorithm by constructing an observation equation system applicable to VG and VGG anomalies. This will provide new insights and directions to refine topography prediction based on VG and VGG anomalies.
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## 1. Introduction

Since the release of the first version of the global elevation product ETOPO-5 by the National Oceanic and Atmospheric Administration (NOAA) in 1998, major institutions worldwide have been refining and releasing global topography models. For example, the Technical University of Denmark (DTU) has released a global topography model with a resolution of 1 arcmin in 2010 [1]. Recently, the International Hydrographic Organization (IHO) released global topography GEBCO-2021 with a resolution of 15 arcseconds by combining high-precision gravity and abundant ship soundings data. However, the topography is obtained by interpolation in most sea areas with low accuracy [2]. Although direct measurement has the advantages of high resolution and accuracy, the time and financial costs are impractical [3]. Some deep seas and sea areas cannot be covered by ship surveys, because of the harsh environmental conditions. Therefore, using satellite data is an effective approach to the prediction of topography.

Currently, methods of topography prediction have mostly employed vertical gravity (VG) anomalies data, and the algorithms are primarily based on the gravity-geologic method (GGM) and frequency method based on Parker's formula [4-10]. The GGM separates short-wave signals from the VG anomalies, fits the optimal functional relationship between the ship soundings data and VG anomalies, and adjusts the density constant to achieve the best fitting effect [11,12]. However, VG anomalies are mainly obtained from altimetry satellites [13-15], and relatively large errors occur in the nearshore and island reefs. To rectify this problem, the ICESat series of lidar satellites and the Sentinel series of optical imaging satellites are mainly used to predict shallow water depths, especially those at nearshore regions and island reefs [16-18]. Moreover, for water depths below 40 m , the root mean square (RMS) error of the prediction results was generally less than $1 \mathrm{~m}[19,20]$. Additionally, Hsiao et al. used the GGM combined with satellite image data to improve the accuracy of topography prediction near 41 islands and reefs by $50 \%$ to $97 \%$ in the South China Sea [5]. Similarly, Rasheed et al. combined image satellites and topography models to refine the topography of the Maldives, in what was a robust attempt at multisource data fusion [21]. Moreover, by relying on Parker's potential Fourier expansion formula, the relationship between VG anomalies and seabed depth was established in the frequency domain [22]. This method considers the selection of various geophysical parameters and wavebands of the gravitational field in the study sea area. Dixon et al. have suggested that topography and geoid height are highly correlated in the wavelength range of 50-300 km [23]. Combined with results of previous studies, Smith and Sandwell used more accurate VG anomaly data to show that topography and VG anomalies may exhibit a linear correlation in the range of wavelengths between 15-160 km [24].

A number of studies have used vertical gravity gradient (VGG) anomalies to predict topography, as VGG anomalies are more sensitive to topographic fluctuations than VG anomalies. The least-squares method was used to predict topography using VGG anomalies by Wang [25]; however, it was limited only to the derivation of theoretical formulas. Nagy et al. derived an analytical expression for the gravitational field generated by a rectangular prism and highlighted its potential applications in Earth sciences [26]. Based on Nagy's research, Yang et al. used a simulated annealing method, combined with VGG anomalies, to form an algorithm for the statistical analysis of VGG anomalies data, which in turn was used to predict topography [27]. Yu et al. used the VGG anomalies formula generated by a rectangular prism to establish an observation equation between VGG anomalies and sea depth to predict topography [28].

Although a variety of global topography models have been developed using gravity anomalies [29-32], insufficient ship soundings data, resolution and error of gravity field models, etc., restrict the accuracy of current global topography models [33]. Therefore, the Surface Water and Ocean Topography (SWOT) satellite altimetry plan aims to improve the resolution and accuracy of marine gravity anomalies to 1 km and 1 mGal , respectively, and the corresponding accuracy of topography can reach $70 \mathrm{~m}[34,35]$. Additionally, Seabed 2030, a joint project between the Nippon Foundation and the General Bathymetric Chart of the Oceans (GEBCO), aims to improve the resolution of their topography model from below 3000 m to within 200 m by enhancing ship soundings data [36]. In summary, VG anomalies and ship soundings data are the primary sources for current topographic prediction. A new method for predicting topography, combined with other gravity field data, especially VGG anomalies, should be further studied to refine the global topography model.

Accordingly, we used the analytical formulas of VG and VGG anomalies generated by a rectangular prism to establish the observation equation between sea depth and VG and VGG anomalies to predict topography in Section 2.1. Due to the existence of errors, we further refine the sources of the interference errors, quantitatively analyze their magnitude through numerical simulations and investigate methods to reduce corresponding errors in Section 2.2. In Section 2.3, we use a cubic spline algorithm to fuse ship-sounding. Subsequently we apply the algorithm to actual predictions in Section 3. Furthermore, we
use cubic spline interpolation to fuse ship soundings and prediction topography to obtain the final topography results. Our algorithm does not heavily rely on ship soundings data and is able to predict topography with any resolution of VG and VGG anomaly models, providing new ideas and methods for the improvement of global topography models in the future.

## 2. Method and Theory

In this section, based on VG and VGG anomalies generated by a single prism, we establish the theory and method of predicting topography. Then, the source of interference error is refined and the corresponding algorithm proposed, and the cubic spline algorithm is used to fuse ship-sounding.

### 2.1. Establishment of Observation Equations

The topography can be approximately discretized into multiple rectangular prisms as shown Figure 1, so we obtain the height of each prism to predict topography. The local coordinate system is shown in Scheme A1 (Appendix A.1), where the length, width and height of the rectangular $\Omega$ are $2 a, 2 b$ and $H-h$ respectively, thus the gravitational potential generated by $\Omega$ at point $P$ can be expressed as

$$
\begin{equation*}
V(P)=G \rho \iiint_{\Omega} \frac{1}{\sqrt{(x-\xi)^{2}+(y-\psi)^{2}+(z-\zeta)^{2}}} \mathrm{dV} \tag{1}
\end{equation*}
$$

where $G$ is the gravitational constant $\left(6.672 \times 10^{-11} \mathrm{Nm}^{2} \mathrm{~kg}^{-2}\right), \rho$ is the density of $\Omega$, and $(\xi, \psi, \zeta)$ is the integral variable. Based on previous work [26,37,38], the VG and VGG generated by $\Omega$ at point $P$ can be expressed as

$$
\begin{gather*}
V_{z}(P)=\frac{\partial V}{\partial z}=\left.\left.\left.G \rho\left[\xi \ln (\psi+r)+\psi \ln (\xi+r)-\zeta \cdot \arctan \frac{\xi \psi}{\zeta r}\right]\right|_{x-a} ^{x+a}\right|_{y-b} ^{y+b}\right|_{H} ^{h}  \tag{2}\\
V_{z z}(P)=\frac{\partial^{2} V}{\partial z^{2}}=\left.\left.\left.G \rho \cdot \arctan \frac{\xi \psi}{\zeta r}\right|_{-a-x} ^{a-x}\right|_{-b-y} ^{b-y}\right|_{H} ^{h} \tag{3}
\end{gather*}
$$

where $r=\sqrt{(x-\xi)^{2}+(y-\psi)^{2}+(z-\zeta)^{2}}$.
Thus, the expression of VG and VGG generated by $\Omega$ at any point $P$ is obtained.
The above discussion is based on a single prism. Determining the sea depth of each prism can help obtain the topography. Therefore, we assume that $R=$ $\{(x, y) ;-a \leq x, y \leq a\}$ is a square area on the sea surface (such as Figure 1b), and $\Omega_{1}=\{(x, y, z) ;(x, y) \in R, H-h(x, y) \leq z \leq H\}$ is the corresponding topography, where $h(x, y)$ is the height from the top of $\Omega_{1}$ to the sea surface. Because the methods of constructing observation equations using VG and VGG anomalies are similar, this section will mainly derive $h(x, y)$ from VG anomalies generated by $\Omega_{1}$.

The step length is set as $t$, and the interval $[-a, a]$ is divided into $2 N$ equal parts. Thus, the area $R$ can be gridded, and the typical sub-grid areas are $R_{i j}=\left[x_{i}, x_{i+1}\right] \times\left[y_{j}, y_{j+1}\right]$, $x_{i}=i t, y_{j}=j t, i, j=-N, \ldots, 0, \ldots N-1$. If the $t$ is small enough, $h(x, y)$ in the sub-grid area $R_{i j}$ can be regarded as a constant $h_{i j}$. From Appendix A.2, using Equations (A1) and (A2) and the principle of superposition, the VG generated by $\Omega_{1}$ at sea level can be expressed as

$$
\begin{equation*}
V_{z}(x, y)=G \rho \sum_{i, j=-N}^{N-1}\left[J_{R_{i j}}(H, x, y)-J_{R_{i j}}\left(h_{i j}, x, y\right)\right] \tag{4}
\end{equation*}
$$



Figure 1. (a) Simulated topography from ETOPO-1 and (b) schematic diagram of the study area $R$ after 2 km gridding.

Removing the influence of sea water from Equation (4), the VG anomalies generated at $P$ in the sea area $\boldsymbol{R}$ can be rewritten as

$$
\begin{equation*}
\delta V_{z}(x, y)=G \Delta \rho\left[J_{R}(H, x, y)-\sum_{i, j=-N}^{N-1} J_{R_{i j}}\left(h_{i j}, x, y\right)\right] \tag{5}
\end{equation*}
$$

where $\Delta \rho=\rho_{s}-\rho_{w}, \rho_{s}$ and $\rho_{w}$ are the densities of bedrock and seawater, respectively. If the observed value of VG anomalies in the sea area $R$ can be obtained in advance, we have

$$
\begin{equation*}
\delta V_{z}\left(x_{p}, y_{q}\right)=G \Delta \rho\left[J_{R}\left(H, x_{p}, y_{q}\right)-\sum_{i, j=-N}^{N-1} J_{R_{i j}}\left(h_{i j}, x_{p}, y_{q}\right)\right] \tag{6}
\end{equation*}
$$

where $\left(x_{p}, y_{q}\right)$ is the observation point in sea surface $\boldsymbol{R}$, and $p, q=-N, \ldots, 0, \ldots N$.

Thus, Equation (6) of topography is established from VG anomalies, and $h_{i j}$ is the average depth of sub-grid $R_{i j}$. In Equation (6), the number of equations is $(2 N+1)^{2}$ and that of unknowns is $(2 N)^{2}$, thus, the solvable condition is theoretically satisfied. As Equation (6) is nonlinear with respect to $h_{i j}$, it can be solved by the Newton iterative method after obtaining the initial value $h_{i j}^{(0)}$. Combined with Equation (A4) in Appendix A.2, the $k$ th iteration equation is expressed as follows:

$$
\begin{gather*}
G \Delta \rho \sum_{i, j=-N}^{N-1} \frac{\partial J_{R_{i j}}\left(h_{i j}^{(k)}, x_{p}, y_{q}\right)}{\partial h_{i j}}\left(h_{i j}^{(k+1)}-h_{i j}^{(k)}\right)=-\delta V_{z}\left(x_{p}, y_{q}\right)+G \Delta \rho J_{R}\left(H, x_{p}, y_{q}\right)  \tag{7}\\
G \Delta \rho \sum_{i, j=-N}^{N-1} J_{R_{i j}}\left(h_{i j}^{(k)}, x_{p}, y_{q}\right)
\end{gather*}
$$

Using the same construction method in combination with Appendix A.3, the observation equations for VGG anomalies are as follows:

$$
\begin{gather*}
G \Delta \rho \sum_{i, j=-N}^{N-1} \frac{\partial I_{R_{i j}}\left(h_{i j}^{(k)}, x_{p}, y_{q}\right)}{\partial h_{i j}}\left(h_{i j}^{(k+1)}-h_{i j}^{(k)}\right)=-\delta V_{z z}\left(x_{p}, y_{q}\right)+G \Delta \rho I_{R}\left(H, x_{p}, y_{q}\right)  \tag{8}\\
-G \Delta \rho \sum_{i, j=-N}^{N-1} I_{R_{i j}}\left(h_{i j}^{(k)}, x_{p}, y_{q}\right)
\end{gather*}
$$

Equations (7) and (8) are final iterative equations for solving topography from VG and VGG anomalies. Consequently, when the VG and VGG anomalies are provided in advance, we can predict topography by solving Equations (7) or (8). The above discussion refers to the case of no error interference. Nevertheless, the impact of errors cannot be ignored. Therefore, we will study the source of errors and reduce the sources of them in the next section.

### 2.2. Identification and Reduction Interference Errors

Section 2.1 focuses only on the rectangular prism or the study sea area; however, the actual topography is more complicated. In this section, the error sources are mainly divided into boundary and far areas, and the magnitude of effects is estimated through simulations. We consider the topography model shown in Figure 1a as an example (the topography model is from ETOPO-1 and is also chosen as the case study for comparison in Section 3), wherein $R$ is the study area. Nevertheless, the topographic fluctuation outside $R$ impacts on the observation data of VGG anomalies at $R$. The influence of topographic fluctuations 10 km away from $R$ on the observed VGG anomalies at $R$ is a low-frequency characteristic [28]. Therefore, we divided the area outside $R$ into boundary areas $D$ and far area $W$ (shown in Figure 1a). The boundary area $D$ is 10 km adjacent to $R$, and the distance beyond 10 km is called the far area $W$.

Figure 1a shows the simulated topography of an area of $160 \mathrm{~km} \times 160 \mathrm{~km}$, where $R$ has an area of $72 \mathrm{~km} \times 72 \mathrm{~km}$, the adjacent 10 km represents $D$, and the area outside $D$ is $W$. The $2 \mathrm{~km} \times 2 \mathrm{~km}$ grid of $R$ is shown in Figure 1b. Using forward computations in Equations (2) and (3), the VG and VGG anomalies generated by $R$ above the sea level are shown in Figure 2a,b. Figure 2b shows that the VGG anomalies are more similar to the topography than the VG anomalies; in other words, the VGG anomalies are more sensitive to deep mass change, and previous studies have also confirmed this conclusion $[39,40]$.

The VG and VGG anomalies obtained by forward computations are used to solve the VG and VGG observation equations-Equations (7) and (8), respectively. The RMS error of the prediction results is reduced to $10^{-5} \mathrm{~m}$, and the RMS error curve corresponding to the number of iterations is shown in Figure 3a. Figure 3a shows that Equations (7) and (8) are convergent. However, the convergence rate of Equation (8) is significantly better than that of Equation (7). That is, the convergence of the observation equation established by the VGG anomalies is better.


Figure 2. (a,b) VG and VGG anomalies generated from the study area $R,(\mathbf{c}, \mathbf{d})$ VG and VGG anomalies generated by the boundary area $D$ in the study area $R,(\mathbf{e}, \mathbf{f})$ VG and VGG anomalies generated by the far area $W$ in the study area $R,(\mathbf{g}, \mathbf{h})$ error distribution for simulated prediction results using VG and VGG anomalies.


Figure 3. (a) Diagram of the iteration number and RMS error for the VG and VGG observation equation. (b) RMS errors of prediction results using different processing methods for VG and VGG anomalies.

In the above section, we verify the observation equations in Equations (7) and (8) without errors; simultaneously, the influence of $D$ and $W$ on the VG and VGG anomalies above $R$ cannot be ignored. The VG anomalies generated by $D$ on $R$ are shown in Figure 2c, and its range is 67.9 mGal , as shown in Table 1 (the maximum and minimum values are 71.3 mGal and 3.4 mGal at the boundary and center, respectively, as shown in Figure 2c), indicating that the VG anomalies generated by $D$ on $R$ show obvious boundary effects. The VG anomalies generated by $W$ on $R$ is relatively flat (shown in Figure 2e); this is evident from the decrease in standard deviation (SD) from 14.5 mGal to 4.1 mGal (presented in Table 1).

Table 1. Statistical results of VG and VGG anomalies generated in study area $R$.

| Data Category | Sea Area | Max | Min | Mean | SD |
| :---: | :---: | :---: | :---: | :---: | :---: |
| VG anomalies | Study Area $R$ | 135.4 | 22.5 | 91.4 | 24.8 |
|  | Boundary Area $D$ | 71.3 | 3.4 | 17.0 | 14.5 |
|  | Far Area $W$ | 27.9 | 5.0 | 9.9 | 4.1 |
| VGG anomalies | Study Area $R$ | 83.2 | -3.6 | 40.7 | 15.4 |
| (unit: Eötvös) | Boundary Area $D$ | 67.0 | -27.2 | -7.4 | 13.8 |
|  | Far Area $W$ | -9.3 | -40.4 | -16.9 | 6.0 |

We directly use VG and VGG anomalies in $R$ as the observation values (including three parts: the study area $R$, boundary area $D$ and far area $W$ ). Subsequently, $D$ and $W$ can be regarded as interference errors, which result in the lack of convergence of the solutions of Equations (7) and (8). Through numerous simulations, we finally use the regularization algorithm and introduce an error equation to deal with $D$ and $W$, respectively.

The regularization algorithm of this study is as follows: we use only the simulated VGG anomaly data of $R$ to solve the topography of $R$ and $D$, and then the topography of $D$ is then removed, and only that of $R$ is reserved as the final prediction result.

Thus, Equation (6) can be rewritten as

$$
\begin{equation*}
\delta V_{z}\left(x_{R_{p}}, y_{R_{q}}\right)=G \Delta \rho\left[J_{D+R}(H, x, y)-\sum_{i, j=-N-M}^{N-1+M} J_{(D+R)_{i j}}\left(h_{i j}, x, y\right)\right] \tag{9}
\end{equation*}
$$

where $M$ is the number of grids at $D$, as the distance of $D$ is selected as 10 km relative to the five grids, that is, $M=5$. Subsequently, Equation (9) has a total of $(4 N+1)^{2}$ equations. Similar to Equation (7), Equation (9) can be linearized, and the linearized equations can be simplified to $A \boldsymbol{h}=\boldsymbol{b}$, where $A$ is the matrix of $(4 N+1)^{2} \times(2 N+5)^{2}, \boldsymbol{h}$ is the $(2 N+5)^{2}$ order vector of the unknown depth to be solved, and $\boldsymbol{b}$ is the VGG anomalies observation matrix of the $(4 N+1)^{2}$ order vector. As all of the observation points $\left(x_{R_{p}}, y_{R_{q}}\right)$ are in $R$, the linearized equation $A \boldsymbol{h}=\boldsymbol{b}$ may produce a singularity. To ensure the solvability of Equation (9), the regularization equations are introduced as follows

$$
\begin{equation*}
\left(A^{T} A+\alpha E\right) \boldsymbol{h}=A^{T} \boldsymbol{b} \tag{10}
\end{equation*}
$$

where $E$ is the identity matrix of the $(2 N+5)^{2} \times(2 N+5)^{2}$ order, and $\alpha>0$ is the regularization parameter.

As $\alpha>0$, there is always a unique solution for Equation (10) with respect to $h$.
Therefore, after iteratively solving Equation (10), $\boldsymbol{h}_{i j}$ can be solved.
Figure 2e,f show that the VG and VGG anomalies generated by $W$ in $R$ exhibits lowfrequency characteristics. Therefore, the low-frequency error generated by $W$ is regarded as a constant, and is introduced into Equation (10), and the observation equations are then rewritten with error terms as follows:

$$
\begin{equation*}
\left(A^{T} A+\alpha E\right) \boldsymbol{h}=A^{T}(\boldsymbol{b}+\varepsilon) \tag{11}
\end{equation*}
$$

Equation (11) is the observation equation to deal with $D$ and $W$.
Through Equations (10) and (11), the statistical RMS error of the simulated prediction results are shown in Figure 3b. Using only the regularization algorithm to process the influence of $D$, the RMS errors of the VG and VGG anomalies are estimated as 286.9 m and 660.7 m , respectively. Compared with the non-convergence results obtained by directly solving Equations (7) and (8), the regularization algorithm can significantly improve the accuracy; however, the simulated prediction results of VG anomalies are more effective and their resistance to low-frequency errors is better (because the solution obtained using only regularization does not consider the influence of far area $W$ ). When solving Equation (11), the RMS errors corresponding to VG and VGG anomalies are 132.5 m and 118.2 m respectively, which improves the accuracy by $53.8 \%$ and $82.1 \%$, respectively, and indicates that the
simulated prediction results using VGG anomalies will be better. Compared with that of the simulated results of Equations (10) and (11), the interference of $W$ has a greater impact on the simulated prediction results when using VGG anomalies. This is mainly ascribed to the lower signal-to-noise ratio of the VGG anomalies: from the mean value presented in Table 1, the VG and VGG anomalies generated by $W$ account for $10.8 \% ~(9.9 \mathrm{mGal} / 91.4 \mathrm{mGal})$ and 41.5\% (16.9 Eötvös/40.7 Eötvös) of that generated by the $R$ itself. Additionally, the simulated error distributions when dealing with $D$ and $W$ are shown in Figure 2g,h. The larger errors are mainly distributed at the boundary, and the error gradually decreases toward the center. For an obvious boundary effect, a larger area is usually solved, and the boundary is intercepted to improve the accuracy of the results.

### 2.3. Cubic Spline Interpolation Algorithm for Fusing Ship Soundings

Although topography can be predicted independently by solving the equation -Equation (11)-established using gravity data, its accuracy is lower than the ship soundings. In this section, we will combine the cubic spline interpolation algorithm to fuse the prediction results and ship soundings. Notably, the use of gravity data to predict topography is not only to completely replace ship soundings, but to also fill in the blank areas left by ship soundings to improve the accuracy and resolution of topography model.

The expression of the cubic spline basis function $\Omega(x)$ is:

$$
\Omega(x)= \begin{cases}0, & |x| \geq 2  \tag{12}\\ \frac{1}{2}|x|^{3}-x^{2}+\frac{2}{3}, & |x| \leq 1 \\ -\frac{1}{6}|x|^{3}+x^{2}-2|x|+\frac{4}{3}, & 1 \leq|x| \leq 2\end{cases}
$$

The split point is $\left(x_{i}, y_{j}\right)$, where $x_{i}=x_{0}+i \cdot t, y_{j}=y_{0}+j \cdot t$, and $h$ is the step size. The interpolation condition function is:

$$
\begin{equation*}
z_{i j}=f\left(x_{i}, y_{j}\right),(i, j=0,1, \ldots, N, N+1) \tag{13}
\end{equation*}
$$

At this time, the expression of cubic spline interpolation is:

$$
\begin{equation*}
\hat{f}(x, y)=\sum_{i, j=0}^{N+1} c_{i j} \Omega_{i}(x) \Omega_{j}(y) \tag{14}
\end{equation*}
$$

Combining Equations (13) and (14), we have:

$$
\begin{equation*}
\sum_{p, q=0}^{N+1} c_{p q} \Omega_{p}\left(x_{i}\right) \Omega_{q}\left(y_{j}\right)=z_{i j},(i, j=0,1, \ldots, N, N+1) \tag{15}
\end{equation*}
$$

Rewriting Equation (15) in matrix form, we obtain:

$$
\begin{equation*}
B c=Z \tag{16}
\end{equation*}
$$

where matrix $B$ is the two-dimensional array $\Omega_{p}\left(x_{i}\right) \Omega_{q}\left(y_{j}\right)$ corresponding to array $\mathbf{c}$ that is arranged out.

For ship soundings, the interpolation condition function is as follows:

$$
\begin{equation*}
Z_{k}=f\left(x_{k_{1}}, y_{k_{2}}\right),(k=1, \ldots, M) \tag{17}
\end{equation*}
$$

Similarly, the following equations can be obtained:

$$
\begin{equation*}
\sum_{p, q=0}^{N+1} c_{p q} \Omega_{p}\left(x_{k_{1}}\right) \Omega_{q}\left(y_{k_{2}}\right)=\mathbf{Z}_{\boldsymbol{k}}, k=\left(k_{1}, k_{2}\right) \tag{18}
\end{equation*}
$$

Equation (18) in matrix form is as follows:

$$
\begin{equation*}
B_{1} c=Z_{1} \tag{19}
\end{equation*}
$$

where $\mathbf{c}$ is still the vector to be solved formed by the interpolation coefficients of Equation (14), and the matrix $B_{1}$ is formed using $\Omega_{p}\left(x_{k_{1}}\right) \Omega_{q}\left(y_{k_{2}}\right)$ in Equation (18).

Combining Equations (16) and (19), we have:

$$
\begin{equation*}
\binom{B}{B_{1}} c=\binom{Z}{Z_{1}} \tag{20}
\end{equation*}
$$

where the vector c must be solved. Finally, the least-square method is used to solve Equation (20), which involves determining the coefficients of Equation (14) such that Equation (14) can be obtained. This enabled us to generate various images of the fused surfaces.

In Equation (20), the matrices $B$ and $B_{1}$ are equally weighted. However, in actual calculations, Equations (18) or (19) are obtained from ship soundings, and the corresponding weight coefficients can be attributed, then Equation (20) can be rewritten as

$$
\begin{equation*}
\binom{B}{w \cdot B_{1}} \boldsymbol{c}=\binom{Z}{w \cdot Z_{1}} \tag{21}
\end{equation*}
$$

Equation (21) is the cubic spline interpolation fusion equation using gravity data to predict topography results and ship soundings. In Section 3.4, we use Equation (21) to fuse ship soundings with different proportions and different weights $w$.

## 3. Application to Different Sea Depths

We select two sea areas to compare the difference between VG and VGG when predicting topography, to evaluate the prediction results, and to fuse ship soundings by cubic spline interpolation algorithm.

### 3.1. VG and VGG Anomalies Data

The previous sections have demonstrated the effectiveness of our algorithm in predicting topography from the VG and VGG anomalies through numerical simulations. In this section, we select two sea areas with different depths to compare and study the VG and VGG anomalies algorithm. The selected VG and VGG anomaly models for Sea Area-1 and Sea Area-2 are EIGEN-6C4 from the German Research Center for Geosciences (GFZ, http:/ /icgem.gfz-potsdam.de/tom_longtime), corresponding to the grid with a resolution of $2 \mathrm{~km} \times 2 \mathrm{~km}$, and are shown in Figure $4(\mathrm{a} 1, \mathrm{a} 2, \mathrm{~b} 1, \mathrm{~b} 2)$. The VG and VGG anomaly model data for the two sea areas are counted as shown in Table 2. The standard deviation (SD) of the VG and VGG anomalies model data for Sea Area-1 is slightly smaller than that for Sea Area-2. We infer that the topography of Sea Area-2 is a more undulating topography, which can also be verified by the final prediction results.

Table 2. Statistics of the data of VG and VGG anomalies model and final prediction results.

| StudyArea | Data <br> Category | VG and VGG Anomalies <br> (Unit: $\mathbf{m G a l}$ or Eötvös) <br> Min |  | Prediction Results <br> (Unit: m) |  |  | Prediction Error <br> (Unit: $\mathbf{m}$ ) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | SD | Max-D | Min-D | Mean-D | Max-E | Min-E | RMS-E |  |
| Area-1 | VG | 32.0 | -18.3 | 7.9 | -2023.9 | -1632.1 | -1867.6 | 251.8 | -264.5 |
|  | VGG | 47.8 | -41.0 | 11.3 | -2057.7 | -1485.1 | -1850.4 | 130.3 | -324.1 |
| Area-2 | VG | 47.0 | 2.9 | 8.1 | -4962.9 | -3588.6 | -4111.3 | 738.3 | -1017.3 |
|  | VGG | 45.0 | -39.2 | 11.6 | -5027.5 | -3559.7 | -4140.9 | 760.2 | -939.3 |



Figure 4. ( $\mathbf{a} \mathbf{1}, \mathbf{b 1}$ ) VG and VGG anomalies models of Sea Area-1, $(\mathbf{c} 1, \mathbf{d} 1)$ the prediction results of the VG and VGG anomalies in Sea Area-1, $(\mathbf{e} 1, \mathbf{f 1})$ the prediction error distribution of the VG and VGG anomalies in Sea Area-1 (compared with the existing ship survey depth). ( $\mathbf{a} 2, \mathbf{b} 2$ ) VG and VGG anomalies models from Sea Area-2, (c2,d2) the prediction results of the VG and VGG anomalies in Sea Area-2, (e2,f2) the prediction error distribution of the VG and VGG anomalies in Sea Area-2 (compared with the existing ship survey depth).

### 3.2. Ship Soundings Data

The ship soundings data are obtained from NOAA's National Geophysical Data Center (NGDC, http:/ / www.ngdc.noaa.gov/), and their distribution is shown in Figure 4(e1,e2). There are 381 ship survey points in the selected Sea Area-1, and the deepest, shallowest, and average sea depth are $-2050.0 \mathrm{~m},-1430.0 \mathrm{~m}$ and -1953.4 m , respectively. There are 501 ship survey points in Sea Area-2, and their maximum, minimum and average depths are $-5249.0 \mathrm{~m},-3280.0 \mathrm{~m}$ and -4094.3 m , respectively. As we use grids with resolutions of 2 km , we also grid the ship soundings data of the two sea areas with a resolution of 2 km , and obtain 216 and 398 grids of ship soundings, respectively. The number of grid depths to be solved is 1296 and the existing gridded ship soundings data in Sea Area-1 and Sea Area-2 account for $16.7 \%(216 / 1296)$ and $30.7 \%(398 / 1296)$, respectively. The main objective of topography prediction is to better determine the depth of the sea area without ship soundings data.

### 3.3. Evaluation of the Results

Based on the VG and VGG anomalies model of EIGEN-6C4, combined with Equation (11) in the simulation experiments, the prediction results for Sea Area-1 and Sea Area-2 are shown in Figure 4(c1,d1) and Figure 4(c2,d2), respectively. Among these, Figure 4(c1,d1) correspond to the topography predicted by VG and VGG anomalies model for Sea Area-1, and the maximum, minimum and mean depths of the corresponding prediction results are given in Table 2. It can be seen that the biggest difference in depth between the VG and VGG predictions is only $147.0 \mathrm{~m}(-1632.1 \mathrm{~m}$ and $-1485.1 \mathrm{~m})$ indicating the minimum depth between the VG and VGG predictions. This mainly occurs in Area-P1, as shown in Figure 4(c1,d1). The statistical prediction results suggest that the maximum and minimum errors of VG and VGG anomaly prediction results are also concentrated in Area-P1 of Figure 4(e1,f1). This is because topographic fluctuation is large and adjacent to the boundary area, resulting in large errors. In particular, we use a $2 \mathrm{~km} \times 2 \mathrm{~km}$ grid, where the horizontal resolution of the final prediction result is 2 km . Here, the mean depth will be less representative with increasing the topographic fluctuation. However, the accuracy of the VG and VGG anomaly model is restricted and the signal-to-noise ratio is worse with greater topographic fluctuations. However, the RMS errors are 101.2 m and 93.8 m , respectively, indicating that the relative accuracy of topography prediction using VGG anomalies is improved by $7.3 \%$ compared with that using VG anomalies.

For Sea Area-2, the difference between the prediction results of the VG and VGG anomalies is within 70 m , which is only $1.7 \%$ of the mean depth of 4100 m , indicating that the prediction results of the two are highly consistent. The prediction error statistics presented in Table 2 indicate that the RMS errors of prediction results are 239.4 m and 233.8 m , respectively, and that the relative accuracy of the VGG anomalies increased by $2.3 \%$. The RMS error of Sea Area-2 is significantly larger than the prediction error of Sea Area-1, which is mainly attributed to depth. The accuracy of the VG and VGG anomalies model is limited, and the signal-to-noise ratio is worse with greater topographic fluctuations.

Conversely, the minimum and maximum errors of VG anomaly prediction are -1017.3 m and 760.2 m , respectively, and the larger error is concentrated on the survey line SL in the Area-P2 shown in Figure 4(e2,f2). To analyze the cause of these errors, we intercepted the depth data of the ship in Area-P2 and plot it in Figure 5a. Notably, the depth of SL is significantly greater than that of other survey lines. To investigate further, we plot the cross-section of the survey points on the survey line SL in Figure 5b (the horizontal axis represents the distance from the first measuring point). We select boxes Q1 and Q2 (shown in Figure 5a) that are adjacent to SL with other survey points, the red points indicate the survey points on SL, and the yellow points represent the survey points of the other survey lines. Despite being 251 m and 471 m from SL, the depth differences between boxes Q1 and Q2 are 729 m and 692 m , respectively (shown in Figure 5b). We converted these into slopes of $71^{\circ}$ and $56^{\circ}$, respectively. However, from the predicted results (Figure 4(c2,d2)), the topographic fluctuations in Area-Q1 and Area-Q2 are not as significant as indicated by the slopes.

Additionally, we also plot the depth of VG and VGG anomaly prediction results along SL as the pink and green dotted lines in Figure 5b. The depth of the two prediction results is in good agreement, and the depth of the ship survey along SL is significantly greater than that of the prediction results. However, the predicted depth is closer to those of the other two survey points for Area-Q1 and Area-Q2. Furthermore, we assume that the ship soundings accuracy of SL is higher, which in turn suggests the presence of valleys with fluctuations close to 1 km along this survey line. These large topographic fluctuations can easily be recognized from the VG and VGG anomalies but are not observed in the VG and VGG anomalies model of EIGEN-6C4. Therefore, we suspect a large error in the ship survey depth along SL. It is worth noting that the ship soundings data used in this study are single-beam data from decades ago, and its measurement accuracy may have possessed errors [41]. With the development of multi-beam measurements, this problem can be improved to a certain extent; however, we are unable to obtain the multi-beam data of the predicted sea area in this study.


Figure 5. (a) Distribution map of ship soundings data in Area-P2; (b) ship soundings data along the survey line SL and the prediction result of VG and VGG anomalies.

### 3.4. Fusion of Ship Soundings

The prediction results from Section 3.3 indicate that the topographic results predicted from VGG anomalies are slightly better than those of VG anomalies. Therefore, based on the results of VGG anomalies prediction in Figure 4(d1,d2), we use the cubic spline interpolation algorithm discussed in Section 2.3 to fuse ship soundings. We vary the proportions of ship soundings, set different weight coefficients $w$, and the final statistical error results are shown in Appendix A.4.1. Specifically, $\eta_{1}$ represents the ratio of ship soundings used for fusion to the grid depth to be solved, $\eta_{2}$ is the ratio of ship depth data used for interpolation to the total ship survey data, $\eta_{3}$ indicates the improved accuracy of topography results after fusion, and $w$ denotes the selected weight coefficient.

The statistics presented in Appendix A.4.1 demonstrate that increasing the proportion of fused ship soundings $\eta_{2}$ and the weight coefficient $w$ results in smaller RMS error for the fused topography results. Moreover, we separately evaluated the RMS error for the ship soundings used in the fusion ( $\mathrm{RMS}_{\text {Fusing }}$ ) and the remaining ship soundings used as checking ( $\mathrm{RMS}_{\text {Checking }}$ ). The results in Appendix A.4.1 reveal that the RMS error of ship soundings involved in the fusion is significantly smaller than that of the remaining ship soundings points. The improvement in the accuracy of the final topographic result is represented by $\eta_{3}$. As the weight coefficient $w$ increases, the accuracy of Sea Area-1 increases from $0.06 \%$ to $53.20 \%$, whereas that of Sea Area-2 increases from $2.9 \%$ to $32.63 \%$.

Furthermore, by setting $\eta_{2}$ to $50 \%$ and $w$ to 0.6 , we draw topography results, shown in Figure 6. Notably, Figure 6a shows that the final fused topography result of Sea Area-1 exhibits obvious ship track banding phenomenon, whereas that of Sea Area-2 appears smoother. This can be attributed to the fact that the maximum fluctuation of Sea Area-1 is only 400 m , resulting in more obvious errors, the maximum fluctuation of Sea Area-2 is around 1500 m , which tends to reduce the fluctuation caused by errors. Additionally, the gravity data model produces smoother results, which results in correspondingly smoother predicted topography results. However, the actual topography is not completely smooth, making it difficult to seamlessly integrate the prediction topography results with ship soundings and resulting in error distribution along the ship survey lines.


Figure 6. (left) The topography distribution result of Sea Area-1 when $50 \%$ of ship soundings are fused and the weight is set to 0.6 . (right) The topography distribution result of Sea Area-2 when $50 \%$ of ship soundings are fused and the weight is set to 0.6 .

## 4. Discussion

### 4.1. Correlation Analysis of Gravity and Topography

Specifically, Figure 7a-c show the distribution of VGG anomalies, VG anomalies and topography prediction from VGG anomalies. Comparing Area-P3 and Area-P4 of VG and VGG anomalies models, VGG anomalies change more noticeably for the same topographic fluctuations indicating that VGG anomalies are more sensitive to topography. Moreover, the range and standard deviation (SD) of the statistical VG and VGG anomalies model data (shown in Appendix A.4.2), indicate that the SD of VG and VGG anomalies in Sea Area-1 are 8.5 mGal and 10.5 Eötvös, respectively, in turn suggesting that the VGG anomaly data have greater volatility. This characteristic may enable VGG anomalies to better identify faint topographic fluctuations.

The SD of the topographic results of Sea Area-1 predicted from VG and VGG anomalies are 122.9 m and 76.2 m , and those of Sea Area-2 are 245.1 m and 284.8 m , respectively (shown in Appendix A.4.2). This is consistent with the RMS error of the prediction results, indicating that topographic fluctuations significantly affected the accuracy of prediction results. The improved resolution of VG and VGG anomaly data may also reduce the effect of this error, thus improving the accuracy of the final prediction results. We also use numerical simulations to verify this conclusion in Appendix A.5. We simulate two symmetrical conical seamounts and use the resolutions of 4 km and 2 km for prediction respectively. The corresponding RMS errors are 56.1 m and 7.2 m , indicating that the resolution increased by 1 time and the resulting accuracy improved by 7.8 times.

Furthermore, Pearson correlation analysis was performed on the data and was used mainly to measure the strength of linear correlation between the variables. The correlation coefficient $r$ can be calculated by the following formula:

$$
\begin{equation*}
r=\frac{\sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)\left(Y_{i}-\bar{Y}\right)}{\sqrt{\sum_{i=1}^{n}\left(X_{i}-\bar{X}\right)^{2}} \sqrt{\sum_{i=1}^{n}\left(Y_{i}-\bar{Y}\right)^{2}}} \tag{22}
\end{equation*}
$$

where $X_{i}$ and $Y_{i}$ represent each data value, $\bar{X}$ and $\bar{Y}$ represent the average values, and $n$ represents the data capacity. Results of the use of Equation (22) to count the correlation between topography and VG and VGG anomaly data are shown in Table 3. The correlation coefficient $r$ between topographic results and VG/VGG anomalies ranges from 0.86 to 0.97 , indicating a stronger linear correlation between the former pair of variables. The correlation coefficient $r$ between VG anomalies and topography is greater than that of VGG anomalies, which indicates a stronger linear relationship between VG anomalies and topography. This finding supports the theoretical basis of the GGM and S\&S algorithms based on Parker's formula for predicting topography.

## Gravity Gradient Anomaly



Figure 7. (a) The VGG anomalies generated by topography, and its maximum and minimum values are 45.00 Eötvös and -39.20 Eötvös, respectively. (b) The VG anomalies generated by topography, and its maximum and minimum value are 2.80 mGal and 47.20 mGal , respectively. (c) The topographic results of VGG anomalies inversion, and its maximum and minimum heights are 1.47 km and 0.01 km , respectively.

Table 3. Pearson correlation between the topography and gravity models.

| Pearson Correlation |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Data | Sea Area-1 |  | Data | Sea Area-2 |  |
| Category | Model $_{\text {VG1 }}$ | Model VGG1 | Category | Model VG2 $^{\text {Model }}$ VGG2 |  |
| TopoVG1 | 0.9751 | 0.9319 | TopoVG2 | 0.9348 | 0.9254 |
| TopoVGG1 | 0.9807 | 0.8873 | TopoVGG2 | 0.8837 | 0.8631 |

### 4.2. Comparison between Spatial and SES Algorithm

The current topographic prediction algorithms mainly include GGM and S\&S algorithms (purple box in Figure 8). These algorithms improve the accuracy by identifying the optimal band related to VG anomalies and topography. Dixon et al. initially suggested that topography and geoid height are highly correlated in the wavelength range of $50-300 \mathrm{~km}$ [23]. Subsequently, this band was refined to a range of $16-160 \mathrm{~km}$, and a recent study has focused on improving filtering methods to enhance prediction accuracy [42]. GGM is a fitting method based on the Bouguer formula. The key to the fitting method is to determine the best fitting function and the optimal parameters. However, the Bouguer formula represents only a first-order function relationship between VG anomalies and topography. Previous studies have attempted to introduce high-order terms; however, the effect was minimal [43]. The density constant and maximum depth are most frequently adjusted variables [12]. However, the final fitted density constant often loses its original physical meaning [11]. According to prior studies, the GGM may have limitations in terms of improving the accuracy of topographic predictions. Considering that the GGM is a fitting method and given the abundance of data, machine learning and deep learning methods may be a potential direction for improvement.

## Frequency

| High Frequency | Middle Frequency | Low Frequency |
| :---: | :---: | :---: |
| Regularization <br> or <br> Model Control | Analytical Algorithm <br> Gravity Anomaly <br> Gravity Gradient Anomaly | Bilinear <br> Interpolation or <br> Error Equation |
| Low-pass Filter or Ship Soundings | Frequency Algorithm <br> Based on Parker's formula <br> Gravity from Satellite Altimetry | High-pass Filter or <br> Swath Bathymetry |
| Ship soundings | Spatial Algorithm <br> Gravity-Geologic Method <br> Fitting the best factor | Adjusting <br> Density Constant <br> Reference Depth |
| Short Wavelength | $\text { Middle Wavelength } \quad \mathbf{1 6 0} \begin{aligned} & \text { Long Wavelength } \end{aligned}$ |  |

Figure 8. Comparison of topography prediction algorithms.
Furthermore, relying on Parker's potential Fourier expansion formula, the relationship between VG anomalies and seabed depth is established in the frequency domain [22,44,45]. However, this method needs to be combined with the deflection theory, and different geophysical parameters need to be selected for different sea areas [46,47]. As an example, the density of seabed bedrock and the thickness and density of the crust are very complex and changeable. In order to improve the accuracy of algorithm prediction, an appropriate filtering method must be chosen to remove the short-wave and long-wave interference signals from VG anomalies [48,49], while also maintaining the middle band of the topographic fluctuation corresponding to VG anomalies.

Apart from the two main methods of its predecessors, the algorithm proposed in this study is shown in the blue box in Figure 8. Based on the VG and VGG anomaly analytical formula generated via rectangular prism, we build the observation equation
system for predicting topography and adopt the iterative least-squares algorithm to solve the observation equations. The interference error signals are refined from the frequency, and we mainly use the regularization algorithm, combined with the current topography model, to reduce the influence of the medium- and high-frequency error interference at the boundary of the study sea area. We used the error equation to reduce the influence of low-frequency errors caused by far sea areas and lithospheric deflection.

The line integration approach establishes the theoretical gravity formula produced by a two-dimensional geological body for the VG and VGG anomaly formula of the rectangular prisms [50]. Based on Hubbert's work [50], Talwani et al. applied this approach to the inversion of the Mendocino submarine fault zone and discovered that the southern fault is 3 km thinner than the northern fault [51]. Subsequently, Talwani and Ewing used the numerical integration method to compute VG anomalies generated by any threedimensional geological body and applied it to topographic correction [52]. However, this formula has been used in the inversion of density interfaces for decades [53-56] and has not been fully utilized to predict topography.

### 4.3. Data Precision and Prediction Algorithm

In this study, the step length of the sea area grid is 2 km , which indicates that the topographic fluctuations within $2 \mathrm{~km} \times 2 \mathrm{~km}$ are only represented by an average sea depth, making it challenging to distinguish the topographic fluctuations within 2 km . Although the EIGEN-6C4 and EGM2008 gravity field model can reach a degree of 2160 [57], their spatial resolution is approximately 8 km . Therefore, the resolution of VG anomalies makes it challenging to reflect extreme topographic fluctuations, especially seamounts. To solve this problem, Xu et al. derived a series expression of VG and VGG anomalies generated by cylinders and superimposed the cylinders with different radii to fit the seamounts [58]. Sandwell et al. estimated the locations and shapes of seamounts using the variation characteristics of VGG anomalies generated by the different sizes of seamounts [59]. The algorithm can improve prediction accuracy but is more effective for improving the accuracy of gravity field observation data. Marine gravity anomalies were recovered from Geosat and ERS-1 with an accuracy of about 4-7 mGal [15]. With the development of altimetry satellites, the accuracy of a new marine gravity anomaly can reach about 2 mGal [39]. The next-generation surface water ocean topography (SWOT) satellites may be a revolutionary improvement in marine gravity recovery $[60,61]$, and the SWOT ocean products will also provide 1 km spatial resolution over oceans [35]. Improvements in marine gravity anomalies are critical, while VGG anomalies and geoid height data may also have potential for topography prediction.

The algorithm proposed in this study may also provide a reference for the inversion of density models in geophysics. Similarly, the boundary effect problem of traditional geophysical inversion is generally solved by solving a larger area, but with only the inner area considered as the final result. The regularization method can also be used to address the boundary effect in this study. Additionally, the ship soundings fusion algorithm can be further improved. The use of the spatial relationship between the previous data, combined with deep learning to reduce signal noise [62,63], may be the direction of our future study. However, significant challenges remain in the prediction of topography, such as gravity signal separation and flexural isostatic problems. We performed numerous numerical tests using various filtering techniques and bilinear interpolation until we obtained the current method of reducing interference errors. Although this error reduction method may not be the best in this study, the interference error refinement is a novel idea, one that provides a potential direction for refining future topography predictions. Additionally, with an increase in data volume, our prediction algorithm is worth further research and improvement.

## 5. Conclusions

In summary, the main results are as follows: (1) we have developed a new analytical algorithm for predicting topography through an iterative solution from VG and VGG anoma-
lies, and the effectiveness of this method is confirmed and verified by simulations and actual applications. (2) We have determined the source of the errors, the mid-high frequency error caused by the boundary area is reduced by regularization, whereas the low-frequency error caused by the far area is reduced by the error equation algorithm. (3) The theoretical method proposed in this study was applied to the two actual sea areas and the RMS errors of the two sea areas predicted from VGG anomalies were 93.8 m and 233.8 m , respectively, with the accuracy improved by a respective $7.3 \%$ and $2.3 \%$ compared with that of VG anomalies. Simultaneously, we use the cubic spline interpolation algorithm to effectively fuse the prediction results and ship soundings. (4) The statistical results of VG and VGG anomaly and topography prediction show that VGG anomalies are more sensitive to topography fluctuations; however, VG anomalies have a stronger linear correlation with topography, which is the basis for using gravity anomaly data to predict topography by fitting calculation.
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## Appendix A

## Appendix A.1. The Local Coordinate System

As shown in Scheme A1, the length, width and height of the rectangular prism $\Omega$ are $2 a$, $2 b, H-h$, respectively, where $H$ (the maximum depth, also called the reference depth) is the height from the bottom of $\Omega$ to the sea level, and $h$ is the height from the top of $\Omega$ to sea level. Assuming $P$ is any point at sea level, then one must calculate the VGG generated by $\Omega$ at point $P$.


Scheme A1. Schematic diagram of synthetic cylindrical seamount.

Appendix A.2. The Expansion Expression of VG
Equation (2) can be calculated and simplified as follows:

$$
\begin{equation*}
V_{z}(P)=\frac{\partial V}{\partial z}=G \rho[J(H, x, y)-J(h, x, y)] \tag{A1}
\end{equation*}
$$

where $J(h, x, y)$ can be expressed as:

$$
\begin{gather*}
J(h, x, y)=\left[x_{1} \ln \left(y_{1}+r_{1}\right)+y_{1} \ln \left(x_{1}+r_{1}\right)-\operatorname{harctan} \frac{x_{1} y_{1}}{h r_{1}}\right]+ \\
{\left[\begin{array}{l}
\left.x_{2} \ln \left(y_{2}+r_{2}\right)+y_{2} \ln \left(x_{2}+r_{2}\right)-\operatorname{harctan} \frac{x_{2} y_{2}}{h r_{2}}\right]- \\
\left.x_{1} \ln \left(y_{2}+r_{3}\right)+y_{2} \ln \left(x_{1}+r_{3}\right)-\operatorname{harctan} \frac{x_{1} y_{2}}{h r_{3}}\right]- \\
{\left[x_{2} \ln \left(y_{1}+r_{4}\right)+y_{1} \ln \left(x_{2}+r_{4}\right)-\operatorname{harctan} \frac{x_{21}}{h r_{4}}\right]}
\end{array}\right.} \tag{A2}
\end{gather*}
$$

where:

$$
\begin{gather*}
x_{1}=x-a ; x_{2}=x+a ; y_{1}=y-b ; y_{2}=y+b  \tag{A3}\\
\text { and } r_{1}=\sqrt{(x-a)^{2}+(y-b)^{2}+h^{2}} ; r_{2}=\sqrt{(x+a)^{2}+(y+b)^{2}+h^{2}} \\
r_{3}=\sqrt{(x-a)^{2}+(y+b)^{2}+h^{2}} ; r_{4}=\sqrt{(x+a)^{2}+(y-b)^{2}+h^{2}}
\end{gather*}
$$

where $J(h, x, y)$ and $J(H, x, y)$ have the same expression, just replacing $H$ with $h$. Meanwhile, we can calculate the expression for the derivative of $J(h, x, y)$ with respect to $h$ :

$$
\begin{equation*}
\frac{\partial J(h, x, y)}{\partial h}=I(h, x, y) \tag{A4}
\end{equation*}
$$

where $I(h, x, y)$ is given in Equation (A6) in Appendix A.2.
Appendix A.3. Expansion Expression of VGG
Equation (3) can also be written as:

$$
\begin{equation*}
V_{z z}(P)=\frac{\partial^{2} V}{\partial z^{2}}=G \rho[I(H, x, y)-I(h, x, y)] \tag{A5}
\end{equation*}
$$

where $I(h, x, y)$ can be expressed as:

$$
\begin{align*}
& I(h, x, y)=\arctan \left[\frac{(a-x)(b-y)}{h} \frac{1}{\sqrt{h^{2}+(a-x)^{2}+(b-y)^{2}}}\right] \\
& \quad+\arctan \left[\frac{(a+x)(b-y)}{h} \frac{1}{\sqrt{h^{2}+(a+x)^{2}+(b-y)^{2}}}-\right.  \tag{A6}\\
& \quad+\arctan \left[\frac{(a-x)(b+y)}{h} \frac{1}{\sqrt{h^{2}+(a-x)^{2}+(b+y)^{2}}}\right] \\
& \quad+\arctan \left[\frac{(a+x)(b-y)}{h} \frac{1}{\sqrt{h^{2}+(a+x)^{2}+(b-y)^{2}}}\right]
\end{align*}
$$

where $I(h, x, y)$ and $I(H, x, y)$ have the same expression, replacing $H$ with $h$. In this study, a Newton iteration is used, and the derivative of $I(h, x, y)$ with respect to $h$ must be calculated:

$$
\begin{align*}
\frac{\partial I(h, x, y)}{\partial h}= & -\frac{x_{2} y_{2}\left(2 h^{2}+y_{2}^{2}+x_{2}^{2}\right)}{r_{1}\left(h^{2} r_{1}^{2}+x_{2}^{2} y_{2}^{2}\right)}-\frac{x_{1} y_{2}\left(2 h^{2}+y_{2}^{2}+x_{1}^{2}\right)}{r_{2}\left(h^{2} r_{2}^{2}+x_{1}^{2} y_{2}^{2}\right)}  \tag{A7}\\
& -\frac{x_{2} y_{1}\left(2 h^{2}+y_{1}^{2}+x_{2}^{2}\right)}{r_{3}\left(h^{2} r_{3}^{2}+x_{2}^{2} y_{1}^{2}\right)}-\frac{x_{1} y_{1}\left(2 h^{2}+y_{1}^{2}+x_{1}^{2}\right)}{r_{3}\left(h^{2} r_{3}^{2}+x_{1}^{2} y_{1}^{2}\right)}
\end{align*}
$$

## Appendix A.4. Statistical Table

## Appendix A.4.1. Result Statistics of Ship Sounding Fusion

$\eta_{1}$ represents the ratio of ship sounding used for fusion to the grid depth to be solved, $\eta_{2}$ is the ratio of ship depth data used for interpolation to the total ship survey data, $\eta_{3}$ is the
improved accuracy of topography results after fusion, and $w$ represents the selected weight coefficient. We separately count the RMS error of the data points involved in the fusion ship sounding, which is represented by $\mathbf{R M S}_{\text {Fusing. }}$. At the same time, the ship sounding points that are not used for fusion are used as checks, and the corresponding RMS error is expressed as $\mathbf{R M S}_{\text {Checking }}$.

| Study <br> Area | $\eta_{1}$ | $\eta_{2}$ | $w$ | $\mathrm{RMS}_{\text {Fusing }}(\mathrm{m})$ | $\mathrm{RMS}_{\text {Checking }}(\mathrm{m})$ | RMS (m) | $\eta_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Area-1 | 2.62\% | 10.09\% | 0.20 | 93.49 | 95.99 | 93.74 | 0.06\% |
|  |  |  | 0.40 | 86.16 | 94.58 | 92.76 | 1.11\% |
|  |  |  | 0.60 | 76.25 | 92.76 | 91.23 | 2.74\% |
|  |  |  | 0.80 | 65.74 | 90.96 | 88.74 | 5.39\% |
|  |  |  | 1.00 | 55.88 | 89.40 | 86.61 | 7.67\% |
|  | 8.72\% | 33.53\% | 0.20 | 90.53 | 95.73 | 91.02 | 2.96\% |
|  |  |  | 0.40 | 80.97 | 91.76 | 88.29 | 5.87\% |
|  |  |  | 0.60 | 69.69 | 87.37 | 81.87 | 12.72\% |
|  |  |  | $0.80$ | 58.86 | 83.48 | 76.12 | 18.85\% |
|  |  |  | 1.00 | 49.37 | 80.34 | 71.47 | 23.81\% |
|  | 13.04\% | 50.15\% | 0.20 | 92.32 | 92.78 | 92.55 | 1.33\% |
|  |  |  | 0.40 | 80.17 | 88.06 | 84.20 | 10.23\% |
|  |  |  | 0.60 | 67.18 | 83.27 | 75.63 | 19.37\% |
|  |  |  | 0.80 | 55.63 | 79.23 | 68.42 | 27.06\% |
|  |  |  | 1.00 | 46.12 | 76.05 | 62.85 | 33.00\% |
|  | 17.28\% | 66.47\% | 0.20 | 91.70 | 91.13 | 91.51 | 2.44\% |
|  |  |  | 0.40 | 79.18 | 83.99 | 80.82 | 13.84\% |
|  |  |  | 0.60 | 65.90 | 76.77 | 69.73 | 25.66\% |
|  |  |  | 0.80 | 54.28 | 70.64 | 60.26 | 35.76\% |
|  |  |  | 1.00 | 44.82 | 65.77 | 52.78 | 43.73\% |
|  | 23.38\% | 89.91\% | 0.20 | 89.78 | 91.88 | 89.99 | 4.06\% |
|  |  |  | 0.40 | 76.09 | 83.25 | 76.84 | 18.08\% |
|  |  |  | 0.60 | 62.33 | 74.53 | 63.67 | 32.12\% |
|  |  |  | 0.80 | 50.72 | 66.88 | 52.58 | 43.94\% |
|  |  |  | 1.00 | 41.62 | 60.55 | 43.90 | 53.20\% |
| Area-2 | 3.24\% | 10.22\% | 0.20 | 205.43 | 229.33 | 227.01 | 2.90\% |
|  |  |  | 0.40 | 189.25 | 228.74 | 225.03 | 3.75\% |
|  |  |  | 0.60 | 167.46 | 228.10 | 222.67 | 4.76\% |
|  |  |  | 0.80 | 144.40 | 227.61 | 220.57 | 5.66\% |
|  |  |  | 1.00 | 122.84 | 227.35 | 218.99 | 6.33\% |
|  | 10.65\% | 33.58\% | 0.20 | 216.13 | 229.11 | 224.85 | 3.83\% |
|  |  |  | 0.40 | 198.51 | 226.39 | 217.45 | 6.99\% |
|  |  |  | 0.60 | 175.56 | 223.26 | 208.50 | 10.82\% |
|  |  |  | 0.80 | 152.05 | 220.51 | 200.20 | 14.37\% |
|  |  |  | 1.00 | 130.65 | 218.40 | 193.49 | 17.24\% |


| Study <br> Area | $\eta_{1}$ | $\eta_{2}$ | $w$ | $\mathrm{RMS}_{\text {Fusing }}(\mathrm{m})$ | RMS ${ }_{\text {Checking }}(\mathrm{m})$ | RMS (m) | $\eta_{3}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Area-2 | 15.90\% | 50.00\% | 0.20 | 204.18 | 241.40 | 223.56 | 4.38\% |
|  |  |  | 0.40 | 185.68 | 237.67 | 213.26 | 8.79\% |
|  |  |  | 0.60 | 162.36 | 233.78 | 201.26 | 13.92\% |
|  |  |  | 0.80 | 139.11 | 230.79 | 190.55 | 18.50\% |
|  |  |  | 1.00 | 118.38 | 228.88 | 182.21 | 22.07\% |
|  | 21.06\% | 66.42\% | 0.20 | 221.56 | 220.70 | 221.27 | 5.36\% |
|  |  |  | 0.40 | 200.83 | 216.23 | 206.11 | 11.84\% |
|  |  |  | 0.60 | 176.70 | 212.24 | 189.35 | 19.01\% |
|  |  |  | 0.80 | 154.23 | 209.56 | 174.73 | 25.27\% |
|  |  |  | 1.00 | 135.21 | 207.99 | 163.24 | 30.18\% |
|  | 28.47\% | 89.78\% | 0.20 | 220.31 | 209.32 | 219.22 | 6.24\% |
|  |  |  | 0.40 | 198.84 | 205.04 | 199.48 | 14.68\% |
|  |  |  | 0.60 | 174.53 | 201.27 | 177.44 | 24.11\% |
|  |  |  | 0.80 | 152.16 | 198.58 | 157.52 | 32.63\% |
|  |  |  | 1.00 | 133.25 | 196.83 | 141.05 | 39.67\% |

Appendix A.4.2. Data statistics of topography and gravity models

| Data Statistics of Topography and Gravity Models |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Sea Area-1 | Data Category | Min | Max | Range | SD |
|  | $\mathrm{Topo}_{\mathrm{VG} 1}$ (m) | -2057.7 | -1485.1 | 572.6 | 122.9 |
|  | $\mathrm{Topo}_{\text {VGG1 }}(\mathrm{m})$ | -2023.9 | -1631.9 | 392 | 76.2 |
|  | Model ${ }_{\text {VG1 }}$ (mGal) | -10.7 | 32.0 | 42.7 | 8.0 |
|  | Model ${ }_{\text {VGG1 }}$ (Eötvös) | -26.6 | 31.7 | 58.3 | 10.5 |
| Sea Area-2 | $\mathrm{TopogG2}^{(\mathrm{m})}$ | -4965.7 | -3587.7 | 1378.0 | 245.1 |
|  | $\mathrm{Topo}_{\mathrm{VGG} 2}$ (m) | -5027.5 | -3559.7 | 1468.5 | 284.8 |
|  | Model $_{\text {VG2 }}(\mathrm{mGal})$ | 2.9 | 47.0 | 44.1 | 8.8 |
|  | Model ${ }_{\text {VGG2 }}$ (Eötvös) | $-39.2$ | 44.8 | 84.0 | 12.8 |

## Appendix A.5. The Effect of Resolution on Prediction Results

We use the depth of the center point of each grid to represent the depth of the grid. Clearly, there is an error in the method in which one point is used to represent a grid. To better illustrate the error caused by segmentation, Figure A1 below is drawn. The blue surface in Figure A1 represents the topographic fluctuations in a single segment. In this study, the central depth $h$ represents the depth of a single segment. It is clear that, if the fluctuation is smaller, the central depth $h$ is more able to approximate the true depth and generate a smaller prediction error; otherwise, a greater error is produced.

Therefore, if the selected grid step is shorter, the prediction error will be smaller. However, the resolution of the current gravity anomaly model is insufficient. Regarding the prediction error caused by the selection of different step lengths, this study uses the following simulation experiments to evaluate the accuracy.


Figure A1. Schematic diagram of segmentation error.
The region $R$ is selected as a square sea area of $40 \mathrm{~km} \times 40 \mathrm{~km}$, and four symmetrical conical seamounts are placed directly under $R$. The radius of the two symmetrical seamounts is 10 km , and the heights are 0.5 km and 1 km , respectively, and they are placed at a depth $H$ of 4 km , as shown in Figure A2a.


Figure A2. (a) Schematic diagram of simulated seamount. (b) Inversion error distribution map with 4 km step. (c) Inversion error distribution map with 2 km step.

The VGG anomaly generated by the simulated seamount at the sea level $R$ can be obtained by using the integral formula. Then, choosing two different grid steps of 4 km and 2 km , the depth can be solved iteratively from the observation equation. Figure A2b,c show
the error distributions of the prediction results. It can be seen from Figure A2b,c that the error at the center is the largest, the error gradually decreases outward, and the error at the four corners is the smallest. This error characteristic is mainly related to the topographic fluctuations, and the larger the topographic fluctuation, the greater the corresponding error. According to the further statistics, the RMS errors of Figure A2b,c are 56.1 m and 7.2 m, respectively. This shows that the smaller the segmentation step, the smaller the prediction error. That is to say, a more accurate prediction result can be obtained by increasing the resolution of VGG anomalies.
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