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Abstract

Open air live events can be a powerful source of noise, in particular at low frequencies.
Furthermore, the sound waves at these frequencies propagate over large distances with
minimal attenuation from atmospheric absorption. Sound field control can reduce these
low frequency noise emissions. This approach employs a secondary array behind the
audience for this purpose. State of the art methods can provide up to 15 dB in noise
reduction at approximately 130 m.

It is of interest to increase the working range and robustness of these systems. This
thesis makes strides in this direction by focusing on two subproblems. The numerical
method employed to synthesize the filters for the secondary array is the first subproblem
and is directly connected to the spatial properties of the solution, ease of use and insertion
loss. The limited range of these systems is mainly related to the degree of accuracy in
the characterization of the propagation paths which constitutes the second subproblem
investigated in this thesis.

A new iterative method is proposed to deal with the first subproblem. This method uses
parameters that are directly related to physical quantities. This direct connection makes
it easier to use and allows us to efficiently control amount of radiation outside of the quiet
zone. This method has been experimentally validated using both measured and simulated
transfer functions. The results show that this method using simulated transfer functions
provides noise reduction performances on par with other methods with 10 dB broadband
insertion loss and peaks of up to 20 dB. Solutions obtained from simulated transfer func-
tions generalize better outside of the quiet zone and can be easily updated when propaga-
tion conditions change. Moreover, regularization not only balances the trade-off between
noise reduction and amplitude of the solution but also controls the radiation pattern of
the control array and the robustness of the solution against uncertainties and modelling
errors.

The second subproblem can be dealt with by using measurements, but this strategy be-
comes increasingly impractical over large distances. Propagation models and simulations
provide an alternative. However, there are many concurrent factors affecting sound prop-
agation outdoors such as reflections from obstacles, trees, ground, and the influence of
a moving and inhomogeneous medium. Characterizing and including all these effects is
an enormous task. This thesis restricts itself to the effects produced by a moving inhomo-
geneous medium to extend the range. An accurate description of the medium is crucial
to achieve reliable predictions of the two propagation paths. For this reason, this work
reviews fundamental aspects of micrometeorology that allow to better understand and
model the wind and temperature profiles. This project makes use of numerical simula-
tions to analyze the importance of using the right model for the wind profile. The results
show that the use of an unsuitable model introduces a phase error and misrepresents the
interference pattern close to the ground leading to a deterioration of the performance of
an active noise control system. This thesis studies how different parts of the profiles affect
the error and how sensitive it is to parameters that characterize the lower atmosphere.
Finally, these results are used to derive a range in which simpler profiles can still be used
in simulations without affecting the accuracy of the results.
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Resumé

Udendears koncerter kan veere til stor gene for naerliggende omrader, specielt ved lave
frekvenser som kun daempes moderat over starre afstande. Lydfeltkontrol systemer med
ekstra hgijttalere bag publikum kan reducere stgjniveauet, og er opnaet op til 15 dB ved
en afstand pa flere hundrede meter.

Denne afhandling adresserer de to delproblemer seperat: Design af kontrolfiltre til de
sekundeere hgijttalere og karakteriseringen af overfaringsfunktionerne til kontrolomradet.

Det farste delproblem er undersagt bade vha simuleringer og udendars eksperimenter.
En ny iterativ metode er introduceret, dens parametre er direkte forbundet til fysiske star-
relser og derfor er metoden bedre egnet til at bla. at kontrollere udstralingen udenfor
kontrol zone. Metoden giver en deemping svarende til andre metoder: fra 10 dB op til
20 dB. Eksperimenterne viser desuden at simulerede overfgringsfunktioner leder til filtre
og lgsninger som generaliserer bedre til omradet udenfor kontrolzonen og nemmere kan
justeres nar vind- og temperatur-forholdene e&ndres. Den iterative metode tillader ogsa
nemt at regularisere Igsningen og dermed udstalingsmgnsteret og robustheden.

Det andet delproblem kan lgses ved at male overfgringsfunktionerne, men kun for kortere
afstand, bla. p.gr.a praktiske begraensninger. Som alternativ kan de modelleres, men
dette kraever ngjagtig information om udbredelsen af lyd i et inhomogent medium med
flow. Afhandlingen behandler derfor ogsa mikrometeorologi for at kunne beskrive vind
og temperatur profilerne i atmosfeeren. Numeriske simulering anvendes til at undersgge
og illustrere betydningen af ngjagtigheden af vindprofilen for at minimere fase fejl og de
begreensninger i lyddeempningen de vil medfare.

Med baggrund i de praktiske problemer forbundet med en direkte maling af vindpro-
filen undersgges muligheden for at anvende en machine-learning baseret model af over-
foringsfunktionerne. Modellen kan treenes pa bade malte og simulerede data til at til es-
timere vindprofilen udfra et relativt lille antal malte overferingsfunktioner. Denne metode
vurderes dog til ikke at have den ngdvendige modenhed til at kunne anvendes direkte pa
et problem af denne kompleksitet og mere forskning her er ngdvendig.
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1 Introduction

The exposure to noise has a deleterious effect on the health and well-being of individu-
als. The European Environment Agency report that an estimated 12000 deaths and 48000
new cases of ischemic heart disease per year are related to long-term noise exposure.
Furthermore, 22 million people suffer chronic high annoyance, and 6.5 million people suf-
fer chronic high sleep disturbance (European Environment Agency, 2020). Findings like
these prompted international organization to develop guidelines (World Health Organiza-
tion. Regional Office for Europe, 2018) and national and local governments to introduce
stricter regulations on noise emissions (Hill and Shabalina, 2020). When talking about
noise pollution, the focus is usually on traffic, railroads, or aircraft noise. However, any
undesired sound can be perceived as noise and open-air live events are often perceived
as such by individuals living close to the venues, see Figure 1.1. These type of events usu-
ally have a strong low frequency component (Elowsson and Friberg, 2017; Stafringsdal,
2018). This is of particular concern since low frequencies can travel very large distances
with minimal attenuation (Bass et al., 1995). It is possible to control the radiation pattern
of the main sound reinforcement system on stage, usually referred to as public address
(PA). This can be done through careful selection of the loudspeakers based on their di-
rectivity pattern, their positioning and the use of electronic delays. This is often done to
focus the radiation towards the audience and to limit spilling to the sides. However, the
problem remains on the main axis of PA since it is where the audience is located. In
(F. Heuchel et al., 2018) additional control sources are placed behind the audience. The
purpose of this secondary array is to generate a secondary sound field that matches the
main, or primary, sound field but with opposite phase to cancel noise emissions through
destructive interference.

There are multiple techniques to approach this problem. A first distinction is between
adaptive feedback methods and static feedforward methods. The first approach uses
the signal from one or multiple error sensors to update the coefficients of the filters ap-
plied to the control sources. The main limitation of this approach is that the largest noise
reductions occur where the sensors are located. Furthermore, multichannel systems us-
ing multiple sources and sensors, as in this case, are computationally expensive. Even
though some of these limitations can be mitigated, static feedforward methods present a
more suitable alternative since they have a lower computational cost.

These techniques are often used to create personal audio zones (Betlehem et al., 2015)
to deliver different audio contents to small regions sharing the same space. A special
application of these techniques aims to generate a bright zone, where the audio content
is delivered, while keeping the surrounding space quiet. This is like the problem investi-
gated in this thesis. The fundamental differences are that most of these techniques are
used indoor, so the medium can be considered static and homogeneous, and they do
not differentiate between primary and control source. These are important distinctions
since in outdoor applications, the medium is moving and inhomogeneous. Moreover, a
distinction between primary and secondary sources is necessary because it is not possi-
ble to intervene on the signal delivered to the PA since it would affect the sound field in
the audience area.

The first study that deals with sound field control for outdoor live events is (F. Heuchel
et al., 2018), which adapts the techniques used for personal audio zones to the problem
studied in this thesis. This and following work on this topic used least square solutions with
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Figure 1.1: Estimated noise emission for the festival Made In America 2017 (demo project
from NoizCalc (d&b audiotechnik GmbH & Co. KG, 2019)).

Tikhonov regularization to synthesize the filters for the secondary sources. Even though
this approach is computationally efficient, it has the drawback that the regularization pa-
rameter has no direct physical meaning. Finding an optimal value for this parameter is
not easy since it controls the level reduction, the radiation pattern of the control array and
the amplitude of the filters. These aspects are very important since we want to avoid to
reduce the level in one direction while increasing it somewhere else, thus shifting the is-
sue from one area to another. Furthermore, the amplitude of the filters is also a concern
since we want to avoid non-linear effects from the transducers. This thesis, as previous
works, assumes that the control system is linear and any deviation from this assumption
would degrade the achievable noise reduction.

One of the objectives of this thesis was to simplify the use of these systems. A more effi-
cient, or intuitive, way to control the trade-offs between the issues described above would
be a stride in such direction. This was the first task undertaken in this project. One of
the methods considered at first was convex optimization with constrains on the amplitude
of the solution. Even though this method allows to avoid possible non-linear behavior
from the transducers and provides accurate and high-performance solutions, it is compu-
tationally demanding and harder to implement at a development stage. Furthermore, it
is difficult to introduced constraints on the radiation pattern since it can easily lead to an
empty feasible set.

Subspace methods, on the other hand, offer an intuitive way to control the directivity pat-
tern of the control sources. These methods allow to decompose the transfer paths in
source modes and the corresponding pressure modes. One can than select only source
modes that excite pressure modes with desired spatial properties and the solution is com-

2 Active noise control for open air live events at low frequencies
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Figure 1.2: A simulation of the active noise control system for open air events in action at
63 Hz.

puted in the subspace resulting from this mode selection. However, this selection is hard
to automate and needs to be repeated at each frequency. Furthermore, these methods
do not provide a way to limit the amplitude of the solutions with the potential issue of
introducing non-linearities.

The alternative investigated and proposed in this thesis consists of the conjugate gradient
leas square algorithm (CGLS), an iterative subspace method where the number of itera-
tions replace the regularization parameter and mode selection. The number of iterations
can be easily controlled using stopping criteria. These criteria can be tuned to each spe-
cific application. In this application they are used to control the radiation pattern of the
control source. In this way, a potential user can introduce regularization through intuitive
and physically meaningful parameters instead of more abstract regularization terms. Fur-
thermore, this method can be combined with an active set-type method to impose explicit
amplitude constraints without incurring in an increase in the computational cost as occurs
with convex optimization.

This method was first tested in anechoic conditions, then in a more realistic setting with
reflections involved. However, the reflections made it harder to study the numerical prop-
erties of the solutions. Therefore, an additional test was designed to better study this
method and the properties of its solutions also in comparison to solutions provided by
the other methods described above. Section 2.1.1 briefly summarize this method and
Section 2.1.2 recounts the three measurements sessions. The latest and more thorough
measurement campaign and its results are also published in Paper B.

Measuring the performance of an active noise control system (ANC) outdoor and a low
frequency is a challenging task. In general, it involves large transducers to control fre-
quencies in the range of interest, from 30 to 120 Hz. Furthermore, the application of
this project involves large spaces and long propagation distances. These two aspects
together increase the logistical complexity if these experiments. The preparation of the
required equipment, transportation and setting up the experiment was further complicated
by a pandemic that affected the availability of support for these tasks and of suitable

Active noise control for open air live events at low frequencies 3



venues suitable. Some of these issues were mitigated by performing experiments at a 2:1
scale. Nonetheless, these complications introduced delays that hindered the outcomes of
this project. Notwithstanding, the measurement campaigns highlighted the importance of
properly modelling the medium. Even at short distances, a mismatch in the wind direction
or the magnitude of the temperature or the wind speed can introduce a phase error that
degrades the performance of the ANC system. This is in accordance with previous works
((Caviedes Nozal et al., 2019b; F. M. Heuchel et al., 2020). At larger distances, addi-
tional phenomena such as refraction from a moving inhomogeneous medium influence
the phase and the magnitude of the pressure field on the ground. Some of these issues
have been dealt with using either measurements or hybrid methods. The first approach
presents a logistical challenge at large distances without considering that it is expensive
and, as the weather condition changes, the accuracy of the measurements degrades. The
work presented in (F. M. Heuchel et al., 2019) address this issue using a neural network
to derive a delay compensation based on changing weather conditions to adapt the mea-
sured transfer functions. The hybrid approach used in (F. M. Heuchel et al., 2020) reduces
both the number of measurements needed and the computation time that a pure model-
based method would require. However, the model used in that case assumes a static and
homogeneous medium. However, this is not an accurate description of the medium and
more advance models are required to include its effects on sound propagation to extend
the range of these ANC systems.

This thesis studies the possibility of using simulations to include more complex propa-
gation scenarios and to avoid the use of physical sensors to improve the ease of use of
these techniques in every-day applications. Some of the models analyzed are described
in Section 3.2.1. For such an approach to work, it is required a sufficiently accurate de-
scription of the medium and a computationally efficient implementation of a propagation
model computation time compatible with continuously changing propagation conditions.

Detailed modelling of the medium taking into account the dynamics and characteristics of
the atmospheric boundary layer (ABL) were not considered in previous works on ANC for
outdoor live event. The ABL is the lowest part of the atmosphere, the one that interfaces
with the ground and where sound propagation takes place. A novelty in this thesis is the
use of micrometeorology to make informed decision about what aspects and phenomena
of the ABL are worth considering when applying ANC techniques to outdoor sound prop-
agation. Based on this knowledge, it describes the most relevant propagation scenarios
and present relevant models for the medium wind speed to facilitate accurate predictions
using only few parameters to describe the medium. The basic theory describing the dy-
namics and main regimes of the ABL is described in Section 3.2.2 and more details are
given in Paper C.

A better knowledge of the ABL, its regimes and its effects on the medium allows to make
important considerations. For instance, at night the ABL is either stable or, closer to
sunset and sunrise, neutral. In a stable boundary layer, the temperature increases with
height, which results in a downward refracting atmosphere. This condition is the most
favorable for sound propagation since results in an acoustic duct close to the ground and
increases the propagation range of the noise emissions. Regulations are tighter at this
time of the day to avoid sleep disturbances and stress related conditions. Hence, control
of noise emissions from open air event is particularly important at nighttime. Moreover, in
a stable boundary layer, the atmosphere close to the ground, where sound propagates, is
stably stratified and the turbulence only occur above it. It means that, in this scenario, the
turbulence are of less importance than the mean properties which can be modelled with
larger accuracy. Furthermore, simulations using mean properties averaged at different
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positions provide more reliable results from simulations (Wilson et al., 2008). For these
reasons, this thesis focuses on the mean properties of the medium instead of turbulence.

The effect of turbulence could be accounted for using simulations of multiple sound fields
produced by different realizations of the turbulent wind and temperature fields and then
use a robust optimization framework (El Ghaoui and Lebret, 1997).

A logarithmic function is often used to model the mean wind profile in acoustics (Van
Den Berg, 2004; Taherzadeh et al., 1998; Hornikx et al., 2010). The use of this model
is attractive since it is simple and easy to tune due to the low number of parameters.
However, it is only suitable in a specific regime of the ABL which does not often occur.
In one of the most common regime of the ABL (Wyngaard, 2010; Zilitinkevich and Esau,
2005), the wind speed and its gradient are larger than predicted by a logarithmic profile.
It is then important to know when a logarithmic profile can still be used and within which
range before the error it introduces can be neglected. This thesis presents studies that
analyzed the error introduced by inaccurate descriptions of different sections of the wind
profile and how sensitive this error is to different parameters that characterize the ABL.
The results show that the main error introduced by using the logarithmic profile is in the
phase which, while irrelevant for prediction of noise exposure levels, it is crucial in an
active noise control application. As shown in Figure 1.3, noise reduction can only be
achieved when the phase mismatch between primary and secondary field is smaller than
60°. The system produce amplification when the mismatch is larger than this threshold.
An important outcome of the study undertaken in this thesis is that the phase error in the
predictions made using a logarithmic profile are smaller than 60° until approximately 1
km. Beyond that point it largely depends on meteorological parameter that are hard to
measure.
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Figure 1.3: A plot of the achievable insertion loss as a function of the magnitude and
phase error between the primary and secondary fields.

In parallel to these sensitivity studies, the thesis also investigated passive methods to
measure the properties of the medium using techniques that can also be used to speed
up simulations and make them a viable option for this application. Passive measurement
methods consist of inferring the magnitude of a quantity by measuring a different quantity
thatis related by a known relationship to the first. This approach has been used previously
in ocean acoustics (Gerstoft and Gingras, 1996; Park et al., 2010; Bianco and Gerstoft,
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2016; Bianco and Gerstoft, 2017) and seismology (Virieux and Operto, 2009; Aghamiry
et al., 2019; Aghamiry et al., 2021). In both cases, acoustic measurements were used
to either derive the speed of sound in water or the composition of the ground below the
surface. However, most of these approaches require a propagation model whose pa-
rameters are tuned using different optimization techniques. The time requirements of the
propagation models are still too demanding for the application considered in this thesis.
The use of a surrogate model instead of traditional numerical methods could potentially
offer an alternative.

(Raissi et al., 2019) used a neural network to produce a surrogate model for different
physical problems. With this aim, the networks were trained using the PDE describing
the problem of interest by including it in the cost function. These types of networks are
known as Physically Informed Neural Networks (PINN. (Sitzmann et al., 2020) used this
type of network to model sound propagation through the earth and then combines it with
measured data to recover the sound speed and composition of the ground below the
surface. This approach was considered in this thesis since it can be used to solve the
forward problem and speed up the simulations required to estimate the primary and sec-
ondary propagation paths. After the training phase these networks can quickly make a
prediction at the desired position instead of computing it over the entire domain. More-
over, the combination of this technique with measured pressure data on the ground was
also investigated to improve the accuracy of the estimation of the sound speed profile and
further refine the predictions made by the surrogate model. Technical Note F presents
the results of a preliminary study for the use of such technique for the current application.
However, this approach will require additional investigation since it was found to be not
mature enough to correctly simulate an inhomogeneous medium and the effect introduced
by a reflective ground or to recover the sound speed profile correctly.

While developing the surrogate model, an additional measurement campaign was de-
signed and undertaken to gather real-world data to investigate the capabilities of the sur-
rogate model to recover the sound speed profile. These measurements took place at the
DTU campus of Risg. The logistics of these measurements were quite complex since
it was necessary to have large propagation distances to detect the effects of an inho-
mogeneous medium and then reconstruct the sound speed profile. Furthermore, it was
necessary to have instruments at the measurement site that could provide a benchmark
to test the reconstruction made by the surrogate model. For these reasons the campus at
Risg was chosen since it is fitted with weather masts equipped with sonic anemometers
placed at different heights that measure both temperature and wind speed, parameters
that can be used to calculate the effective speed of sound. However, during the summer
months it had been challenging to get access to the campus and to a suitable space within
it where the propagation distance was large enough. Furthermore, the access to the site
had to be coordinated with the renting and transportation of the measurement equipment
which was complicated by a busy season due to the pandemic restriction being dropped
and the resulting large amount of work experienced by the provider. Furthermore, an
additional laser-based measurement system developed by the Photonik department was
tested during this campaign which required further coordination. These logistical issues
produced delays on the original timeline and additional technical problems affected the
quality of the data gathered on this occasion.

An additional and larger measurement campaign was planned towards the end of this
project to test adaptation strategies of the controller developed in this phase to changing
propagation conditions. However, the complications described above, and additional set-
backs prevented this experiment from happening. Furthermore, it was not possible to test
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the system during a real outdoor live event since almost none took place during this the-
sis. These challenges lead this thesis to focus more on the simulation work, by analyzing
different propagation models and numerical techniques, and modelling effort through the
study of the physics of the atmosphere and the description of the medium.

The surrogate model was supposed to provide the primary and secondary propagation
paths required by the CGLS algorithm to generate the control filters. The original plan
included an additional large-scale measurement campaign to assess the combined per-
formance of such a system. This final experiment was designed for control over large
distance, where the weather has a large impact on the performance and was going to take
place on a grass landing strip of a small airport with no surrounding buildings to limit the
number of parameters influencing the study. Unfortunately, this measurement campaign
was cancelled due to the poor results obtained with the surrogate model, the technical
difficulties encountered during the measurement campaign in Risg and the overall delays
related to logistical complications, in part brought by the pandemic.

1.1 Scope of the thesis

The application of an ANC to outdoor live events still presents some challenges. At the
start of this project, ANC systems for reduction of noise emissions from open air live event
at low frequencies had already been tested and proved to work with different degrees
of performance depending on the topological complexity of the venue and propagation
conditions. Furthermore, their use required a noteworthy logistical and technical effort.
So, the main research questions considered at the beginning of this project were two: 1)
Is it possible to extend the working distance of these systems or make it more robust? 2)
Are there other approaches that can simplify the use of these systems for every-day use?
These general questions were found to have multiple ramifications during this project and
were too large to be tackled entirely by this project. However, this thesis makes strides in
such direction focusing mainly on the following aspects:

* Provide a functional overview of the problem: This is a problem that can be de-
scribed in terms of two main building blocks. The overall limitations are defined by
these fundamental components, so it is important to study each of them separately.
In this way, these techniques can be better combined to improve performance. This
approach also provides better insights on the limitations of the actual approach and
what are the most important challenges to address to move forward. Paper A pro-
vides such an overview by looking at the techniques that have been employed so
far and identifies their pros and cons.

* Investigate the use of simulations in outdoor sound field control: The use of mea-
surements is a logistical challenge at large distance and it can hinder the use of these
systems due to economical, technical or logistical reasons. Paper B looks into the
use of simulations instead of measurements and compares the performance of the
corresponding solutions. Furthermore, it analyses the robustness of such solutions
against uncertainties in the modelling parameters.

» Controlling the amplitude and directivity pattern of the solution: Any outdoor ANC
system should reduce the level in the dark zone but it should also ensure that it
will not create new problems in other areas. Moreover, it should allow to control
the amplitude of the solution to avoid non-linearities in the transducers. Paper B
introduce an iterative method that easily allows to control the directivity pattern of
the solution and its amplitude when paired with an active set-type method.

» Characterization of the medium: Simulating sound propagation over large distances
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outdoor requires models that can account for a moving inhomogeneous medium. A
good deal of methods has been developed over the years and this thesis describes
some of the most used ones and their limitations. However, the prediction from
each model is accurate only if the underlying assumptions are valid and the mod-
elling parameters are accurate. Paper C gives an overview of the dynamics of ABL.
This knowledge is used to derive numerical approximations for these parameters.
However, these methods have limitations that are also described in Paper C. Pa-
per D study the error introduced in the simulations when the wind and temperature
dependency on height is modelled using profiles that are not appropriate for a partic-
ular regime of the ABL. From the results, it is evident that the wind and temperature
profiles play a very large role in outdoor sound propagation. To really overcome
these limitations, these profiles should be measured. Direct measurements tech-
niques are prohibitive for this application. As a possible alternative, Technical Note
F studies the use of physically informed neural networks (PINN) to reconstruct the
wind profile indirectly from pressure measurements on the ground.

1.2 Structure of the thesis

This thesis is organized as a collection of manuscripts and is organized in two main parts.
The first part starts with this Chapter which provides the background and motivations for
the thesis, the challenges encountered in this type for application and the aim of this
work. Chapter 2 provides a recount of the state of the art and the contributions made by
this thesis. The first part of this section reviews the techniques used for personal sound
zones which their adaptation to the current problem. The rest of the chapter focuses on the
characterization of the propagation paths, from measuring or simulating them to the use
of different propagation models and the importance of the modelling parameters. Chapter
3 provides the theoretical foundations behind the manuscripts. It is also divided into two
main sections dealing with the theory of the two subproblems. The first section introduces
inverse problems theory, the purpose of regularization and how it affects different aspects
of the solutions. The second section, first introduces some of the most used outdoor
sound propagation models together with the assumptions used to derive them and the
limitations they introduce. Secondly, it provides a description of fundamental aspects
of micrometeorology to better understand the medium and to model medium properties
such as wind and temperature profiles. The reader that is already familiar with any of
these topics can skip the corresponding section and move to the papers. Finally, Chapter
4 presents the main conclusions drawn from this thesis and the main gaps that still have
to be filled for this type of application to further mature.
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2 State of the art and contributions

This section describes the state of the art for outdoor sound field control and the contribu-
tions made in this thesis. For the theory behind the contributions and papers presented
in this section, see Chapter 3. This part of the thesis is organized in four main sections:

1. The first describes the state of the art in active noise control and in particular its
application to the reduction of noise emissions from outdoor live events. The section
ends highlighting the knowledge gap found when analyzing the state of the art and
the contributions made by Paper A and Paper B to address them.

2. The second part deals with the characterization of the propagation paths. The main
knowledge gap addressed in this thesis revolves around the characterization of the
medium. The contributions from Paper C , Paper D and Paper E are mainly aimed
at addressing this gap. They are mainly focused on the analytical descriptions of
such quantities and on the error introduced by the inaccurate model of the wind
profile.

3. The third section focuses on the recovery of the medium properties. Even though
direct measurements can be prohibitive for this application, indirect methods such
as the ones used in ocean acoustics and seismology could provide a more practi-
cal alternative. Technical Note F , which was originally a report for specialization
course, describes a preliminary study to adapt a state of the art technique used in
seismology based on PINN to outdoor sound propagation. In contrast to the other
manuscripts included in this thesis, this work was only at an exploratory stage and
was not completed yet at the time of writing.

4. The fourth and last section provides a summary of each of the papers included in
this thesis.

2.1 Active noise control for outdoor live events

There is rich literature describing different approaches and applications of ANC. Most
ANC algorithms fall into two categories: feedback and feedforward methods (Nelson and
Elliott, 1992). The former uses an error sensor to measure the mismatch between the
primary/noise field and the control field. This signal is used to adapt a set of control filters
to minimize the error signal, in this case the mismatch between the main sound field and
the synthesized anti-field. One of the better known examples of this type of algorithm is
the FXLMS (Nelson and Elliott, 1992). The feedforward methods might employ an error
sensor but only to monitor the performance of the system and not for adaptation. These
methods require a characterization of the primary and secondary paths which can be done
in different ways as described in Paper A. Even if adaptation is lost, these methods offer
the potential of avoiding the use of physical sensors and are computationally cheaper
since there is no real-time adaptation. This makes them particularly suitable for large
systems with multiple sources and sensors. During this thesis, only feedforward methods
have been used thus this section focuses only on them.

Wave Field Synthesis (WFS) (Ahrens and Spors, 2012) could potentially be used to an-
alytically generate the secondary sound field using a plane wave representation of the
primary field. However, the finite and discrete nature of the secondary array, as shown in
Fig. 1.2, limits the complexity of the sound field than can be generated (Ahrens and Spors,
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2010). Furthermore, this method does not allow to easily include constraints to limit back-
radiation and spilling outside of the dark zone which is crucial for the application studied
in this thesis.

Recent developments in sound field control, and reduction of outdoor noise emissions,
adapt methods and techniques that were first introduced for multi-zone applications. This
concept, introduced in (Druyvesteyn and Garas, 1997), consists of delivering audio con-
tent within a confined region without increasing the level elsewhere. (Betlehem and Teal,
2011) used convex optimization for this purpose with an interior point algorithm (Boyd and
Vandenberghe, 2004) to include constraints. The objective function was formulated as a
pressure matching (PM, see Section 3) problem to generate the desired pressure field in
the region where audio was delivered. They added a constraint on the source effort and
one on the maximum pressure in other regions that were meant to be kept quiet. The
method proposed was effective and the problem statement could be easily adapted to
sound field control. They also showed, through the use of the Lagrangian (Boyd and Van-
denberghe, 2004), how the convex optimization problem was connected to a weighted
least square problem with regularization. The constraints had a physical meaning which
made it easier to define them. On the other hand, it was found that it was harder to
find an optimal value for the regularization parameter which was introduced for numerical
reasons.

(Elliott et al., 2012) used a similar approach. The problem was first formulated as an
acoustic contrast control (ACC), with the objective of maximizing the level difference be-
tween the bright and the quiet/dark zones. It was then written in terms of the Lagrangian
of a convex problem with different formulations for the objective function and one of the
constraints. An additional constraint was placed on the source effort. The different for-
mulations showed different numerical properties and some were found to be more stable
than others. The system developed in (Elliott et al., 2012) was designed for indoors, which
meant that it did not have to deal with an inhomogeneous moving medium but it had to deal
with reflections. Both the quiet and personal audio areas were generated by an array of
two or three loudspeakers in an endfire configuration which did not differentiate between
primary and control sources. This work also analyzed the influence from uncertainties
coming from reflections, position, and response of the drivers. It used robust control the-
ory (Morari and Zafiriou, 1989) to factor in these uncertainties. The deterministic pressure
field in the cost functions was replaced by a spatial average of the pressure field including
the contribution from the uncertain parameters.

The previous two approaches used ACC and PM. (Chang and Jacobsen, 2012) com-
bined those formulations to create a bright zone surrounded by a quiet one using a dou-
ble layer circular array and achieving contrast values of up to 40 dB. In (Pasco et al.,
2017) the situation was reversed, a double layer circular array was used to generate a
circular quiet zone within the array without affecting the surrounding primary field. They
used the generalized singular value decomposition to separate the contributions from the
loudspeakers to the dark and bright zone before applying ACC. Separating the contribu-
tions allowed an improved control over the leakage of the sources into the primary field.
Many of the approaches described above, developed for multi-zone purposes, are sum-
marized in (Betlehem et al., 2015). More recently, (Abhayapala et al., 2019) proposed a
subspace method, where the secondary transfer function matrix is approximated by only a
few components obtained through principal component analysis (PCA). A set of selected
components provided a subspace where the solution lies. This approach allowed to con-
trol the spatial properties of the synthesized field according to the principles described
in (Borgiotti, 1990). However, the decomposition and component selection had to the
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performed at each frequency reducing its practical applications.

The formulation of the problem in this thesis is a special case of the problem described
above where we only consider one dark zone. However, the application to outdoor live
events introduces a few critical differences and complications. The previous cases deal
with indoor acoustics. This is an important distinction since the larger distances involved
in this thesis and a moving inhomogeneous medium introduce a new set of challenges.
Furthermore, in many instances the same sources generated both the bright and dark
zones. In the case of live events, we must distinguish between primary and secondary
sources since the primary sources are located at the stage and is not possible to interfere
with the audio content delivered to them to not affect the experience of the audience. Fur-
thermore, the size of the domain prevents placing the control sources around the control
area.

(Wright and Vuksanovic, 1996) described the first application of ANC to outdoor problems
and validated it experimentally using pure tones in (Wright and Vuksanovic, 1999). (F.
Heuchel et al., 2018) further developed this application and applied it to real world sys-
tems. The problem was initially stated as a multi-objective minimization problem similar
to (Chang and Jacobsen, 2012), allowing to control the trade-off between minimizing the
level in the dark zone and limiting the spilling of the control sources in the audience area.
It was then recast as a least square problem as in (Betlehem and Teal, 2011; Elliott et al.,
2012). It used a two-layer array of control sources to limit the leakage of the secondary
field into the bright zone. After experimental validation, it was found that a single array
of cardioid subwoofers can replace the double-layer array leading to a setup similar to
the one shown in Figures 1.2 and 2.1. This also simplifies the logistics and the objective
function since a leakage reduction term is no longer needed.
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Figure 2.1: An example of a setup for outdoor sound field control. The loudspeaker array
at x = 0 mis the primary array and the one at + = 20 m is the secondary array meant to
weaken the noise emission in the dark zone (DZA in the picture). The area between the
two arrays is the audience area. Additional microphones arrays are used in this instance
for monitoring purpose (Figure 1a in Paper B (Pierangelo Libianchi et al., 2023)).

(Brunskog et al., 2019) presented a review of applications of sound field control to different
environments with increasing topological complexity. The system performed well under
conditions close to free-field and tended to deteriorate when reflections were present.
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Larger propagation distances and the presence of obstacles reduced the effectiveness
of the method. In (Caviedes Nozal et al., 2019a), a propagation model using a spheri-
cal harmonics expansion replaced the measured transfer functions. The coefficients of
the expansion, the effective speed of sound and the noise were treated as stochastic vari-
ables. This approach used Bayes theorem to find the optimal values for these parameters.
A likelihood distribution was built using the propagation model and normal and complex
normal distributions were used as priors for the stochastic variables. These distributions
were combined with a sparse dataset of measured transfer functions. The maximum a
posteriori (MAP) of the resulting posterior distribution returned the optimal values for the
parameters of the model. As shown in (F. M. Heuchel et al., 2020), this method vastly
reduced the number of measurements needed for an ANC system and generalized well
beyond the dark zone. This method also did not adapt to changing weather conditions.
The match between the weather conditions at the time of the measurements and the one
encountered at the time of using the system defined the overall performances. The limi-
tations of this approach come mainly from the limitations of the propagation model: it did
not allow to include reflections, either from the ground or obstacles, and the effects of
an inhomogeneous moving medium, namely refraction. The filters were the least square
solution with Tikhonov regularization as in previous cases and, as in those cases, it re-
quired the definition of an optimal regularization parameter to control the level reduction,
the amplitude of the solution and the radiation pattern which complicated its use in prac-
tice. (Olsen and Mgller, 2017) further described the dependence of the accuracy of the
solution, thus the cancellation achieved, on temperature changes and how they could be
mitigated to some extent by tuning the regularization parameter (Coleman et al., 2014).

We found that there is a gap in the study of the effects that all these approaches have
outside of the region(s) under control. The noise reduction in the dark zone should not
be achieved at the cost of increasing noise emissions in other directions, or at least not
beyond a reasonable threshold. Indoor, and with sources surrounding the control region,
this was done in (Betlehem and Teal, 2011; Elliott et al., 2012) using convex optimization
and in (Abhayapala et al., 2019) by careful selection of the components of the subspace.
However, the first is associated with a larger computational cost and the second is im-
practical due to the decomposition and mode selection that must be repeated at each
frequency. The regularized least square can control the radiation pattern and the ampli-
tude of the solution by tuning the regularization parameter. As pointed out in (Betlehem
and Teal, 2011), finding the optimal value for this parameter is not a trivial task though.

Another gap consists of alternatives to convex optimization to enforce amplitude constraint
on the solution at a cheaper computational cost. Limits on the amplitude are important
in this application since the system is assumed to be linear and distortion from over-
driving the control sources would degrade the performance. Furthermore, measuring
the propagation paths can be expensive and, for this type of application, there has been
no comparison with solutions obtained from simulations. The use of simulations instead
of measurement could drastically simplify the deployment of this solution for practical
applications.

2.1.1 Contributions

Paper B introduces a new approach for sound field control based on the conjugate gra-
dient least square (CGLS). This is an iterative subspace method where the regularization
parameter is replaced by the number of iterations. The regularization not only allows to
control the trade-off between the amplitude of the solution and the residual but also the
directivity pattern of the control array. The paper shows numerically why this is the case.
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Replacing the regularization parameter with the number of iterations provides multiple
advantages:

» Opposite to the regularization parameter, it is easy to set suitable stopping criteria.
This approach swaps the nonphysical regularization parameter for meaningful stop-
ping criteria in a similar way as in constrained convex optimization but without the
increase in computational effort associated with it.

» The stopping criteria can be tailored to the requirements of a specific radiation pat-
tern or any other problem-specific requirement.

The paper also addresses the second gap, describing how to include explicit constraints
on the amplitude of the solution. This enforces a strict limit on the amplitude of the solu-
tion providing a precise control in contrast to the number of iterations or the regularization
parameter. The only other method presented here that allows the definition of an am-
plitude constraint is convex optimization. However, the method proposed here is not as
computationally demanding and presents lower requirements in terms of run-time and
memory.

The method proposed is also compared with convex optimization and least square with
regularization using both measured and simulated transfer functions. This allows the
paper to address the third and last gap, highlighting the pros and cons of simulations
against measurements.

Finally, Paper A contributes with a broad overview of the problem describing the mile-
stones that have been achieved so far and the challenges to overcome to extend the
range and generalization of these techniques. This work analyzes the original problem
as two subproblems which allows to identify the weaknesses of each method used to
solve each of the subproblems individually. The purpose of this paper is to provide a plat-
form that serves as a starting point for future studies with the aim of further developing
sound field control techniques for this type of application. The paper ends with a set of
challenges that need to be addressed for these strategies to progress.

2.1.2 Experimental work

The method proposed in Paper B underwent a series of tests to validate its performance
and analyse the advantages offered against other methods such as convex optimization
and regularized least square. As mentioned in Chapter 1, the measurements required
by this type of application are very demanding both in terms of equipment and logistics.
Normally, the loudspeakers are large and heavy due to the frequency range that needs
to be controlled. In addition, the venue where the tests take place needs to be large
enough to accommodate the equipment, allow to test long range sound propagation and,
in this case, the radiation properties of the secondary field outside the dark zone. Un-
fortunately, the pandemic affected this project and the planned measurement sessions
in multiple ways. The personnel required for the preparation, transportation and setup of
the equipment were largely unavailable due to reduced working hours. Furthermore, the
candidate venues that could have been used were not available for the most part of this
thesis. When available, it was possible to access them only with strong restrictions that
hindered the extensiveness of the experimental validation. All the experiments performed
to test the methods proposed in this thesis had to be performed in a 2:1 scale to counter
some of these limitations.

The first test was a proof of concept undertaken in 2020, at the end of the first half of
this project. This experiment had the sole purpose of showing that the selected algorithm
could reduce the noise emission from a primary set of sources by synthesizing an anti-field
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with a second set of control sources. This experiment was conducted in the large semi-
anechoic chamber at the d&b audiotechnik’s facilities in Backnang, Germany. Figure 2.2a
shows the setup used in this experiment which consisted of 5 primary source, spaced 0.5
m apart, and 4 secondary sources with a spacing of 1 m. The primary and secondary
array were 7 m apart. An 8 by 4 rectangular microphone array was used to capture the
performance of the system in the dark zone while two linear arrays of 10 microphones
were placed along the side walls to capture the performance off-axis. An additional linear
array of 12 microphones was placed 4 meters behind the dark zone to evaluate the level
reduction beyond the dark zone. All the transfer functions used to generate the control
filters were simulated. This experiment showed promising results that justified a second
experiment in more realistic conditions.

The second experiment took place a short time after the first one and in open-air con-
ditions. This experiment used the same configuration of source, both primary and sec-
ondary, and microphones to evaluate the performance as in the previous one. In this
case, the control filters were generated using both simulated and measured transfer func-
tions. Figure 2.2b shows the setup of this experiment which took place at a parking lot
on the d&b audiotechnik’s premises due to restrictions that forbade the use of any other
space. The insertion loss achieved with the measured transfer functions reached a broad-
band level reduction of approximately 10 dB with little amplification outside the dark zone.
The results with the simulated transfer functions provided an average reduction of 6 dB
but with many fluctuations due to reflections from the buildings surrounding the parking
lot that were not included in the simulations. Furthermore, the filters obtained with less
regularization produced a level increase outside the dark zone. Even though the general
results were positive, the experiment had a few limitations:

1. The presence of reflections made it harder to analyze different aspects of the results.
One of these aspects is the level increases off axis which only occurred when using
filters derived from simulations.

2. Only solutions obtained with 1 and 2 iterations of the algorithm proposed in Paper
B could be tested. The number of control sources, since it was limited to four, did
not allow to further increase the number of iterations.

3. The experiment was designed as proof of concept of the proposed algorithm in real
conditions. However, it was not tested against other methods that have been used
before in the literature.

For these reasons, a third and larger scale experiment took place on a football field the
following year, when it was possible to access it. Figure 2.2c shows a picture of the setup.
In this cases the number of primary and secondary sources was increased to 6 each and
is the same as shown in Figure 2.1. This experiment was designed to avoid the limitations
of the previous one and had the purpose of comparing the insertion loss and the spatial
properties of the solution against other methods like convex optimization and regularized
least square. The results of this experiment are presented in Paper B.

The original plan included an additional measurement campaign on a even larger scale
that would have allowed us to observe effects produced by an inhomogeneous medium,
such as refraction, on the performance of the system. However, this experiment had
to be cancelled due to delays caused by complex logistics, further exacerbated by the
pandemic, the negative outcomes from the development of a surrogate model for sound
propagation, as detailed in Technical Note F, and the inconclusive results of an additional
measurement campaign.
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(a) Experiment in semi-anechoic conditions. (b) Small scale outdoor experiment.

(c) Larger scale outdoor experiment (Figure 1c in Paper B
(Pierangelo Libianchi et al., 2023)).

Figure 2.2: The three experiments conducted to validate the proposed method based on
the conjugate gradient least square.

2.2 Characterization of the propagation paths

The characterization of the propagation paths can be done through measurements, sim-
ulations or using hybrid methods (F. M. Heuchel et al., 2020). Measurements become
very expensive and logistically complicated over large distances. This thesis focused on
simulations aiming to simplify the deployment of these techniques.

Simulations for outdoor sound propagation are used for multiple purposes. Different mod-
elling techniques provide a tool-set to predict noise emissions from wind farms (McBride,
2017; Barlas et al., 2017; Kelly et al., 2018), traffic (Can et al., 2010; Mandjoupa et al.,
2022; Abdur-Rouf and Shaaban, 2022; Tang et al., 2022; Zhang et al., 2022), etc.

There are many phenomena that affect sound propagation outdoor such as the ground ef-
fect (Taherzadeh and Attenborough, 1999; Attenborough, 2002), surface wave (Thomas-
son, 1976; Thomasson, 1977) and reflections from obstacles (Van Renterghem et al.,
2005; Doc et al., 2015; Hornikx et al., 2010) among others. (Embleton, 1996; Atten-
borough, 2002) provide a summary of such effects. At large distances, it is important to
properly characterize and model the medium, in particular the wind and temperature fields.
(Wilson et al., 2014) provides a description of the main acoustic parameters outdoor and
the effects introduced by the uncertainties in their estimation.
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Many models have been developed over the years to model outdoor sound propagation.
There are only a few analytical solutions to the problem of sound propagation in a moving
inhomogeneous medium. These solutions are usually obtained using simple mathemati-
cal descriptions of the wind profile (Raspet et al., 1992; Attenborough et al., 1995). More
complex and realistic conditions are modelled using numerical methods such as the Fast
Field Program (FFP) (DiNapoli, 1970) , Crank-Nicholson Parabolic Equation (CNPE) (Os-
tashev et al., 1997), transmission line matrix (Hofmann and Heutschi, 2007), Finite Dif-
ference Time Domain (FDTD) (Ostashev and Wilson, 2015; Botteldooren, 1994) and the
extended Fourier pseudo-spectral time-domain method (Hornikx et al., 2010) to name a
few. A 3D parabolic equation method was developed in (Cheng et al., 2009). The 3D
formulation allows to include a wind with a turning profile and the paper highlights the
importance of properly including the wind instead of using the effective speed of sound
approximation. The error is small when there is no crosswind and the height of the source
and observer are similar. Otherwise, the approximation should not be used and whenever
possible the 3D version should replace the 2D one. However, numerical methods tend to
be time consuming and recent studies investigated the use of neural networks to provide
surrogate models to speed up the simulations.

(Pettit and Wilson, 2020) uses a PINN, introduced in (Raissi et al., 2019), to provide a
surrogate model for the FFP. However, the approaches tested failed to provide accurate
predictions of the sound field and the latent variables included in the loss function of the
network. This is consistent with the results presented in Technical Note F, which uses a
surrogate model for the Helmholtz equation in an inhomogeneous medium.

Some of these methods are derived using approximations such as the effective speed of
sound, horizontally homogeneous medium, use of the outgoing wave only, etc. Section
3.2.1 presents some of these approximation and the corresponding limitations. The ac-
curacy of the models, and what they are capable of, depends on such limitations and the
accuracy of the modelling parameters.

The influence of the temperature and wind fields on outdoor sound propagation is well
documented (Caviedes Nozal et al., 2019b; Wilson et al., 2008; Cheinet et al., 2018).
Nevertheless, there is a gap in the way the wind profile is modelled and the dynamics
of the ABL are not considered in sound field control. The most used descriptor for the
wind is the logarithmic profile (Bian et al., 2020; Gilbert and White, 1989; Van Den Berg,
2004; Elizabeth Gonzalez et al., 2016; Taherzadeh et al., 1998; Hornikx et al., 2010)
even though it can only be observed when the ABL is in a truly neutral regime and as
an average property of the medium. In other regimes, the logarithmic profile needs a
stability correction and Monin-Obukhov Similarity Theory (MOST should be used instead
(Wilson et al., 2008). In other instances, the medium is only described as down or upward
refracting without any specific profile (Salomons, 1998; Junker et al., 2007).

2.2.1 Contributions

Paper C describes the different regimes of the ABL, their characteristics and the corre-
sponding stability corrections that should be applied to the wind and temperature profiles.
Furthermore, it describes the limits and different factors that can compromise the accuracy
of such profiles: stability conditions at the top of the ABL, the dependency of the wind di-
rection on height, horizontal temperature gradient and other transitory phenomena. Even
though it is impossible to predict the pressure in a deterministic sense, wind profiles av-
eraged over space and time provide the most robust predictions (Wilson et al., 2008).
Even though this is common knowledge in micrometeorology, some of these aspects are
often overlooked when dealing with sound propagation and have not been considered for
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sound field control before.

While Paper C gives an overview of the effects that determine the wind profile, Paper D
look more into the details of the profile in a neutral regime with stable stratification aloft, the
so called conventionally neutral boundary layer (CNBL). This is one of the most common
regimes for the ABL (Kelly et al., 2018; Zilitinkevich and Esau, 2005) and the logarithmic
profile underestimates the wind speed over most of the height of the ABL (Wyngaard,
2010; P. Libianchi et al., 2023b). When the logarithmic profile is used in these conditions,
it introduces a phase error and underestimates the energy refracted downward leading
to a wrong prediction of the sound field on the ground. This paper quantifies this error,
connects it to different section of the profile and provides a simple approximation to model
the wind in such a regime. However, the results from this paper are limited to a fixed ABL
depth and inversion strength. Paper E overcome this limitation and extend the study to
a more comprehensive range of ABL depths and the inversion strengths. It shows the
limits of the logarithmic profile and the range where it can be used without affecting the
accuracy of the simulation. An important take away is that this range depends on the size
of the low-level jet typical of a CNBL (see section 3.2.2 and Paper C) which depends on
the inversion strength that can be modelled through the Brunt-Vaisala frequency.

2.2.2 Openissues

Paper D and Paper E provide important insights on how to model the wind and temper-
ature profiles in one of the most common regime of the ABL. However, the influence of
turbulence should also be included as it is expected to affect the interference pattern pro-
duced by the refracted waves. Furthermore, the ABL can be found in other two regimes:
unstable and stable. The latter should be investigated more thoroughly since it produces
conditions that are often favourable to sound propagation (see section 3.2.2). In this
regime, turbulence are not important since they are confined to the residual layer above
the surface. On the other hand, the change in wind direction with height can be as large
as 45° over an ABL depth of 100-200 m and its effect on sound propagation should be
assessed.

2.2.3 Experimental work

No experimental work was carried out for this part of the thesis. All the contributions
made in this section came from either theory well established in micrometeorology or
simulations.

2.3 Recovering the sound speed profile

The previous section highlights the importance of knowing the wind and temperature, and
hence the profile of the speed of sound. It is possible to directly measure these quantities
using SODAR, LIDAR or anemometers placed at different heights. The problem with this
approach is its scalability. LIDAR and SODAR usually consist of expensive, heavy, and
delicate equipment whose use is hard to justify for an outdoor live event, even more so if
considering the limited time window in which they take place. Anemometers are cheaper
and easier to handle but one would have to place several of them at different heights which
would turn out to be difficult for events of transitory nature. Indirect or passive measure-
ments provide a more promising approach. These methods do not measure the quantity
of interest directly. Instead, they measure another variable that is easier to appraise and
that is related to the quantity of interest. Examples of such approaches are commonly
found in ocean acoustics to recover the sound speed profiles from measurement of the
pressure, usually at a vertical array of sensors. (Park et al., 2010) back-propagated the
pressure waves from a vertical array of sensors back to the sources. At each step it recon-
structs the vertical sound speed profile, the experimental geometry and the geoacoustic
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Figure 2.3: An example of a fully connected neural network.

parameters. The results showed good agreement with in situ measurements. (Gerstoft
and Gingras, 1996) used a global optimization approach using Monte Carlo search based
on genetic algorithms to solve the same problem. The predicted geoacoustic parame-
ters and pressure field provided a good match with measurements and the stability of the
parameters was improved performing the inversion at multiple frequencies. Another alter-
native is compressive sensing as proposed in (Bianco and Gerstoft, 2016). (Bianco and
Gerstoft, 2017) replaced traditional empirical orthogonal functions with dictionary learning
to generate a set of shape functions to be used for sparse processing. This approach led
to increased accuracy with a negligible increase in computational effort.

In open air, (F. M. Heuchel et al., 2019) proposed a fully connected neural network, similar
to the one shown in Fig. 2.3, to derive a correction in the form of a delay to apply to
the transfer functions to compensate for changes in the weather conditions relative to a
reference set of measured transfer function. This method allowed to reduce the phase
error introduced by a variable weather, but it does so only for the direct wave. However,
the results were promising, and the method can be an effective tool for distances smaller
than 300 m. At larger distances, effects produced by an inhomogeneous moving medium
such as refraction become relevant and affect the transfer functions in a more complex
way that cannot be compensated for by a simple delay.

An alternative can be found in the full waveform inversion, (FWI)) (Aghamiry et al., 2019),
a method first developed and used in seismology. This method was first introduced in
(Virieux and Operto, 2009). It was formulated as a convex optimization problem: the
main objective is to match predictions to measured data with the constraint given by the
discretized governing partial differential equation (PDE). Optimization can be formulated in
different ways, with different degrees of complexity. Lately, the alternate direction method
of multipliers (ADMM) provided an effective way to deal with this problem (Aghamiry et al.,
2019). Recently, classic numerical methods have been replaced by neural networks. An
example is the neural-FWI from (Sitzmann et al., 2020), which uses PINN (Raissi et al.,
2019) to learn a surrogate model for outdoor sound propagation replacing the discretized
PDE. In a second step, this method tunes the acoustic parameter of the medium using
measurements of the sound field. The potential advantage of this method is that, once
the network is trained, it can quickly provide a prediction at a query point that does not
have to lie on a predefined grid.
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2.3.1 Preliminary work

Some preliminary work has been done in this thesis to use a the neural-FWI for outdoor
sound propagation problem. Technical Note F describes this preliminary work and uses
the method described in (Sitzmann et al., 2020) to develop a surrogate model for outdoor
sound propagation and to recover the sound speed profile from pressure measurements.

The use of a surrogate model has shown potential to solve both these tasks. The results
are promising when using a PML. However, more work is required to include boundary
conditions to model the influence of the ground and to regularize the solution when recov-
ering the sound speed profile. The findings in this work are consistent with the findings
in (Pettit and Wilson, 2020) and this type of network still has difficulties in modelling the
pressure field due to its spatial complexity. Furthermore, the surrogate model was not yet
able to recover the underling sound speed profile from pressure data and more work is re-
quired to introduce additional constraints for the surrogate model and for the optimization
routine.

This type of network uses a cost function that is a combination of the PDE governing the
problem, boundary conditions and possibly additional regularization terms. The gradient
associated to terms that are not the PDE has shown the tendency to vanish. As a con-
sequence, the model tends to overfit the PDE term. The poor predictions obtained when
using boundary conditions might be a result of this and could be improved using adap-
tive weights applied to the different terms of the cost function (Wang et al., 2021). The
same problem might be affecting the reconstruction of the speed of sound. Furthermore,
additional regularization on the wavenumber of the speed of sound field could be used to
achieve a better reconstruction.

The data used to recover the sound speed profile was initially synthesized artificially using
the finite element method (FEM). The original plan was to then use data gathered during
a measurement session conducted at DTU’s Risg campus in August 2022 so that the
prediction of the surrogate model could be compared with data from the sonic anemometer
on site. Figure 2.4 shows the setup. The purpose of this experiment was to gather a set
of transfer functions in outdoor settings with a propagation range large enough to include
effects of a moving inhomogeneous medium, such as refraction. To this end the setup
counted with a subwoofer as an acoustic source and a linear array of 4 microphones at
295 m from the source and with a spacing of 10 m. This distance places the microphones
within the caustic field produced by the interaction of direct, refracted and reflected waves.

Unfortunately, the surrogate model was not mature enough for this step and the measure-
ment session provided inconclusive data due to logistical and technical complications.
Due to time constraints, it was not possible to repeat this experiment. However, similar
measurements are important for further development of a surrogate model for outdoor
sound propagation and should be repeated. The data gathered must include the effects
produced by phenomena such as refraction. This can be done only when propagation
occur over large distances.

2.4 Summaries of the included papers

Paper A: A review of techniques and challenges in outdoor sound field control (pub-
lished in Proceedings of Inter-Noise 2022, International Congress and Exposition
on Noise Control Engineering)

The paper provides an overview of the different techniques recently applied to re-
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(a) Satellite view of the measurement setup. The distance between the source and mic 4 is ap-
proximately 326 m.

(b) Microphones 1 to 4. (c) Close-up of a microphone in the field.

Figure 2.4: An overview of the setup used for the measurement session at DTU Risg@
campus.

duce noise emissions from outdoor live events and the challenges to further improve
their range and generalization.

The paper first introduces the use of control sources to reduce the noise emission
in a target zone usually referred to as quiet or dark zone and the use of pressure
matching to find a solution (see Section 3). It then frames the problem as two sub-
problems: the design of the filters to apply to the control sources and how to char-
acterize the propagation paths from the noise and control sources to the dark zone.

For the first sub-problem, it distinguishes between feedforward and feedback algo-
rithms (Nelson and Elliott, 1992). The methods considered for the former are the
least square with Tikhonov regularization (F. M. Heuchel et al., 2020), iterative sub-
space methods (see Paper B) and constrained convex optimization (Betlehem and
Teal, 2011). The paper then describes the advantages and disadvantages of each
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of these methods. They are mainly related to the definition of the regularization pa-
rameter or the constraints, the computational requirements, and the control of the
radiation pattern produced by the control sources.

The FXLMS (Nelson and Elliott, 1992) provides an example of a feedback method.
Opposite to the previous approaches, this one provides filters that adapts over time
to changes in the propagation conditions. This method also comes with some draw-
backs related to the computational burden of multi-channel systems and the location
of the quiet areas that can be mitigated using the methods from(Spors and Buchner,
2008) and (Plewe et al., 2020), respectively.

All the methods in this section require a characterization of the secondary transfer
functions and, for the feedforward methods, also of the primary propagation paths,
which leads to the second section of the paper.

The paper outlines three possible strategies to deal with the second sub-problem:

— Data-based: The two propagation paths can be accurately described with a
dense enough measurement grid. However, this approach is hard to scale
presenting logistical limitations. Furthermore, the solutions obtained with this
approach degrade as the propagation conditions deviate from the conditions
encountered during the measurements. A way to counter this problem at short
distances (less than 300 m) is illustrated in (F. M. Heuchel et al., 2019).

— Model-based: Outdoor sound propagation models can replace the measure-
ments and simulate the propagation paths. Each model has its limitations that
are a result of the approximations used to derive their governing equations.
The paper provides a brief description of the main advantages and disadvan-
tages of some of the most established numerical methods such as FFP, CNPE
and FDTD. The main advantage of these methods is that the solutions could
potentially be updated as the propagation conditions change. The main draw-
back of this strategy is the computational effort and run-time involved.

— Hybrid: This strategy was proposed in (Caviedes Nozal et al., 2019a) and ap-
plied in (F. M. Heuchel et al., 2020). It uses a sparse measured dataset to
fit a propagation model based on spherical harmonics using Bayesian infer-
ence. The coefficients of the spherical harmonics expansion, a generic delay
accounting for the properties of the medium and the background noise are cast
as stochastic variables with normal or complex normal prior distributions. This
allows to vastly reduce the number of measurements while keeping most of
the accuracy of the data-based approach. It also shows good generalization
outside of the dark zone. The limitations are given mainly by the propaga-
tion model which does not include reflections and refraction from a stratified
medium. As the data based approach, also the performance of this method is
tied to the match between the weather conditions during the measurement/fit-
ting and the conditions during the use of the system.

The paper ends giving an overview of the phenomena that affect outdoor sound
propagation and whose characterization is necessary for any propagation model.
There are multiple factors that must be considered. However, the paper focuses on
ground reflections and sound speed profiles. Many models have been developed to
deal with the former whose accuracy depends on the type of ground. An overview
can be found in (Attenborough et al., 2011). The sound speed profiles are hard
to measure, change over time and depends on the regime of the ABL. The paper
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Paper B:
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describes the probability distribution of the different regimes according to (Kelly and
Gryning, 2010) and different models (Kelly et al., 2019; Zilitinkevich and Esau, 2005;
Gryning et al., 2007) for the commonly occurring conventionally neutral (or quasi-
neutral) boundary layer.

After this broad overview of the different techniques, the paper concludes that the re-
sults at shorter distances are promising even though work is still needed to improve
range and generalization. It highlights areas where improvement is most needed
and how it is crucial to chose the right combination of methods to solve both sub-
problems depending on the specific requirement of any specific application to max-
imize the outcomes.

Active noise control at low frequencies for outdoor live music events using
the conjugate gradient least square method (published in Applied Acoustics, 205,
2023)

The premise of this paper is that other methods used in sound field control such
as regularized least square and convex optimization present drawbacks that can
make their day to day use impractical. Such drawbacks usually revolve around the
difficulty of finding the optimal parameters, control over the directivity of the sec-
ondary array, amplitude constraints and computational effort, or the combination of
the above. This paper proposes the use of the CGLS algorithm for sound field con-
trol. This is an iterative subspace method that replaces the regularization parameter
with the number of iterations. This simplify the choice of the regularization through
the introduction of suitable stopping criteria.

The paper starts by introducing the theory behind the proposed method and its nu-
merical properties. It describes how the number of iterations replaces the regular-
ization parameter and how it can be used to control the directivity of the control
array. It also describes a method that can be paired with the CGLS to enforce ex-
plicit amplitude constraint on the solution. Alternatively, this would be possible only
with convex optimization but at a larger computational cost.

The paper then compares the proposed method to convex optimization and least
mean square with Tikhonov regularization in an experiment performed in outdoor
conditions. The setup is the same shown in Figure 2.1 and in the picture in Figure
2.2c. The paper uses the insertion loss as the metric to compare the performance
provided by each method. Figure 2.5 shows the results at the four microphone ar-
ray displayed at the setup. The top left plot shows the performance measured in the
dark zone. The reduction achieved with the different approaches are similar with the
exception of the method proposed in the paper with a single iteration, since it applies
a larger regularization. The plot on the top right show the insertion loss at the array
at the far back and illustrates the drop in performance beyond the dark zone for this
particular setup. The two plots at the bottom show the performance at the array to
the left and right of the dark zone, respectively. These results show how the meth-
ods that provides the largest level reduction in the dark zone are also more prone to
increase the sound pressure level in other directions. After this consideration, the
paper analyze the spatial properties of each solution. Furthermore, it is possible to
use either measured or simulated transfer functions to derive the control filters and
this experiment also study the difference in the solutions provided by each of these
two approaches. The results show that, using simulated transfer functions, the un-
certainties encountered in practical applications reduce the predicted gap between
the performance obtained using different algorithms and amount of regularization,
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leading to similar noise reduction.
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Figure 2.5: Plot from Paper B showing the insertion loss (IL) from the measurements set
using filters derived from simulated transfer functions. Top left: loss averaged over the
dark zone. Top right: loss averaged over an array behind the dark zone. Bottom left: loss
averaged over an array to the left of the mdark zone. Bottom right: loss averaged over
an array to the right of the dark zone (Figure 2 in Paper B (Pierangelo Libianchi et al.,
2023)).

The use of measured transfer functions results in larger insertion loss within the dark
zone but these solutions tend to not generalize as well beyond it, in particular when
there are reflections.

The paper then studies the numerical properties of each method and their con-
nection to the directivity pattern of the control array. The regularization affects the
weights applied to a given source mode which will then define the strength of the
corresponding pressure mode in the solution. Solutions with weaker regularization
tend to place larger weights on high order modes. These modes present complex
spatial properties and are responsible for radiation outside of the dark zone.

The paper also presents a sensitivity study of the proposed method to uncertainties
in the speed of sound that can be caused by temperature or wind fluctuations. The
filters are computed simulating the primary and secondary paths using a specific
speed of sound. Afterwards, the filters are applied to transfer functions simulated
using 512 different speed of sounds following a gaussian distribution centered at the
value used to derive the filters. Figure 2.6 shows the histograms with the distribu-
tion of insertion losses provided by the proposed method with the uncertain transfer
functions for an increasing number of iterations, i.e., decreasing regularization. The
solution with the strongest regularization is the most robust one; even though it can
achieve a smaller maximum insertion loss. The solution with the weakest regular-
ization is less robust but the maximum achievable insertion loss is 10 dB higher.
The smaller regularization has the effect of increasing the amplitude of the solution,
which in this case hits the constraints. This has the effect of limiting the maximum
achievable insertion loss and its dispersion. When the regularization is somewhere
in between, the solution does not hit the constraints and reaches the largest achiev-
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able insertion loss under the conditions of the simulation. It also shows a larger
dispersion than the other cases cases which means larger potential gains at the
cost of reduced robustness.

0 10 20 30 0 10 20 30 10 20 30
Insertion loss [dB] Insertion loss [dB] Insertion loss [dB]

o

Figure 2.6: Histograms with the insertion loss obtained from the 512 realizations averaged
over space and frequency. Dashed lines show the overall mean and mean plus/minus one
standard deviation. Left: cglsy—1; center: cglsp—s; right: cglsi—3 (Figure 12 in Paper B
(Pierangelo Libianchi et al., 2023).)

Paper C:

24

Finally, the paper present a convergence study. In this section the filters are ob-
tained using different number of iterations and simulated transfer functions using
grids of different resolutions. In general, the simulations show that increasing the
resolution also increase the insertion loss. However, when these filters are applied
to measured transfer function, the gain offered by the finer resolution is largely lost.
The increase in details makes these solutions more sensitive to modelling errors. It
is different for the filters obtained using the weakest regularization when applied to
measured transfer functions. In this case, at low frequencies, the rough resolutions
return solutions with amplitudes that hit the constraints. This drastically reduces
the performance. Finer grids lead to better conditioned problems whose solutions
have smaller amplitudes that do not violate the constraints and provide much better
results.

Notes on the characterization of the wind profile in the atmospheric boundary
layer (unpublished manuscript)

This paper elaborates on the theory introduced in Section 3.2.2. The main purpose
is to describe how the wind profile can be modelled in the different regimes of the
ABL and in which scenarios these profiles might fail. It starts by providing a de-
scription of the three main regimes of the ABL and introduces the surface heat flux
Qo and the Obukhov length L, two common stability measures used for the sur-
face layer. The following section describes the stability corrections that need to be
applied to the widely used logarithmic profile depending on the regime of the ABL.
It shows how these expressions can be derived using Monin-Obukhov Similarity
Theory (MOST) and the Buckingham Pi theorem. However, this method, and the
profiles that can be derived using it, has limits. The reason is that its derivation only
considers the dynamics of the surface layer, the lowest 10% of the ABL. This is a
problem when the profile needs to be extended beyond the surface layer or when
particular stratification conditions at the top of the ABL affect the wind profile also
close to the ground. The manuscript references different models that can be used
in such circumstances and the strategies behind some of them.

An additional limitation with traditional profiles is that they do not consider the change
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Paper D:

of direction with height. The manuscript shows how to derive the range of such
change by considering a steady, horizontally homogeneous mean flow in Eq. (3.19)
from Section 3.2.2 in the case of a non-turbulent limit and within the ABL. The direc-
tion is usually given relative to the isobars and is referred to as cross-isobaric angle.
The paper references expressions found in the literature to calculate this angle in a
stable, truly and conventionally neutral boundary layer. It also describes additional
factors that affect the direction of the wind and its rate of change depending on the
regime of the ABL.

Finally, the manuscript focuses on the stable ABL, which tends to occur at nighttime
and is favourable to sound propagation. It highlights some transitory phenomena
that can disrupt the models for the wind profiles and even though they are hard to
predict and account for, they are worth knowing to explain possible deviation and
inaccuracies between simulations and measurements.

Sensitivity study of the predicted acoustic pressure field to the wind profile in
a conventionally neutral boundary layer (to appear in The Journal of the Acous-
tical Society of America, 154 (2), 2023)

The logarithmic profile is one of the most widely used descriptors for the wind speed
across the ABL in outdoor sound propagation (Bian et al., 2020; Gilbert and White,
1989; Van Den Berg, 2004; Elizabeth Gonzalez et al., 2016; Taherzadeh et al.,
1998; Hornikx et al., 2010). However, this profile is not accurate when the ABL is
not neutral and MOST should be used instead (Wilson et al., 2008). Neutral and
quasi-neutral regimes occur often (Kelly and Gryning, 2010) with the caveat that
they usually also present a stable stratification close to the top of the ABL (Zilitinke-
vich and Esau, 2005) leading to a CNBL. This scenario produces a speed increase
known as Low-Level Jet (LLJ) characterized by a larger speed than predicted by
the logarithmic profile that peaks at super-geostrophic speeds close to the top of
the ABL before decreasing and converging to the geostrophic wind speed. The aim
of this paper is to analyze the error introduced by the use of the logarithmic profile
in a CNBL to find a range limit where this profile can be used and to quantify the
effect of the LLJ on the pressure field on the ground.

The first step is to introduce a correction to the logarithmic profile to achieve a better
approximation of the wind dependence on height in a CNBL. The same is done
for the temperature profile, where the effect of the stable stratification appears as
an increase in potential temperature with a slope proportional to the Brunt-Vaisala
frequency N squared. The theory section ends with the introduction of the vertical
wavenumber for a stratified moving medium. The vertical wavenumber allows to
calculate the highest turning point and maximum elevation angle for a given set of
wind and temperature profiles.

The paper considers five profiles as illustrated in Figure 2.7: absence of wind, a
logarithmic profile, a realistic CNBL profile, a CNBL profile without an LLJ and one
with a stronger LLJ. The figure also shows the profile of the potential temperature,
even though its influence is negligible compared to the wind, and the corresponding
effective speed of sound profiles. The profiles are determined using a fixed ABL
depth #’. In addition, the model for the wind in a CNBL also uses the parameter h to
define the height where the wind speed peaks and Ah for the thickness of the layer
where the stable stratification is located.

These profiles were chosen so that the corresponding sound fields could be com-
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pared in pairs to study the contributions made by different sections:

— The sound fields produced in absence of wind and by the logarithmic profile
(p1 and p2, in the figure) were compared to show the effect produced by the
downward refraction generated by the latter against its absence in the former.

— The sound fields produced by the logarithmic profile and by the CNBL profile
without LLJ (p2 and p4) were compared to study the effect of the mismatch in
wind speed and its gradient close to the ground.

— The sound fields produced by the CNBL profile with and without the LLJ (p3
and p4) were compared to study the effect of the LLJ.

— The sound fields produced by the CNBL profile with the stronger LLJ and with-
out (p5 and p4) were compared to asses the effect of a stronger inversion,
hence a stronger LLJ.

Each profile was used to simulate the corresponding sound field using the wide-
angle CNPE implemented in (Wilson, 2015). Using different metrics, the study
shows that the logarithmic profile in this regime introduces different errors. First
it underestimates the wind speed, introducing a phase error in the direct wave that
increases with the distance. In addition, it underestimates the highest turning point
and the amount of energy refracted downward which leads miscalculations of the
contributions at large distances and not properly modelling the interference pattern.

However, it is enough to account for the speed increase for distances shorter than
2 km. The modelling of the wind can be simplified in this way. The LLJ should be
included for distances larger than 2 km where the contributions from the refraction
are not negligible anymore.

Phase error sensitivity to the inversion strength and depth of the boundary
layer in a conventionally neutral regime (to appear in proceedings of Forum Acus-
ticum 2023)

This paper extends the study performed in Paper D that analyzed the prediction
error introduced by using a logarithmic wind profile in a CNBL. In that case, the focus
was on different portion of the profiles and how they shape the error. However, the
study was conducted for a fixed ABL depth and inversion strength. In this work,
the focus is on the sensitivity of the error to these two parameters. This paper
uses the profile proposed by (Luoqin Liu and Stevens, 2022) which consists of a
logarithmic profile plus a correction that depends on both the ABL depth and the
inversion strength. For the study to be representative, the analysis included 14 ABL
depths ranging from 200 m to 1000 m, and 20 inversion strength represented by
a Brunt-Vaisala frequency ranging from 6 mHz to 14 mHz. The choice was based
on values commonly found in the literature (Kelly et al., 2019). A pair of profiles,
with and without the correction term, was computed for each combination of these
two parameters. Figure 2.8 shows a subset of the wind profiles, with and without the
correction term, and the corresponding effective speed of sound profiles. The CNPE
was used to simulate the sound field produced by each pair and then compared them
to study the dependency of the error on the ABL depth and inversion strength.

The results show how the phase error presents two overlapping patterns: one with
a low and one with a high wavenumber. The low wavenumber pattern is due to
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Figure 2.7: The five wind profiles and the temperature profile used for the sensitivity study
(Figure 1 in Paper D (P. Libianchi et al., 2023b)).

Technical Note F:

the different wind speed and gradient close to the ground between the profile with
the correction term and the corresponding one without. This error increases with
distance and is strongly dependent on the inversions strength. As the inversion
strength increases, the difference in wind speed increases with distance at a higher
rate. The high wavenumber pattern is produced by interference at the ground pro-
duced by different amount of energy that is refracted downward. The interference
pattern becomes more complex and occurs closer to the source as the downward
refracting regions gets taller. This region gets taller when either the ABL depth or the
inversion strength increase. The magnitude error only presents the high wavenum-
ber pattern since it is produced by a shift in the interference pattern which is in turn a
result of the different refraction introduced by the profiles thus depends on both the
ABL depth and inversion strength. Finally, the study found that the error introduced
by using a logarithmic profile in a CNBL is negligible at distances smaller than 1 km.
At larger distances the phase error cannot be neglected anymore, even though it
depends on the inversion strength which cannot be measured close to the ground.
This conclusions generalize the results from Paper D.

A preliminary study for the use of a surrogate model in outdoor sound prop-
agation and sound speed profile recovery (unpublished manuscript)

This manuscript presents a preliminary study of the use of a surrogate model for
outdoor sound propagation and its aim is twofold. First, analyze the possibility of
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Figure 2.8: A subset of the profiles used in Paper E. The plots show: the wind profiles
in a CNBL (top), the corresponding logarithmic profiles (second) and their corresponding
effective speed of sound (third and fourth, respectively). The plots show the profiles for
four different ABL depths (including the shallowest and the deepest) and two inversion
strengths: the smallest (N = 6 mHz, dashed) and the largest (N = 14 mHz, solid) (Figure
1 in Paper E (P. Libianchi et al., 2023a)).

28

using a surrogate model for the Helmholtz equation to speed up the acoustic simula-
tions in a large domain with a moving inhomogeneous medium using a PINN (Raissi
et al., 2019). In this particular instance, we use a periodic activation function that
showed encouraging results in similar problems (Sitzmann et al., 2020). This type
of network is known as SIREN (Sinusoidal Representation Network). Second, study
the use of modified network so the model can be used to recover the sound speed
of the medium using sparse pressure measurements on the ground by employing a
neural-FWI approach (Sitzmann et al., 2020).

The network used in this study returns the real and imaginary components of the
complex pressure at one query point whose normalized coordinates are provided
as an input. Knowledge of the problem, i.e. the Helmholtz equation, is provided to
the network through its loss function using automatic differentiation (Glines Baydin
et al., 2018). The manuscript starts by modelling the Helmholtz equation in a homo-
geneous field under free-field conditions. This is done by defining a homogeneous
sound speed and modelling the free-field conditions using a perfectly matched layer
(PML) included in a modified Helmholtz equation. Figure 2.9 shows the real compo-
nent of the pressure field predicted by the surrogate model. The prediction closely
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match the analytical solution in this case. The following experiments consist of re-
placing the PML with problem specific boundary conditions. The study tests an
impedance boundary condition to simulate the ground and a pc condition enforced
by appending the corresponding terms to the loss function. Even though the net-
work predicts the reflections from the boundary, the interference pattern only slightly
resembles the ground truth simulated using the FEM in COMSOL.
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Figure 2.9: Real part of the pressure field generated by a point source located at x = —8.7
m, y = 0 m as predicted by the network (Figure 3 (left) in Technical Note F (Libianchi
and Karakonstantis, 2022)).

The second part of the paper deals with an inhomogeneous medium and with the
inverse problem of reconstructing the sound speed profile. The network is trained
using a sound speed that is only a rough approximation of the ground truth. This
work employed different sound speed fields: homogeneous with a circular discon-
tinuity at the center, homogeneous with a sound speed increasing in the shape of
a gaussian pulse and linearly increasing with height. In all the cases the network
failed to properly model the sound and sound speed fields in both the forward and
inverse problems. It shows a tendency to over-fit the PDE term in the loss function.
As it was the case with the boundary conditions, this might be due to a vanishing
gradient for all the terms in the loss functions except for the PDE and could be possi-
bly mitigated using adaptive weights applied to each of the terms in the loss function
separately (Wang et al., 2021).
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3 Theory and background

In this section we present some of the fundamental theory that is used in the different
papers that compose this thesis. The reader who is familiar with the theory presented in
any of these sections can just skip it and directly read the paper.

In this application, we want to generate a secondary field that matches a desired field,
in this case the field produced from the sources on stage. This is a pressure matching
problem and the starting point of this section.

The pressure matching problem can be formulated as follows:

min|[H,q, — py|l>. (3.1)

where p, € CM is the primary pressure field at the M receiver points, q; € C¥ is the
strength of each of the N sources and H, € CM*V s the transfer functions matrix that
maps source strength to pressure, that is H, : q, — p,, where p, € CM is the secondary
pressure field. The solution to this problem allow us to generate a secondary sound field
that matches the desired primary field. For the fields to cancel each other, the solution
will need to have its phase inverted so as to be in opposition of phase with the primary
field.

This problem can be solved in different ways. Independently of the method chosen, it is
necessary to characterize the primary and secondary propagation paths. It is useful to
look at this problem as a combination of two sub-problems: finding the optimal source
strengths and characterize the primary and secondary paths. This is the approach taken
in Paper A and that is also used throughout this thesis, this section included.

The rest of this section is then divided in two main subsections. The first looks mainly
at the basics of solving inverse problems, since the pressure matching problem is often
solved using this framework. The second part of this thesis focuses on sound propagation
outdoor. This section is further organized in two parts: outdoor sound propagation models,
describing their approximations and limitations, and fundamentals of micrometeorology.

3.1 Numerical solutions to the pressure matching problem

The pressure matching problem from Eq. 3.1 can be solved in different ways. This section
describes how to find a solution using the method reviewed in Paper A and applied in
Paper B. In these paper the approach to obtain the solution sought after is by framing the
pressure matching problem as an inverse problem.

3.1.1 Inverse problems

The pressure matching problem is an inverse problem since it looks for the weights q;
that can be seen as the causal factors producing the sound field p,, using the propagation
model given by H,. A trivial solution to this problem is q; = Hglpp. Although, this is not
possible in most cases. Since the number of sensors is often larger than the number of
sources (M > N), the matrix H, is not square, the problem is over-determined and has
no exact solution. An approximate solution can be found by minimizing the residual. This
can be done by taking the differential of Eq. (3.1) to obtain the corresponding normal
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equation. Setting the normal equation to 0 and solving for q, we obtain the approximate
solution:

qs = (H?Hs)ilepry (32)

where the " stands for the Hermitian transpose. The term on the right hand side multiply-
ing the pressure is often referred to as the Moore-Penrose pseudo-inverse. The solution
in Eq. 3.2 is the ordinary least square solution. However, in most cases this solution can-
not be used as it is. This problem is ill-conditioned and this solution is prone to overfitting
the noise and can lead to unstable solutions. This means that small changes in the data
in p,,, due to either background noise from measurements or numerical errors owned to
finite precision from simulations, produce large changes in the solution Hansen, 2010.

To see why that is the case we need to introduce the Singular Value Decomposition (SVD).
Using this decomposition, we can write H as follows:

H, = uxvH (3.3)

With:

« U € CMXM gre the left singular vector and form an orthonormal basis for the pres-
sure field, i.e. each column can be seen as a mode of the pressure field. These
vectors are also the eigenvectors of the matrix H;H'.

« ¥ = diag(o1,09,...,0n) € RM*N is a diagonal matrix with the singular values, which
express the radiation efficiency of each mode and where oy > 092 > ... > on. The
singular values are equivalent to the eigenvalues of the matrices H;H" and H''H;.

« V € CV*N are the right singular vectors and form a complex orthonormal basis for
the source strength field, i.e. each column can be seen as a source mode. These
vectors are also the eigenvectors of the matrix HH,.

It is usually the case to have more receiver points than sources so M > N, thus when
we multiply U by 3, only the first V modes are retained. This means that the number
of sources employed defines the complexity, i.e. the maximum spatial frequency, of the
pressure field. The pressure modes from N + 1 to M are not active, they can be seen as
if weighted by 0 singular values.

The pressure modes show an increase in complexity and spatial frequency (wavenumber)
as the mode order increases (see Figure 3.1a). The source mode i generates the pressure
mode i and this mode is radiated with an efficiency given by the i-th singular value. For
instance, if q; is equal to the first source mode in Figure 3.1c, it will generate a sound field
in the shape of the first pressure mode from Figure 3.1a with an amplitude given by the
first singular value in Figure 3.1b. Similarly, more complex source strength vectors can
be described as a superposition of the source modes which in turn define which pressure
modes are active and the weight applied to them.
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Figure 3.1: Singular value decomposition of the secondary transfer function matrix from
the setup in Figure 2.1 at 125 Hz.

Using the SVD we can rewrite Eq. (3.2) as follows:

qs = VE~'utp,. (3.4)

We can see here that the singular values need to be inverted to compute the solution. We
also see that the amplitude of the singular values decreases for increasing order. This
means that small singular values, associated to modes that do not radiate efficiently, be-
come large amplification factors when inverted. After inversion, high order modes, which
are often activated by noise due to their higher spatial frequency, are amplified making
the solution unstable. Furthermore, the amplitude of the amplification factors, especially
for high order modes, play a large role not only on the amplitude of the solution but also
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on the directivity pattern of the control array due to the different spatial characteristics of
each mode.

The condition number is a measure of how unstable or ill-conditioned a problem is. It is
defined as the ratio between the largest and smallest singular values. This value depends
on multiple factors such as the spacing between the control sources, the spacing between
receivers and the distance between the secondary sources and the dark zone. In general,
the problem has a better conditioning when the sensors are closely spaced and the dark
zone is close to the secondary sources. The latter is mainly due to the fact that, when
close to the secondary array, the sensors are in the near field of the array where the
spatial frequency is relatively high which excites high order modes resulting in an increase
in amplitude of the smallest singular values. However, these modes are not radiated
efficiently and do not propagate to the far-field, where we usually want to achieve noise
reduction. The result is that the solutions achieved with the dark zone close to the control
sources tend to not generalize well beyond the dark zone.

To improve generalization we might want to move the dark zone further away from the
control sources. This would make the problem more ill-posed. These problems require
regularization to avoid the stability problems described previously.

3.1.2 Regularization and directivity

The introduction of regularization has the purpose of limiting the amplitude growth of the
high order singular values after inversion. Regularization works similarly to a filter that
leaves singular values, and corresponding vectors, that are smaller than a threshold out
of the solutions.

A simple way to introduce regularization is to perform the SVD and only retain singular
values and vectors below a user-defined order. All the singular values and vectors whose
order is larger than the truncation order k are discarded. This method is commonly re-
ferred to as truncated SVD.

What has been just described is a regularization strategy called TSVD (Truncated Singular
Value Decomposition). Alternatively, it is possible to select the singular vectors based on
their spatial characteristics. This allow to control the directivity of the secondary array as
described in (Borgiotti, 1990). The disadvantage of the TSVD, or the selection of specific
modes, is that it requires the computation of the SVD at each frequency and it can be a
computationally expensive task when it comes to large matrices.

Instead of truncation, it is also possible to penalize, instead of discarding, modes above
a certain order or whose amplitude falls below a certain threshold. The latter is how the
Tikhonov regularization works. The Tikhonov regularization introduces filter coefficients
¢; that multiply the corresponding singular values ¢; after inversion. The filter factors are
given by (Hansen, 2010):

2

i = = 3.5
b= s (3.5)
where ) is the chosen threshold. The filter coefficients ¢; are equal to 1 when o; > A
and are equal to 02 /)% when o; < .

In contrast to the TSVD, Tikhonov regularization can be applied in a least square prob-
lem without the need of computing the SVD explicitly (Hansen, 2010). The least square
regression with Tikhonov regularization applied to the pressure matching problem can
written as:
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min |[H.a, — py3 + M. 3 (36)

This problem has the following closed-form solution:
as = (H'H, + \)"'Hp, = V(Z2 + A1) ' =UMpp,. (3.7)

When we express the solution in terms of singular values and vectors, we can see that
the regularization parameter offsets the amplitude of the singular values and effectively
introduces a lower limit on their amplitude. The solution is more stable because the am-
plitude of the singular values is now larger and they will introduce less amplification after
inversion.

However, the parameters used in both TSVD and Tikhonov regularization do not bear a
physical meaning which makes it hard to find an optimal value.

Alternatively, the regularization is provided by the number of iterations in iterative algo-
rithms. This allows to trade the nonphysical regularization parameter for stopping criteria
that bear a physical meaning and can be tailored to the problem at hand. This is the prin-
ciple behind the use of the conjugate gradient least square algorithm in Paper B where
the stopping criteria are used to avoid pressure level increases outside of the dark zone
and effectively control the radiation pattern of the control array.

Regularization can be applied in different ways as described in this section. In general,
with a stronger regularization (smaller k£ in TSVD, large X in Tikhonov, or small number of
iterations in iterative algorithms) the solutions tends to have smaller amplitude (as more
modes are suppressed), more uniform spatial properties (as low order modes with small
spatial variation dominate the solution) and an increase in the error/residual (since re-
moving high order modes impede to model features of the sound field with high spatial
frequency). The opposite occurs when using weak regularization. In this case and for this
application, one has to be careful because the increased spatial variation of the solution
often present side lobes that increase the energy radiated outside of the dark zone.

3.2 Transfer functions in a moving inhomogeneous medium

This section introduces the effects of the atmosphere on the transfer functions. Different
models have been developed to deal with such effects. The starting point for the deriva-
tion of the governing equations for any model is the full set of fluid-dynamic equations. The
differences and limits of each model depend on which approximations have been done
to reach the corresponding governing equations. The approximations and corresponding
limitations will be briefly described in Sec. 3.2.1. Every model described here requires the
knowledge of environmental variable such as ground impedance, wind and temperature
profile. There are many models that can be used to obtain the ground impedance, with
some more suited to hard grounds and others to more porous grounds (Attenborough et
al., 2011). The profiles of the wind and temperature can be obtained through simulations
using Direct Numerical Simulation (DNS), large eddy simulations (LES) and Reynolds
Averaged Navier Stokes (RANS). These tools provide different degrees of accuracy and
computational cost. Because of the large running time, these methods cannot be used
for sound field control, at least not online. A cheaper alternative in terms of computational
cost is to use simpler models for the profiles. These models are derived usually from ob-
servation and similarity theory, assuming that only a finite set parameters are necessary
to capture the dynamics of the atmospheric surface layer (ASL). Things get more compli-
cated when one wants to extend the profile beyond the ASL to the entire ABL as additional
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parameters are needed (see Paper C). Section 3.2.2 provides an introduction to the ABL
useful to understand how to model it and to distinguish between the main features of each
regime of the ABL. The knowledge of these characteristics helps to determine when the
use of a sound field control system is more or less critical and which parameters have
to be modelled and their relative importance. The starting point for both sections in this
chapter is the Navier-Stokes equation:

ﬁ?;:ﬁ<;+ﬁ-v>ﬁ:—Vﬁ+V‘U+f, (3.8)
where p is the medium density, u the medium velocity, p the medium pressure, o the
medium dependent stress tensor and f the external forces. The tilde indicate that the
medium is subject to a perturbation and can be written as £ = X + z, to distinguish the
mean and the fluctuating components. In Sec. 3.2.1, when applying this equation in
acoustics, the perturbation is an acoustic wave propagating through the medium. In Sec.
3.2.2, when dealing with the dynamics of the ABL, the perturbation due to turbulence.

Eq. (3.8) cannot be applied as is. It requires to specify an expression that depends
on the fluid for o and, in case the fluid is not assumed to be incompressible, also an
equation of state and an energy conservation equation. We will see that depending on
the application, acoustics or micrometeorology, the assumptions, the expressions and the
force terms differ.

Eq. (3.8) is in vector form and this is how is often expressed in acoustics. In micromete-
orology, and studies of the ABL, is common to used the tensor form instead:

NDm__N<am ,Vam>__ O Oy 4, (3.9)

"Di Bt Yoz, ) T "owm | 0w

where i,j = 1,2, 3 are the indices of the spatial coordinates/directions. When indices
are repeated, the terms are to be summed over 1, 2 and 3, e.g. the divergence operator
applied to the velocity in tensor form is: Ou;/0x; = Ou1/0x1 + Ous/Oxa + Jus/dxs.

3.2.1 Outdoor propagation models

For short distances (less than 300 m) it is possible to neglect the effects of the atmosphere
and simple model such as the complex directivity point source (CDPS (Feistel, 2014)) can
be used effectively. When the distance between control sources and dark zone increases,
the inhomogeneities of the medium causes can have very large effects on the sound field
and cannot be neglected. Many different models have been developed over the year.
(Attenborough et al., 1995) presents a comparison of some of the most used algorithms
for outdoor sound propagation. Derivations from many of these models can be found in
(Ostashev et al., 2005; Salomons, 2001). In this section we give a brief review of the
approximations needed to derive the equations solved by different model. We refer in this
chapter to the derivations for FFP, CNPE and FDTD that can be found in (Ostashev et al.,
2005). To maintain a consistent notation across the thesis, the wind speed v is replaced
by u and the turbulent component of the density field 7 by p.

The starting point for deriving the governing equation for the different models considered
is always the full set of fluid dynamic equations. In (Ostashev et al., 2005), the fluid is not
assumed to be incompressible from the start and the momentum equation is paired with
the equation of state, conservation of mass, scalar and entropy:
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0+ovV-u=200Q (3.10)

The tildes denote that these are variables of perturbed field and can be written as the sum
of a mean and a fluctuating component, i.e. & = X + z. The fluctuations in the medium
are caused by an acoustic wave propagating through it and their amplitude is considered
to be much smaller than the mean. The first step is to linearize the system of equations
around their base state (see Figure 3.2).

Other models not analyzed here is the transmission line matrix (Hofmann and Heutschi,
2007) and the extended Fourier pseudo-spectral time-domain method (Hornikx et al.,
2010). The latter can model complex media and reflections from ground and obstacles
with limited computational and storage requirements. It has though some accuracy prob-
lem with arbitrarily shaped boundaries and at high frequencies in upwind conditions if
compared to an FFP solution.

The approximations presented in the next sections and the equations derived from them
are summarized in Figure 3.2.

Fast Field Program
After linearizing Eq. (3.10), the medium is assumed to be vertically stratified and horizon-

tally homogeneous. With this assumptions, the equations can be combined in a single
equation describing the perturbation of the background pressure due to a propagating
wave. This expressions is valid for both gravity and acoustic wave. For acoustics this
equation can be further simplified since frequencies used in acoustics are much higher
than the Brunt-Vaisala frequency N. Additional simplifications can be made on the base
of scaling arguments and are valid as long as the angular frequency w is much larger
than the rate of change with height of the speed of sound and wind speed perturbations
normalized by the mean speed of sound. This equation only depend on z and it is conve-
nient to Fourier transform it with respect of the horizontal components of the wave-vector
k = (kz,ky). These equations are equivalent to the equations from the velocity quasi-
potential from (Pierce, 1990) when A <« [ . These equations, within one layer and after
transformation with respect to time and horizontal coordinates, are:

p=—ip(w— K- u)¥
CF 20— Q)b (2 — ) (3.11)

1 . d
T <‘”x’ ‘Wdz> v

Where p is the pressure in the transformed domain, u is the horizontal wind velocity,
¥ is the velocity quasi-potential in the transformed domain, + is the vertical component
of the wave-vector and the term into parenthesis is the gradient operator in the trans-
formed domain with k, and k, being the horizontal components of the wave-vector. The
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Figure 3.2: Summary of the approximations used to derive different outdoor propagation
models starting from the full set of fluid dynamic equations (Figure 2.1 in (Ostashev and
Wilson, 2015)).

ground can be modelled in different ways: assuming a locally reacting ground and using
an impedance boundary condition or as a homogeneous half-space with its density and
speed of sound. The former could be less accurate than the latter due to the locally re-
acting assumption (Ostashev et al., 2005). A radiation conditions is used at the edges
and a continuity condition at the interfaces between layers. Once the equation is solved
numerically, the solution is transformed back to the spatial domain.

This method in general is accurate and computationally efficient. There are few assump-
tions made in the derivation of these equations that can affect simulating sound propa-
gation. The first is the assumption of an horizontally homogeneous medium, which does
not allow to make the wind field range dependent and the ground can only be flat. Fur-
thermore, these equations are valid when A < [ which in general is not a problem unless
turbulence should be included. Furthermore, the vertical component of the wind is not
taken into account. This is not a problem unless the source is not close to the ground
or if the domain extends beyond the ASL. In these cases, the vertical component of the
wind is not negligible and not including it in the model can cause wrong estimations for
the turning points and the interference pattern on the ground.
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Crank-Nicholson Parabolic Equation
The derivation of the equations for this method is more lengthy and involve more ap-

proximations than the two other methods described here, as it can be seen in Figure
3.2. Again, the starting point is the linearized fluid dynamics equations obtained from
Eq. (3.10). These equations are then rearranged, and after neglecting terms of the order
u?/c?, reduced to a system of two equations. These are the same two Equations, Eq.
3.14, used for FDTD in Section 3.2.1. These equations are further simplified by neglect-
ing terms that are small if time scale of the changes of the mean horizontal wind speed is
much larger than the time scale of the acoustic quantities. This allows to combine the pre-
vious two equations in a single one (Eq. 2.84 in (Ostashev et al., 2005)). Additional terms
are neglected, based of the assumption that the acoustic variables change much faster
than any medium variables. The resulting equation is then Fourier transformed leading to
an Helmholtz type equation (Eq. 2.88 in (Ostashev et al., 2005)). The z-axis is assumed
to be close to the propagation path. The narrow-angle and the wide-angle versions of the
parabolic equation can be derived depending on the approximations made form this point
on.

Additional terms are dropped for the narrow-angle approximation. Some of these terms
have an effect on the accuracy of the predictions. The equation that results from dropping
these terms (Eq. 2.106 in (Ostashev et al., 2005)) is only valid if kol > 1, < k3I* and
there is little back-scattering.

This expressions is further simplified using the high frequency approximation kol > m
where m is a large number depending on small number parameters such as the Mach
number, the variation in density and the angle between the wave propagation and the
xz-axis (leading to Eq. 2.110 in (Ostashev et al., 2005)). Finally, the effect of the wind
is approximated using the effective speed of sound c.;y = ¢ + k - u and the vertical
components of the wind is neglected. In a 2D implementation, as the one considered in
(Ostashev et al., 2005), the horizontal derivatives perpendicular to the propagation path
are discarded leading to the narrow-angle parabolic equation:
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where A is the complex amplitude related to the pressure as follows p(z, z) = A(z, z)e*0®
and k(x,2) = w/cesy-

The Crank-Nicholson method consists of a finite difference method using a centered ap-
proximations:

A(rmy1) + Axn)
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The wide-angle approximation replaces a term in the Fourier transformed equation (Eq.
2.88 in (Ostashev et al., 2005)) and assumes that the z-axis is close to the propagation
path. The equation is rewritten using a pseudo-differential operator that allows to divide
the equation in two parts, one for the outgoing and one for the incoming wave. The latter is
neglected. The pseudo-differential operator is replaced with the Padé (1,1) approximation.

The narrow angle approximation is only valid for elevation angles up to 20°. Wide angle
approximation for extended range. The wide-angle approximation allows elevation angle
of up to 40°.
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Many of the models based on these equations use the effective speed of sound approx-
imation. This approximation includes the influence of the wind by modelling it as a cor-
rection to the speed of sound thus modifying the propagation speed of the medium. This
misses the effects introduced by a moving medium which produces a Doppler shift and a
more complex dispersion relationship w = k(z)/c(T(z)) + k- v(z). The use of the approx-
imation introduces a phase error, which can develop into a magnitude error when there
are more than one source interacting.

One should also be careful on which starting field is used to model the source to limit
numerical errors. In (Ostashev et al., 2005) two different starting fields are described,
one for the narrow-angle and one for the wide-angle approximation. These starting field
consider a monopole as a source. (Vecherin et al., 2011) describes a method to include
more complex sources with their specific directivities.

Furthermore, the vertical component of the wind is neglected so the method is only ac-
curate close to the ground. Back-scattering and reflections cannot be included in neither
the narrow-angle or wide-angle approximations due to the assumption made during their
derivation.

An advantage offered by this method over the previous one is the possibility of making
the medium properties range dependent and the terrain topology does not need to be flat.
This can be done using the conformal mapping method or the Generalized Terrain PE
(GTPE as described in (Salomons, 2001).

CNPE is compared to FFP and analytical solutions, when available, in (Attenborough et
al., 1995) and the differences in the solutions are attributed to the assumptions in the
models. A 2D implementation does not model the effect of the cross-wind. (Cheng et al.,
2009) describes a 3D version of the parabolic equation. They use a wind with a turning
profile and highlight the importance of properly including the wind instead of using the
effective speed of sound approximation. The error is small when there is no cross-wind
and the height of the source and observer are similar. Otherwise the approximation should
not be used and possibly the 3D version should be used instead of the 2D one. Another
3D parabolic equation for underwater sound propagation can be found in (Lin et al., 2012).

Finite Difference Time Domain

The derivation of these equations requires only few steps and approximations. The start-
ing point are again the linearized versions of the fluid dynamics equations from Eq. (3.10).
These equations are then rearranged and reduced to a system of three equations for p,
p and u, the turbulent parts of the pressure, density and vertical component of the wind
fields. The equations for the pressure and the momentum are simplified by neglecting
terms of order u?/c? or smaller. Additional terms that do not affect acoustic applications
are eliminated for the same scaling reasoning. After these simplification, the system of
three equations is reduced to the following system of two equations:
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The main drawback of this method is its computational requirements. To improve on
this aspect, (Van Renterghem et al., 2005) uses this method close to the source and the
obstacles nearby. The solution provide the starting field for the parabolic equation that
provides a solution for larger distances. It is the most heavy of the methods presented
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here but it is also the most accurate. It does not have any of the limitations of the previ-
ous methods and can be used to model complex environments with an inhomoegenous
moving medium and reflections from obstacles. The only limitation is given by neglect-
ing the terms of order u2/c? or smaller. Close to the ground u/c ~ 5e — 2 but it can be
important in the upper atmosphere since it can be larger than 0.1. This means that this
method is not accurate when the upper atmosphere must be taken into account. This is
the case for sources high above the ground or for large distance and strong wind in a
downward refracting atmosphere, since the highest turning points will be well within the
upper atmosphere.

The CNPE is the quickest of the three methods described here. It has been used in Paper
D to study the error introduced by using an unsuitable wind profile in the prediction of the
sound field close to the ground. This study considered a large simulation domain which
would have been computationally expensive to model using any of the other methods.
For this particular study, the approximations typical of the CNPE method were not an
issue. The use of FFP was considered in case of simulations with multiple sources and
the FDTD if obstacles had to be included. In the end, the study only considered the
sound field produced by a point source and in free-field conditions thus making the use of
FFP and FDTD, and the associated increase in computational requirement, unnecessary.
More complex environments will be considered in future work.

3.2.2 Foundations of micrometeorology

When dealing with outdoor sound propagation, it is useful to have a basic knowledge
of micrometeorology, the study of small scale atmospheric phenomena. Knowing the
differences and the characteristics between different regimes of the ABL, the lowest part
of the atmosphere, give an idea of what is important and what can be neglected when
modelling acoustics propagation outdoor. In this section we take a look at the basics of
the ABL starting with a description of its structure. We then introduce the Navier-Stokes
equation in tensor notation including all the terms needed to model the dynamics of such
environments. From this equation we derive the mean and turbulent flow equations and
finally the mean and turbulent kinetic energy equations. These equations describe the
dynamics of the lower atmosphere in different regimes and allow a characterization that
can be used to improve modelling of acoustic phenomena.

Structure of the ABL
The troposphere is the bottom part of the atmosphere and it extends up to 11 km above

the surface. However, only a small portion of it, the ABL, is affected by the underlying
surface (Stull, 1988), while the rest is referred to as free atmosphere. This layer provides
the interface with the ground and its height changes during the day from a few hundred
meters at nighttime to approximately 1 km at daytime. This layer has complex dynamics
and can be divided in two sub-layers where different approximations can be applied: the
surface layer, which covers approximately the lower 10% of the ABL, and the mixed layer,
as shown in figure 3.3. Sometimes the ABL is further divided in convective mixed layer,
residual layer and stable boundary layer depending on the regime (more on this in Section
3.2.2). The surface layer is the most important one when it comes to sound propagation
from sources close to the ground. The most well known approximations, such as the
logarithmic wind profile and the Monin-Obukhov similarity theory (MOST), make use of
strong assumptions that can only be made in this layer. Sound propagation in the surface
layer is affected mostly by the velocity and temperature fields. These two fields can also
be decomposed in a mean and a turbulent field:

z(x,t) = X(x,t) + z(x,t) = X + x, (3.15)
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with x = (z1,22,23) = (x,y,2). This is a common notation in micrometerology. The
tilde denotes the full field, the capital letter the mean filed and the lower-case letter the
fluctuation/turbulent field. The mean field can be considered constant for 10 minutes or
longer, up to approximately 1 hour (Kelly et al., 2018). The turbulent component vary on
time scales ranging between seconds and minutes and is mostly responsible for scattering
and random phase fluctuations. The two approximation named above deal with the mean
profile only.
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Figure 3.3: Schematic of the atmospheric boundary layer (ABL) showing the ASL (be-
tween the straight dashed line and the ground), mixed layer, capping inversion (curvy
dashed line), and free troposphere. Near-ground sound propagation for a high-wind con-
dition, with the wind blowing from left to right, is depicted (Figure 1 in (Wilson et al., 2015)).

The equations of the ABL

In this section we briefly derive some of the most important equations needed to describe
the complex dynamics of the ABL. We only reproduce the main steps here, a more de-
tailed derivation can be found in (Wyngaard, 2010). We only look here at the momentum
equation. Additional equations are needed for the temperature and scalar concentration
but it is beyond the scope of this work to reproduce their derivation. Even though the
starting equations are different, the same steps described here can be used to derive the
mean, turbulent and energy/variance equations.

The starting point here is the Navier-Stokes equation (3.16). After linearizing the pressure
gradient in the deviations about the base state we get:

ou; . 0u; 1 dp . ~ 01,
gt S o0+ Lhsy + v——a— . (3.16)
ot ox,; £0 83)1 N—_—— 90 0x,;0x;
J J J
— v Coriolis term NV
pressure gradient Buoyancy term  viscous dissipation

where 4; is the i-th component of the velocity, €2; is the j-th components of the vector of
angular velocity of the earth, g is the gravitational acceleration, d3; is the Dirac delta which
is different than 0 only for i = 3, hence in the vertical direction, 6 is the static background
potential temperature that only depends on height, 6, is the virtual potential temperature,
v is the kinematic viscosity and ¢;;;, is the alternating tensor: €123 = €231 = €312 = 1,
€321 = €213 = €132 = —1 and the rest of combinations are 0. 6, = 6(1 + 0.61¢q) with ¢ being
the specific humidity. The potential temperature 0 is defined as:
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0(z) =T(z) EESH B . (3.17)

An approximation to this expression is given in (Stull, 1988):

0(z)=T(2)+ T (2 — zy), (3.18)
where I = g/c, = 9.8 K/km and z;, is a reference height.

After assuming incompressiblity of the fluid, i.e. 0u;/0xz; = 0, rearranging terms and
ensemble averaging Eqg. (3.16) one obtains the mean flow equation:

ou; . AU; 9 1 9P g
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Reynolds stress

where U; is the i-th component of the mean velocity field. The averaging follows the
Reynolds averaging rules (Wyngaard, 2010; Reynolds, 1895). It is often not possible
to perform an ensemble average of the observational data given the dependency of the
mean properties on both space and time and ergodicity is used instead: the time average
of a stationary random variable and the spatial average of a homogeneous random vari-
able converges to the ensemble average (Wyngaard, 2010). The Reynolds stress term,
or virtual mean stress, only exists as a results of the averaging process and does not cor-
respond to a physic phenomenon. The viscous dissipation term has been removed since
it is only relevant very close to the surface in case of the mean flow. This equation can
be used to study the mean flow, as in (Wyngaard, 2010) where is used to derive a range
of values for the angle between the wind and the pressure gradient (see Technical Note
A).

Subtracting the mean equation Eq. (3.19) from the full equation Eq. (3.16) lead to the
equation for the fluctuating velocity field:
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Eq. (3.19) can also be used to obtain the mean kinetic energy equation (MKE). This can
be done multiplying Eq. (3.19) by U; and dividing by 2:

DU _ O (U Gy v 2 U0 o O
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mean pressure
gradient production (3-21 )
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The terms in parenthesis are the divergences of different types of flux. These terms sum
to zero when integrated over the whole ABL, which means that they are neither sources
nor sinks but they move kinetic energy through the ABL. The second to last term, viscous
dissipation, can be neglected except close to solid boundaries (Wyngaard, 2010).
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In a similar way we can obtain the turbulent kinetic energy equation (TKE). After multiply-
ing Eq. (3.20) by u;, divide by 2 and ensemble averaging, we obtain:
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The advection, turbulent transport and pressure transport only move energy through the
boundary layer but they are neither a source nor a sink. The second term on the right
hand side appears with opposite sign in Eq. (3.21). This term is a source for the TKE and
a sink for MKE. It models the energy transfer from the mean flow to the turbulent field.
While the viscous term can be ignored most of the time in Eq. 3.21 it is not the same in
this case since it is the only sink and the terms on the right hand side sums to zero in the
case of a steady flow (Wyngaard, 2010).

ABL regimes

This section is elaborated on in Paper C. Even thought the dynamics of the ABL are very
complex, one can have a basic understanding of its main feature by looking at the three
main regimes of the ABL: unstable, neutral and stable. In the TKE equation Eq. (3.22) we
saw that many terms only move energy through the medium and we identified a source in
the mean gradient production and a sink in the viscous dissipation. The role of the Coriolis
parameter in turbulence production is beyond the scope of this work. It can be used to
understand atmospheric processes such as geostrophic adjustment (Persson, 1998). The
only term left is buoyancy. Depending on the sign, this term can act both as a source or
as a sink which determines which regime the ABL is in. The sign of the buoyancy term
is given by the surface heat flux Qo = fyw where w is the fluctuating vertical component
of the velocity field. The surface heat flux is proportional to the temperature gradient and
is then the main indicator of the state of the ABL. Figure 3.4 shows the daily cycle of
the surface heat flux and how its magnitude and sign change depending on the surface
energy budget.
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Figure 3.4: The time variation of the surface temperature flux observed in the Kansas
experiment. The scatter in these one-hour averages is due to the day-to-day variations
during the three weeks of midsummer observations (Figure 9.5 in (Wyngaard, 2010)).
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Figure 3.5: Schematic of the ABL showing the ASL (between the straight dashed line and
the ground), the mixed layer, capping inversion, and free atmosphere (Figure 1.7 in (Stull,
1988)).

During a clear day, the sun radiation heats up the ground producing a negative temper-
ature gradient, i.e. the temperature decreases with height. In this circumstances, the air
parcels closer to the ground are warmer than the one above. They experience a buoyant
force that accelerates them upward creating columns of raising warm air and descend-
ing cold air. In this case the surface heat flux is positive and the buoyancy term act as a
source term. In this conditions the turbulence are strong and their size increases with time
as the energy builds up until an equilibrium is reached. The ABL height also increases
pushed upward by the turbulence (~ 100-200 meters in winter and ~ 1km or more during
summer). This the unstable ABL and scalars such as the temperature are well mixed
because the turbulence help in the diffusion process. In this conditions, wind is of the
utmost importance for sound propagation. Temperature can be neglected and might play
only a small role upwind, i.e. when sound propagated against the direction of the wind.

At nighttime, the situation is reversed. The temperature gradient is positive and the air
parcels close to the ground are colder than the one above. In this case they experience a
force that tends to make them oscillate around an equilibrium position and the buoyancy
becomes a destruction term, effectively suppressing turbulence. The height of the ABL
also reduces accordingly to 100-200 meters. This is the stable ABL. The atmosphere
close to the ground is stably stratified and only above it we find the turbulent field left after
sunset by unstable regime at daytime. These two layers are sometime referred to as the
stable boundary layer and the residual layer (S. Liu and Liang, 2010). The eddies that
survive in this scenario are much smaller than in an unstable ABL and the temperature is
strongly stratified leading to strong downward refraction. This constitutes the worst case
scenario for noise pollution since it is the most favourable for sound propagation. This is
confirmed in (Kelly et al., 2018), where weakly stable stratification resulted in the largest
noise emissions.

The third and last regime is neutral. This can occur during transition between stable and
unstable during sunrise and sunset, as per figure 3.4, or when the temperature gradient
is not very strong like during a cloudy day. A typical value of the temperature gradient for
neutral conditions in air that is unsaturated by water vapor is given by the adiabatic lapse
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rate I'. The value of I" changes with latitude (L. Liu et al., 2021) but a representative value
for mid-latitudes is -9.8 K/km. In Figure 3.5 there is sketch of the daily development of
the different regimes from (Stull, 1988). It is important to notice that these considerations
assume a horizontally homogeneous surface. A few more complex cases are discussed
in (Wyngaard, 2010) and Paper C.

Sound propagation scenarios

To conclude this section, we connect the three regimes described in the previous sec-
tions to four different sound propagation scenarios described in (Wilson et al., 2015).
Such scenarios are shown in Figure 3.6. In this figure, the weather scenarios are plotted
according to the effective speed of sound as a function of height. It is convenient to use
the speed of sound as it combines the two main quantities affecting sound propagation,
namely temperature and wind speed. It is important to point out that the effective speed
of sound approximation, even though useful here, introduces a phase error that trans-
lates to a magnitude error when the contributions from multiple sources are combined
(Ostashev and Wilson, 2015). It is also important to notice that these scenarios assume
an almost flat terrain which in turns allows to assume an horizontally homogeneous wind
and temperature field.
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Figure 3.6: Characteristic effective sound speed profiles for 4 limiting cases of the ASL.
The profiles are arbitrarily offset along the horizontal axis so as to improve visibility (Figure
2 in (Wilson et al., 2015)).

The four scenarios are the following:

* Low wind, clear nighttime: In the case we find the ABL in a stable regime. The
turbulence can be neglected close to the ground and since the wind is low, the
temperature gradient define how sound will propagate: strong downward refraction
in every direction.

* Low wind, cloudy: The ABL tends to be in a neutral regime under this conditions.
The turbulence are weak and since the gradient of the temperature follows the adi-
abatic lapse rate, it is negative which leads to upward refraction in any directions.
This is a quite volatile state that can quickly transition to stable or unstable.

» High wind, clear or cloudy: This lead to an unstable ABL. The wind shear dominates
over the temperature thus refraction depends only on the wind speed and its direc-
tion relative to the sound propagation. The temperature can play a small role upwind
but the pressure level in such direction is already quite diminished. Turbulence are
created mainly by the wind shear.
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* Low wind, clear daytime: A negative temperature gradient lead to an unstable strat-
ification and upward refraction. Turbulence are mainly generated by buoyancy.

Downward refracting conditions result in the worst-case scenario in terms of noise pollu-
tion. These conditions generate an acoustic duct close to the ground (Blom and Waxler,
2012) that enhance the range of noise emissions. This scenario occurs when downwind
and/or with a positive temperature gradient. Considering the four propagation scenar-
ios above, clear nighttime and high wind are the most problematic conditions. However,
high wind only results in downward refraction when the angle between sound propagation
and wind direction is small. On the other hand, the positive temperature gradient typical
of clear nighttime produce downward refraction in every direction. Due to low wind and
the buoyancy term in Eq. (3.22) acting as a sink, turbulence play a small role in these
conditions.

For these reasons, this thesis focuses on models for the mean wind and temperature
profiles instead of turbulence with special emphasis on the stable and neutral regimes.
The first because of its high relevance when dealing with noise emissions and the latter
because it is the regime that occur most often (Kelly and Gryning, 2010). Furthermore,
transitory phenomena occurring in the stable regime, such as the one described in Paper
C, can cause the ABL to temporarily transition to a neutral regime. One of these phenom-
ena is the Low-Level Jet (LLJ) whose effect on the sound field on the ground has been
studied in Paper D and Paper E.
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4 Conclusions

This thesis addresses the problem of reducing noise emissions from open air live events
at low frequencies. From this thesis, and the manuscripts developed during this project,
the following conclusions can be drawn:

» The different techniques developed so far to deal with this problem can be analyzed
in terms of two subproblems: the synthesis of the filters for the control sources
and the characterization of the primary and secondary propagation paths. Paper
A shows how each problem can be solved independently in different ways. The
method employed to solve the first subproblem determines the amplitude of the so-
lution, its spatial characteristics, and its robustness against model inaccuracies. The
strategy employed for the second subproblem determines the range where the so-
lutions are accurate. Finally, their combinations determine the overall performance
in terms of insertion loss.

» Traditional approaches using regularized least square can be replaced by iterative
methods. Paper B introduces an iterative method to replace the non-physical reg-
ularization parameter with the number of iterations controlled by problem-specific
stopping criteria. This approach provides a large improvement since it not only con-
trols the balance between the level of reduction in the dark zone and the energy
of the solution, but also the spatial characteristics of the solution, which are crucial
to avoid side lobe, and the robustness of the solution against modelling errors and
changes in the propagation conditions.

» Using simulations instead of measurements to characterize the primary and sec-
ondary propagation paths simplifies these techniques. Paper B shows that, even
though using simulations often provides smaller insertion loss in the dark zone, it is
much easier to employ and it tends to generalize better outside of the dark zone in
complex topologies. Furthermore, it is easier to update as propagation conditions
change. The choice of the propagation model sets the range where solutions are
accurate: distances beyond approximately 100 m require more advanced models
that account for the effects produced by a moving inhomogeneous medium.

* Regardless of the propagation model used, the medium must be characterized ac-
curately. Paper D shows that using the wrong model for the wind profile can in-
troduce large phase errors that compromise the performance of the active noise
control system at distances beyond 100 m. The error grows with distance. Stability
conditions at the top of the ABL, that are hard to identify and measure, affect the
sound field close to the ground which further increases the prediction error. Paper
E described how sensitive this error is to the stability conditions and depth of the
ABL. The error is mainly in the phase. A simple logarithmic profile can still be used,
even when is not the most accurate model, with little error at distance smaller than
1 km independently of the stability conditions. Beyond that distance, the accuracy
of the prediction varies wildly depending on parameters of the ABL that are hard to
quantify.

Technical Note F investigated the use of a surrogate model to speed up the simu-
lations and to recover properties of the medium from a sparse dataset of pressure
measurements on the ground. While such a method has the potential to simplify
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measuring medium properties outdoor. However, the results suggest that this tech-
nique is not yet mature enough to deal with the complexity of a sound field produced
by a moving inhomogeneous medium.

When performing simulations, it is crucial to identify in which regime of the ABL the
sound propagation is taking place. The regimes are vastly different. The stable
boundary layer is the most critical one when it comes to noise control and sound
propagation as highlighted in Paper C. This regime tends to occur at nighttime when
individuals are most sensitive to noise exposure. It is characterized by a positive
temperature gradient that produces downward refraction in every direction, which
effectively creates an acoustic duct close to the ground that enhances the range
of the noise emissions. The positive temperature gradient also turns the buoyancy
term in the TKE budget into a destruction term. This means that turbulence can
be ignored close to the ground. Turbulence are expensive to model and this is an
important simplification. Paper C also shows that in this regime, the direction of the
wind can change up to 45° across the entire ABL which would require a 3D model
to account for it.
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5 Future work

There are still many challenges to tackle to improve systems for active noise control for
open air events. A robust optimization framework (El Ghaoui and Lebret, 1997) could be
used to improve the robustness of the system against the fluctuations caused by turbu-
lence. However, focusing on the characterization of the propagation paths will provide
larger improvements. As described in this thesis and in (Wilson et al., 2015), the mean
profiles are crucial for accurate predictions of the sound fields. Hence, future work should
focus on the second subproblem.

There are two main branches that require further work to improve the range of these
systems and their adaptability to changes in propagation conditions:

1. Deriving more efficient sound propagation modelling techniques: The mean
properties of the medium can be considered as static for time windows of 10 minutes
and up to approximately 1 hour (Kelly et al., 2018). Current modelling tools for
outdoor sound propagation in 3D present excessive run-times that prevent practical
use in changing weather conditions. A line of investigation should focus on deriving
more efficient modelling techniques for this type of application. Even though neural
networks are not yet mature enough to deal with this problem, the fast pace of the
developments in this field is encouraging. Different architectures such as PINN
(Raissi et al., 2019), SIREN (Sitzmann et al., 2020), DeepONet (Lu et al., 2021)
and WaveNet (Moseley et al., 2018) could provide a faster alternative to traditional
numerical tools.

2. Medium characterization or atmospheric profile characterization: The other
branch should focus on the characterization of the medium instead, considering the
large error that a wrong estimation of the wind and temperature profiles introduces in
the predictions. Direct measurements are prohibitive for this application due to prac-
tical reasons. Indirect methods that combine measurements of pressure data and
physical knowledge of the problem are the most promising for this task. They have
been successfully used in underwater acoustics (Gerstoft and Gingras, 1996; Park
et al., 2010; Bianco and Gerstoft, 2016; Bianco and Gerstoft, 2017) and seismol-
ogy (Aghamiry et al., 2019; Aghamiry et al., 2021; Gholami et al., 2022). Physical
knowledge can be introduced using a discretized version of the governing equa-
tions or through a surrogate model provided by a neural network (Sitzmann et al.,
2020). In this case, pressure measurements at frequencies above 150 Hz, which
are not affected by the active noise control system, could be used to recover the
wind and temperature profiles. The updated profiles could then be used to update
the propagation model and the primary and secondary propagation paths.

3. Large scale outdoor propagation measurements: Perform a large scale exper-
iment for the characterization of the sound speed profile and its effect on sound
propagation. Ideally these measurements should be taken at different times of the
day to account for the more relevant effects in the different regimes of the ABL. This
data could then be used to train a surrogate model across many different working
conditions and validate numerical simulations.
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ABSTRACT
The application of sound field control to outdoor live events at low frequencies is a recent one due
to increased concerns regarding noise pollution and stronger regulations. Here is presented an
overview of the techniques being recently investigated based on model, data or hybrid approaches.
The approaches presented here provide encouraging results but they all deal with the problem at
relatively short distances (approximately 100 m). Translating these results to larger distances is
going to be a challenge as a new set of problems needs to be addressed. An overview of the most
relevant issues encountered in long range applications such as uneven terrain, properties of the
medium, ground and obstacles interactions is also presented.

1. INTRODUCTION

The effects that noise has on the health of individuals are well know by now [1]. This has led
to increasingly strict law regarding noise emissions. Previous legislation focused on A-weighted
measurements to assess such emission effectively leaving out low frequency emissions. Nowadays,
updated laws are starting to use C-weighting and more encompassing measures that will make it
harder to organize outdoor live events since they can be a nuisance for non participants and can be
powerful noise emitters and contain a strong low frequency component which can propagate over
large distances with minimal atmospheric attenuation [2]. In the coming years, the proliferation of
such regulations might lead to the break up of the large events we have today to smaller ones to reduce
their noise footprint. Alternatively, such events could be moved further away from residential areas
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but this will require additional infrastructures and be damaging for wildlife with both consequences
going against the UN sustainability goals [3]. Sound reinforcement system have been optimized to
limit radiation off axis to limit noise pollution. This still leaves strong emission on axis where an
audience is present. Noise barriers are not the best solution in this case due to limited performances
at low frequencies. The use of active noise barriers can improve such performances but, as pointed
out in [4], they can introduce reflections in the audience area. Furthermore, many of the events
considered here take place on borrowed spaces instead of permanent venues so installing physical
barriers is just not an option in many cases. Recently, [5] proposed to use active noise control to
weaken such emissions. The system employed is shown in fig. 1 and consists of an additional set of
control sources placed behind the audience. These sources are used to generate a secondary field that
matches, in specific area, the sound field coming from the stage but with opposite phase to weaken
its emissions. In this way it is possible to generate a quiet area usually referred to as dark zone. It
is important for this system to not be noticeable by the audience. This can be achieved by either
using cardiod control sources or an additional array of sources to limit the spill into the audience
area [6]. Another important aspect to consider in this type of application is the non-linear nature of
the transducers. It is very important that the filters designed for the control source do not introduce
any amplification of the driving signal to avoid distortion from the loudspeakers as it could drastically
reduce the performance of the system.

Primary Sources

Figure 1: A sketch of a possible sound field control setup.

This field is still in its infancy but different strategies have been proposed. In this work we will
look at these strategies by first looking at the general problem and its formulation. We will see that the
general problem can be further divided in two sub-problems. How these two sub-problems are dealt
with is the root of the differences between the different strategies. This will be the focus of the first
part of this paper. The second part will present a brief overview of some of the main challenges when
distances larger than 100 m are involved. We will look at different models that deal with outdoor
sound propagation, their advantages or disadvantages and finally, describe two of the most important
model parameters.

2. THE PRESSURE MATCHING PROBLEM

All the methods presented here have the ultimate purpose of generating a set of filters to apply to
a set of control sources. These filters should be designed in way such that the sound field synthesized
by the control sources matches the primary field in the dark zone to weaken the noise emissions. The
general problem is a pressure matching problem and can be formulated as follows:

min p - Hqll3, (1)



H € CM* ig the secondary path transfer function matrix from L control sources to M microphones,
p € C™ is the primary sound field in the dark zone and q € CL are the volume velocities of the
secondary sources.

This problem can be further divided in two sub-problems: how to design the filters and how to
obtain p and H. The ways we can deal with these two sub-problems constitute the main differences
between the approaches used until now in this type of application. The first sub-problem will be the
main focus of the first part of this section while the second part will focus on the second sub-problem.

2.1. Sub-problem 1: designing the filters

All the algorithms presented here can be described by the general block diagram in fig. 2 In general,
the reference signal x(w) is provided directly from the mixing desk and the frequency response of the
controller Q(jw) is obtained in different ways which will be the focus of this section. According to the
definition of feedback and feedforward from [7] we can make a first distinction between the families
of algorithms analyzed here. In a feed-forward method, an error sensor can be used to monitor the
performances of the system but it is not used to directly design or modify the filters. The filters
are then static and are obtained offline from p and H no matter how they have been obtained. The
feedback approach instead uses the signal from the error sensor(s) to dynamically adapt the frequency
response of the filters. Also in this case estimations of p and H might be needed, depending on the
implementation, and potentially any method can be used to obtain them.

,,,,,,,,,,,,,,,,, P(jw)

Qjw) S(jw)

-

Figure 2: General scheme used in active noise control. The box encloses the only module used in
feedback system that is not present in feedforward approaches.

Feed-forward methods

The problem in eq. 1 is usually an ill-posed problem being under-determined (M > L). Most of
the methods described here employ a regularization parameter to ensure stability of the solution by
reducing the effect of noise and/or rounding errors due to finite accuracy. It also controls the balance
between the amplitude of the solution and the amplitude of the error/residual. It can also be used to
control the spatial properties of the synthesized sound field. In general, the amount of regularization
affects the accuracy but also the robustness. Large regularization can help to keep the amplitude of
the solution below a given threshold, control the spatial properties of the secondary field and increase
the robustness to uncertainties in p and H due to mismatches or changes in weather conditions, but at
the expense of performance.

All the feed-forward methods can lead to similar performances in terms of insertion losses. What
should drive one to chose a method instead of the other are the practical aspects of each of them and
the limits and properties of a given application, as will be discussed in the following. Further details
about these methods together with a comparison between them can be found in [8].

— Ridge regression
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In this case a penalty term is added to the original pressure matching problem from eq.l.
The regularization parameter A controls the trade-off between accuracy and amplitude of the
solution. Larger regularization parameters lead to solution with a smaller amplitude at the cost
of increasing the magnitude of the error. Also know as least square problem with Tikhonov
regularization, this is one of the most used method to solve a least square problem [9]. The
main advantages of this method are that it is easy to implement and computationally efficient.
The main drawback is the need to find the optimal regularization parameter. This might require
some trial and error. Automatic selection methods like the [-curve [10], generalized cross
validation [11], normalized cumulative periodogram [12] or discrepancy principle [9] can help
finding the optimal compromise between amplitude of the residual and of the solution. The
solutions found this way might not be viable though. There is no guarantee that the solution
resulting from this compromise does not amplify the driving signal which is something to be
avoided to not incur in non-linear behavior in the transducer spoiling the results. A strict and
explicit amplitude constraint cannot be applied. Furthermore, the radiation pattern resulting
from such solution might not be not acceptable and one would have to manually tweak the
regularization parameter.

Convex optimization:
qmm—Hwésm fi@) < b; 3)

The original problem may be treated as a convex optimization problem and explicit constraints
can be used. The constraints can be used to enforce a limit on the amplitude of the solution.
Such constraints can be applied to each coefficient of the solution (|q| < 1, the limit here is unity
gain) or on the array effort (||q||§ < 0.5, alimit of -6 dB was used in [8]). The first option is more
desirable as it guarantees that not a single coefficient will produce amplification. On the other
hand, sometimes it is too strict and lead to an empty feasible set. In such cases one case use the
more relaxed second option. The constraint can be formulated in different way and additional
constraints can be used. This has to be done with care though to avoid empty feasible sets. This
method can provide the most accurate solutions since it searches for them only in the feasible
set so that any potential solution will comply with the constraints. The drawback is that it is
computationally expensive and implementations to solve these problems are available either as
external modules or in commercial software. Furthermore, constraints on the radiation pattern
can easily lead to empty feasible sets. This can limit the application of this method when it is
important to avoid side lobes.

Subspace/Iterative methods:
min||p - Hqll; )

There a few methods of this kind and the common thread is to replace H with a lower rank
approximation H to provide regularization. This can be done by applying a decomposition
to H such as singular value decomposition, eigenvalue decomposition or principal component
analysis. A subset of the vectors in the basis obtained in the previous step will provide the
low rank approximation. The vector of pressure p can be projected onto this subspace and be
used to compute the solution [13]. This selection process is what provides regularization and
allows to select components with desired spatial properties. The drawbacks are the lack of
an amplitude constraint and the decomposition and selection process can be time consuming.
The first problem can be addressed by using a fixed basis such as discrete cosine transform,
discrete Fourier transform, etc. This solution does not fix the lack of an amplitude constraint
and the basis chosen is not adapted to the current problem though. Iterative algorithm such



as the conjugate gradient least square can alleviate both of these problems. In this case the
regularization, and so the amplitude of the solution and its spatial properties, is provided in
discrete steps and controlled by the number of iterations. This allows to include stopping criteria
designed specifically for a given application. In this way is possible to control the radiation
patter and, to some extent, the amplitude of the solution. An explicit constraint on the amplitude
of the solution can be enforced by pairing this method with the active set-type method described
in [14].

Feedback methods

In this family of methods the difference between primary and secondary sound fields is captured
by the error sensors and used to update the frequency response of the filters.

These methods also set to minimize eq. 1 using gradient descent. Taking the derivatives of eq. 1
with respect to the coefficients and setting it to 0, one can obtain the following update rule:

w(n + 1) = w(n) — pe(n)i(n), &)

where w € RY are the coeflicients of the filter of length N, u is convergence factor or slope rate, e is the
error measured at the microphone and £ € R is either the reference signal x(n), as in traditional least
mean square (LMS), or the reference signal filtered by the secondary path to improve stability as in
FxLMS [7]. This implementation is in the time domain and n represent the time step. Furthermore, it
is for one control source and one microphone. A multichannel approach is in [15] together with some
implementation details to improve performances and reduce computational effort. The downside of
this method is that it requires the measurement or simulation of the secondary path transfer functions.
It is important to have an accurate estimation of them since the FXLMS algorithm will not converge if
the phase difference is larger than 90° [16]. This can be a limitation when large distances are involved
and the system has to work for long periods of time. The atmospheric conditions change over time
introducing an estimation error that gets larger with distance as the influence of the medium gets
larger as well.

These methods can achieve large noise reduction at the position of the microphone. Notably the
best performances are achieved in places not accessible by people. The extension of the quiet are can
be increase is the system consist of enough error microphone placed close to enough to sample the
incoming wavefront. In this way the entire wavefront is weakened and the quiet are can be extended
beyond the microphones. The size of this extension depends on the density of the sampling and the
complexity of the topology.

Another way to introduce losses in areas that are not occupied by the microphones is proposed
in [17]. This work uses virtual sensor placing to create quiet areas away from the sensors. The
traditional FXLMS is coupled to a model used to predict the transfer function in positions where there
are no physical sensors. In this way it is possible to achieve large reductions in position that are now
accessible.

Finally, [18], introduces a new method that allows reduction in a large area by surrounding in it
with control sources and error microphones. This makes this quite area accessible but it requires
many microphones and sources. This is usually a limit with traditional FXLMS approaches. In this
work, the authors propose an eigenspace and wave-domain adaptive filtering to overcome this issue.
The filters are derived from a circular harmonics representation of the reference and the error signals.
The filter coeflicients, after being computed in this transformed domain, are then transformed back
before being applied to the control sources. In this way they minimize the cross-correlation between
channels and, once they are decoupled, treat them as separate single adaptive filtering problems.



2.2. Sub-problem 2: Obtaining the two sound fields

A second sub-problem consists in obtaining the vector of pressures p and the matrix of transfer
functions H necessary to compute the filters. This can be done in different ways. Each way has its
own benefits and drawbacks as we will see in this section.

However, some general consideration can be made regarding the spacing and positioning of
control sources and sensors. The spacing between control sources and sensors and the spacing
between sensors affect the condition number of the transfer function matrix which in turn affects the
regularization that has to be applied and the set of solutions that can be obtained. In [19] is shown
that the condition number of H is at its smallest when the spacing between sensors and between
sensors and control sources is equal to the spacing between the control sources. This configuration
might not be ideal for this application though. First, a spacing between sources of approximately 2
m would be fine enough to provide control and limited spatial aliasing up to around 120 Hz while
the resolution of the measurement grid should be finer than that to properly sample the sound field.
Second, the solutions tend to not generalize well when the sensors are placed so close to the sources.
There are multiple reasons for it: the secondary wavefront is more curved than the primary one,
the rate of decay of the amplitude of the two fields are also very different and near-field effect are
recorded that do not propagate to the far field.

Model based approach

The primary field and secondary path transfer functions can be obtained from simulation using
a suitable propagation model. This method is the least demanding in terms of practical effort since
it does not require any measurement. In terms of computation time it is less clear since it vastly
depends on the complexity of the model used. The accuracy of potential solutions depends on how
well the model matches reality. This approach has been proposed in [8] using the complex directivity
point source model (CDPS, [20]) to generate H and p. At the moment there is no experimental
data available for this approach. This is a simple model that only considers far-field and free-field
conditions and a static and homogeneous medium. From simulations, we can expect large insertion
losses when these conditions are met. The actual sensitivity of the solution to these uncertainties
depends on the algorithm chosen to derive the filters and the amount of regularization. More advanced
models should be used in case of reflections or propagation over distances larger than 100 m, where
the influence of the atmosphere cannot be neglected. This simple model can help extend the quiet
area beyond the dark zone when there are reflection. In general, solutions obtained from transfer
function measured in the dark zone do not generalize well beyond it when reflections are involved.
The interference pattern sampled is specific to that microphone location and as we move away from
it, the interference patter will change. When CDPS is used, one only corrects for the direct field
which will keep propagating beyond the dark zone and its properties will not change as quickly as
they would if reflections were to be included.

Data based approach

This method has been used in multiple works like [6,21] is quite straightforward since it consists
of measuring both p and H. This is the most time consuming of approaches presented here and at the
same time potentially the most accurate for a limited amount of time. Both p and H change with time
as the weather does [16]. The performance of the solution will then depend on how close the weather
conditions match the ones encountered when p and H were measured. The sensitivity to the mismatch
will depend instead on the algorithm chosen to derive the filters and the amount of regularization.
Some work has been done in [22] to adapt the measurements to changes in temperature and wind and
the model used can be effective when the distances involved are not larger than approximately 100 m.
From this distance, the effects produced by changes in the properties of the atmosphere requires more
complex modelling than what proposed.



[21] presents results from different measurement sessions using this approach and Ridge
regression to obtain the filters. The insertion losses reach a peak of 12-14 dB and at least
8 dB between 30 Hz and 120 Hz in the case where reflections were limited (Refshalegen,
Copenhagen [6,21]). In more complex environments (Tivoli, Copenhagen and Kappa FuturFestival,
Turin [21]) the insertion losses dropped to an average of 5 dB with peaks of 8 dB. In these last two
cases, the sound fields where much more complex due to reflections. In this case, also the effect of
changes in the weather is magnified. In free-field, only the direct field is affected by these changes.
When there are reflections, also the reflections will be affected and in different ways depending on
their direction and the direction of the wind dramatically changing the interference pattern that was
measured under different weather conditions.

Hybrid approach

In [23], a dataset of sparsely measured transfer functions is used to fit a propagation model based on
a spherical harmonics expansion. Such model is then used to infer the transfer functions at positions
that were not measured; drastically reducing the burden in the previous approach. This method first
assumes sources with an identical axi-symmetric radiation pattern. In this model, the transfer function
between a loudspeaker and a receiver at r = (, 8, ¢) in spherical coordinates can be expressed in terms
of a spherical harmonics expansion:

M
h(r,a) = 3 a,h? (kr)P,,(cos(0)), (©6)
m=0
where a = [ag,ai,...,an]7 € CM*! are the complex coefficients, 4> are the spherical Hankel

functions of the second kind, P,, are the Legendre polynomials of order m, M + 1 is the number
of modes included and k = 2xf/c. In dry air, the speed of sound ¢ = +yRT where y = 1.401,
R = 287 J/kg K is the universal gas constant and 7 is the temperature in K. Since it is assumed that
the sources have the same radiation patter, also the coefficients a,, will be the same for all sources
so that they can be modelled with parameters (a,7"). 7T is modelled here as a frequency dependent
parameter that includes the effect of both temperature and wind. This model is then fitted to a set of
measured transfer functions h € CYs between the L loudspeakers and a subset Ns of the M sensors.
The model to solve, after including the measurement noise n € CKNs is:

h=h(a,7T)+n, (7

where the dependency of the wavenumber on the temperature has been included. The variables a, T
and n are treated as stochastic variables following either a proper complex normal distribution or a
normal distribution. In this way is possible to write the likelyhood distribution, i.e. the distribution of
the measured data conditioned on the unknowns and using Bayes theorem, the posterior distribution
is then written in terms of the likelyhood and the priors:

m(a, T,oyh) < wthija, T, oy)m(@)a(T)r(oy), 8)

where o, is the standard deviation of the noise and is an hyperparameter following a normal
distribution. One can obtain the parameters a and 7 by finding the maximum a posteriori (MAP) of
the previous expression which is the set of unknowns that maximizes the posterior distribution. The
model can then used to compute the transfer function to positions where there is no physical sensor.
In this work, a least square solution is found using Tikhonov regularization but other methods could
have been used.

This method provides the best compromise between the previous two. Much of the accuracy
that one has by measuring the transfer function is retained but the cost of the measurement itself is



diminished by having to measure only at limited locations K instead of the entire quiet zone with
enough microphones M to properly sample the sound field.

[23] shown how this method achieves spatially averaged insertion losses with peaks beyond 20 dB
and at least 10 dB broadband. It noted though, how this method works well in free field conditions
but it might struggle with more complex topologies with many reflections. In addition, like the other
methods, the performance of the system is strongly related to the atmospheric conditions and are
affected even by moderate changes. The larger the distance between the control zone and the control
sources, the more sensitive is the system to these changes.

3. LONG RANGE CHALLENGES

For propagation over more than 100 m one has to take into account the effects of the ground, the
atmosphere and obstacles.

These challenges can be reduced to the calculation of p and H. The model approach could be used
for this purpose. There are few models developed for outdoor sound propagation able to handle a
moving inhomogeneous medium, ground reflections and, in some cases, reflections from obstacles.
These models together with some of their main parameters will be the focus of this section.

The measurement approach might be too demanding for any real practical application in this case.
The amount of microphone depends on the extension of the dark zone and considering the distances
involved there are high chances to have signal distribution problems. Even without this problem
this approach is not expected to perform well for long amounts of time. As it was said before, the
transfer functions will change over time and the error introduced by these changes gets larger with
distance. Correcting the transfer functions might not be easy here since effects such as obstacles,
ground reflections and refraction must be considered.

A hybrid approach might provide a way to use measured data to reduce uncertainty in the model
parameters but has not been developed as of yet for this application.

3.1. Outdoor propagation models

There are few models suited for outdoor sound propagation. A first distinction can be made into
frequency and time domain models. In general, time domain models such as Finite-Difference Time-
Domain (FDTD) [24] tend to be more precise allowing to faithfully represent a specific environment.
The main drawback is that they are computationally expensive and usually require a long time to
provide a solution. The computation time is a factor that narrowly restrict the models that can be used.
Average atmospheric properties can be considered constant only in small time windows. Any model
that requires any time close to this window would make the solution useless since the atmospheric
conditions would have already changed.

Frequency domain approaches tends to be less accurate than their time domain counterparts for
the simple fact that obstacles cannot be included and admit limited irregularities of the terrain. On
the other hand, they usually provide more efficient implementations. Many of the frequency domain
models such as Fast Field Programming (FFP) [25], Crank-Nicholson Parabolic Equation (CNPE)
[26], Green’s Function Parabolic Equation (GFPE) [27] use the effective wavenumber approximation.
The effect of moving medium is include by using the effective speed of sound ¢,y = ¢(T) + v - n,
where the ¢(T) is the temperature dependant speed of sound, v is the wind velocity vector and 7 is the
normal to the wavefront. This is approximation produces phase distortion and if more than one source
is involved even amplitude distortion due to their interaction [24]. Ray tracing with caustic diffraction
field [27] is inherently less accurate at low frequencies even without using the effective wavenumber
approximation.

Even though the time domain models tend to be more accurate, one has to take into account also
the uncertainty in the parameters. Regardless of the model, the ground impedance and the sound
speed profile (and indirectly the temperature and wind profiles) are needed and their accuracy will



Table 1: Pros and cons of different outdoor propagation models.
Method Pros Cons

Obstacles cannot be included

Properties of the medium and of the

ground cannot change with distance

FFP Fast
Only flat terrain
Effective wavenumber assumption
No vertical wind component
CNPE Possible to have an irregular terrain | Obstacles cannot be included

Possible to have an irregular terrain | Limited shapes possible for the terrain
GFPE Efficient 3D implementation Effective wavenumber assumption

No vertical wind component

Ray model including ) _ )
o ) Possible to have irregular terrain Reduced low frequency accuracy
caustic diffraction field

Possible to include obstacle . )
FDTD ) ) ) .| Computationally expensive
Possible to include irregular terrain

affect the final solution. Some more details on these two parameters will be provided in the following
sections. In the case of time domain model, all the impedances, from the ground to the obstacles,
have to be formulated in the time domain.

It seems clear that even though the model approach is viable for this application, further effort
should be placed in developing a propagation model suited for the task.

The main advantages of the individual methods are resumed in Table 1 and a comparison of the
performances of some of them can be found in [28].

3.2. Ground impedance

In a downward refracting atmosphere, the sound waves will hit the ground and be reflected multiple
times before reaching a sensor or the dark zone. The interactions between, direct, reflected and
refracted waves is crucial to accurately model the sound field. It is necessary though, to have a good
estimate of the ground impedance. There is a vast literature about modelling the ground impedance
and many models have been proposed with different degrees of complexity and accuracy. Some
models tend to work better with certain types of terrain. Due to such extensive literature and the fact
that a thorough descriptions of such models is beyond the scope of this work, we refer the reader
to [29] for an overview, description and comparison of different methods.

3.3. Sound speed profile

Direct measurement of the sound speed profile can be demanding in terms of equipment and cost.
There are many models in the literature for the potential temperature and the wind speed [30-32]. A
first selection of such model can be done depending on which state the atmospheric boundary layer
(ABL) is in: stable, unstable or neutral. Depending on the state the expressions used in these models
can differ. The state also affect the height of the ABL which in turn can potentially affect the size of
the domain to be modelled. In [33] is shown how in most cases the atmosphere is in a neutral or quasi-
neutral state. Furthermore, in [34] they distinguish between a truly neutral and conventionally neutral
boundary layer. The first has no heat flux both at the bottom and at the top of the ABL while the
second has zero heat flux only at the bottom. The second one is most common of the two. In this type



of conditions, different models have been proposed and some of them are compared in [35]. It can
be seen how the models agree close to the surface, where the Monin-Obukov similarity theory holds.
As we move further from the surface the models tend to diverge introducing large uncertainties. The
sensitivity of the propagation models to this uncertainty is under investigation at the moment. The
models that seems more accurate use quantities related to the top of the ABL which are hard to
measure thus can introduce additional uncertainty.

4. CONCLUSIONS

Even though outdoor active noise control is a new field, the results so far for relatively short distances
(Iess than 100 m) have been promising. A variety of approaches are available with different degrees of
complexity, requirements and characteristics. All the methods and their combinations presented here
have the potential to deliver satisfactory performances in terms of insertion losses. No combination is
generally better than others. One should pick the right combination depending on the characteristics
and limitations of the application. Different methods are able to achieve broadband insertion loss
of at least 10 dB in relatively simple topologies. When the environments get more complex and
reflections are involved, the results are not as good. More work is required for this type of scenarios
by either using more advanced models, adapt the measured transfer functions or used a hybrid method
with a model able to include reflections. Larger distances represent a challenge mostly because there
is no one outdoor sound model perfectly suited to model the various physical phenomena affecting
the sound propagation over a large range and when they do, the computational time required is not
acceptable for this kind of application. The bottlenecks are the accuracy and computation time, since
no model excel in both aspects. Further research should focus on this topic. The development of an
hybrid approach for long distances is also of interest since it could allow to reduce the uncertainty in
model parameters through measured data.
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Sound field control can be applied to the problem of reducing noise emissions from outdoor live music
events. One method employed in this type of applications is pressure matching. Different approaches
can be used to find a solution to this problem. Many of these methods can provide reduction of more than
10 dB in the frequency range of a subwoofer, between 30 and 120 Hz, thus reducing the loudness to half
the original. Such a performance is adequate, but it comes with drawbacks and/or practical limitations
such as side lobes that can create new problems in new areas, computational cost, difficult parameter
selection, etc. The method proposed here uses the conjugate gradient least square to compute a solution
while providing an easier way to find a suitable regularization and at the same time controlling the
radiation pattern of the solution to reduce the possibility of side lobes. In addition, the use of an active
set-type methods allows to include explicit constraints on the amplitude of the solution to avoid
amplification and non-linear behavior of the transducers. After introducing the theory, the performances
are compared to other more established methods through simulations and outdoor measurements per-
formed at a 2:1 scale to show properties and practical aspects of the method proposed. These experi-
ments show that 10 dB insertion loss are achieved over a broad frequency range with peaks larger
than 20 dB. We investigate the difference in performance between the different methods and use simu-
lated versus measured transfer functions to derive the filters. We also analyze the numerical properties of
the solutions provided by the different methods and relate them to the spatial properties of the corre-
sponding sound fields. Furthermore, we present a convergence study to evaluate the effect that grids
of different resolutions used in the simulations have on the insertion loss for different degrees of regu-
larization. Finally, we present also a sensitivity analysis of the proposed method to uncertainties in the
speed of sound and show how the regularization directly affects the robustness of the method against

such inaccuracies.
© 2023 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
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1. Introduction control systems has been studied to weaken the noise emissions
from live events using additional control sources placed behind
the audience [7,8]. These methods apply ad hoc filters to the con-

trol sources to create an anti-field that, through destructive inter-

The effects that noise has on the health and well-being of indi-
viduals is more clear now than ever [1]. The legislation is also fol-

lowing suit and becoming more and more restrictive [2]. Outdoor
live events present a special case of noise source that comes with
particular challenges and characteristics. Sound at these events
usually contains a strong low frequency component (30 to
120 Hz [3,4]) that can travel over large distances with minimal
attenuation from the atmosphere [5]. At the same time, these com-
ponents are integral to the experience of the audience and cannot
simply be tuned down [6]. In the last years, the use of active noise
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ference, reduces the noise emissions generated by the sources at
the stage in a given area, usually referred to as dark zone. A com-
mon way to derive these filters is by solving a pressure matching
problem which consists of minimizing |Hq+p||3, where
H e C"V is the transfer function matrix between M receivers in
the dark zone and N control sources, q € CV is the vector with
the complex amplitude coefficients of the transfer functions for N
control sources and finally p € C is the vector of the primary pres-
sure field at the M receivers in the dark zone. This approach was
first introduced in [9] which also provides a study of the influence
of the secondary (control) array on the sound field in the audience

This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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area using a double layer of control sources or a single layer of car-
dioid subwoofers. The performance of such a system was further
investigated in [8] which present results from different practical
applications with different degrees of complexity: presence of
buildings and large time frames with changing weather conditions
which affects the transfer functions and thus the final result [10].
In both these works, the primary sound field p and the secondary
transfer functions H necessary to compute the filters are measured.
An alternative is provided in [7], where the transfer functions are
modelled using a spherical harmonic expansion. The coefficient
of each mode and the effective speed of sound, related to wind
speed and temperature on the ground, have been cast as stochastic
variables. The propagation model is then combined with measured
data to find the best estimates for such variables. With this
approach the results generalize better than if using only measure-
ments. Furthermore, it drastically reduces the number of measure-
ments needed to compute the filters.

One of the challenges in this type of applications is to avoid that
the sound field generated by the control sources spills into the
audience area; the control system should go undetected by the
audience to not affect their experience. To do so, it is possible to
use a double array: one array to reduce the level in the dark zone
and one array to limit the effects in the audience area [11]. This
approach was first applied to this problem in [12]. The problem
has been reformulated as a double objective minimization problem
allowing to control the balance between the reduction of the pres-
sure levels in the dark zone and the spill of the control source in
the audience area. However, [9] showed that it is sufficient to
use a single layer if the subwoofers have a cardiod directivity
pattern.

The method should be computationally efficient and produce a
solution for all frequencies in a short time: the weather conditions
change with time and affect sound propagation, thus modifying the
transfer functions [10]. A solution is most effective when the actual
weather conditions match the ones encountered when the transfer
functions were measured or simulated [7]. An additional challenge
is to avoid high gain filters that produce non-linearities in the loud-
speakers, thus leading to distortion. The system here is assumed to
be linear and any deviation from this assumption will negatively
impact the performance. In general, this is less of a problem if
the secondary sources are the same as the primary sources and/
or if the distance between them is large. A thorough discussion
about this aspect is beyond the scope of this paper.

The pressure matching problem can be formulated and solved
in different ways, each one with its pros and cons:

e Least square problem with Tikhonov regularization: This
method is computationally efficient [13] and has been used
effectively in this type of applications [7]. The main drawback
is that the only way to avoid filters with high gain or to control
the radiation pattern of the secondary array is through the reg-
ularization parameter. Automatic search methods like 1-curve
[14], generalized cross validation (GCV) [15] or normalized
cumulative periodogram (NCP) [16] can find the best compro-
mise between accuracy and amplitude of the solution. The fil-
ters generated by this compromise might still have a gain too
large for this type of application and/or an undesirable radiation
patter. This makes it necessary, at least for this type of applica-
tion, to manually adjust the gain of the solutions obtained from
these methods or to manually search for the best regularization
parameter. Furthermore, the regularization parameter is also
the only way to control the radiation pattern of the secondary
array which, if not taken into account, can lead to side-lobes
that can potentially increase noise emissions outside of the dark
zone.
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e Convex optimization: This method allows to include explicit
constraints on the amplitude of the solutions [17]. This restrict
the search for a solution in a feasible set that do not violates the
constraints. The constraints are therefore applied from the
beginning and not after finding a solution which makes it
potentially the most accurate option. The main drawbacks are
its computational cost, the difficulty in controlling the radiation
pattern and, when there are many control sources, it might not
find a feasible solution. In this case, the constraints on the
amplitude of the solution have to be relaxed. A new constraint
is defined over the array effort but it does not strictly avoid high
gains in some of the sources in the asrray.

e Subspace/projection methods: This family of methods uses a
lower dimensional representation of H and then project p on
it to find the solution [18]. The lower dimensional representa-
tion is obtained through a decomposition of H using either
the singular value decomposition, eigenvalues decomposition
or principal components analysis. A subset of the basis vectors
is then used to compute the solution. The main advantage of
this method is the potential of controlling the radiation patter
by selecting basis vectors with the desired spatial properties.
The drawbacks come from the need of performing the decom-
position at each frequency, which can be computationally
expensive for large-scale problems and is likely to introduce
audible spectral artifacts. The lack of amplitude constraints on
the solution and the basis vector selection that can be hard to
automate and time consuming to perform manually.

In this paper we propose a method based on the conjugate gradi-
ent least square (CGLS) as an alternative that can provide similar
performance to the aforementioned approaches but avoiding
some of the drawbacks, making it better suited to a practical
application.

The paper is organised as follows: In Section 2 we show how the
drawbacks of the subspace/projection methods can be avoided
using the Krylov subspace that can be efficiently accessed using
the conjugate gradient least square. A similar approach was used
in [19] where the conjugate gradient (CG) was used to find a basis
for an acoustic contrast application as a less expensive alternative
to other methods. It offered a large reduction in complexity at the
cost of a reduction in performance. In this case, we use the conju-
gate gradient least square algorithm to directly compute the solu-
tion at each frequency without necessarily worsening the
performance. We also show that a way to include explicit ampli-
tude constraints without incurring in the computational cost asso-
ciated with a convex optimization problem using an active set-type
method. We also provide an alternative to the selection of a regu-
larization parameter using problem specific stopping criteria that
can be easily implemented given the iterative nature of the algo-
rithm. The use of stopping criteria additionally helps to control
the radiation pattern as it is explained in details in Section 4.1.
The theory presented here is then be validated through measure-
ments in Section 3 where we employed filters obtained using both
measured and simulated transfer functions H and primary field p.
Here, the results obtained from the method proposed are also be
compared to the ones obtained with least square with Tikhonov
regularization and automatic search methods and constrained con-
vex optimization. The methods are compared in term of the inser-
tion loss they provide, the spatial properties of the corresponding
secondary sound fields, including the connection between spatial
and numerical properties of the method, and their computation
time. In addition, we provide an analysis of the robustness of the
method to uncertainties in the speed of sound in Section 4.2 and
a convergence analysis using grid of receivers with different
resolutions in Section 4.3.
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2. Theory and methods
2.1. Krylov subspace and CGLS

The use of subspace/projection methods is interesting for this
application since they allow the selection of basis vectors with
desirable spatial properties to control the radiation pattern of the
secondary array. Thus, with these methods it is possible to limit
radiation outside the dark zone. The drawback of having to per-
form a decomposition at each frequency can be mitigated by pro-
viding a set of basis vectors such as the ones in a discrete cosine
transform (DCT), discrete Fourier transform (DFT), a plane wave
decomposition (PWD) or a random matrix instead of computing
the Singular Value Decomposition (SVD) [13]. The main disadvan-
tage of this approach is that such basis vectors are not adapted to
the problem, in other words, it might be necessary to use many
components of the basis to be able to properly model the problem.
For example, if we consider a sound field created by an array with
large spatial variation, either because in its near field or due to spa-
tial aliasing, it can require the superposition of many basis vectors
from a DFT, with different frequencies, to model it accurately. We
would like, instead, to find a basis where the first few vectors allow
us to model the main features of such sound field. A basis like this
is provided by the Krylov subspace, which is defined as:

k-1
Ki = span{H"p, (H"H)H"p,.... (H'H)  H"p}. (1)

This subspace is built iteratively, with k being the number of
iterations, and its components are based on increasing powers of
the covariance matrix H"H and projections of the primary pressure
field H"'p. The value of k also defines the dimension of the subspace
and it cannot exceed rank(H) since any additional iteration would
add vectors that are not linearly independent.

The problem of the Krylov subspace is that increasing powers of
the covariance matrix H"H result in vectors that are richer in the
direction of the first right singular vector of H [13]; this is the vec-
tor corresponding to the largest singular value. The basis obtained
in this way would have components that are not orthogonal. A
modified Gram-Schmidt algorithm can be used to obtain a new
basis whose vectors follow the directions of the right singular vec-
tors of H thus providing a better representation. This might seem
more cumbersome than computing the SVD and selecting the basis
vectors. However, the conjugate gradient (CG) algorithm [20]
applied to the normal equations H"Hq = H"p, associated to the
unregularized least square problem ||Hq — pHﬁ, actually computes
a solution that lies in the Krylov subspace without the need to
orthonormalize and store all the basis vectors [13]. It turns out that
this is exactly what the conjugate gradient least square (CGLS)
algorithm does. This algorithm is more expensive than CG but is
still very efficient since it requires two matrix-vector products
per iteration and its memory allocations is essentially independent
of the number of iterations [21]. Furthermore, it allows to solve
problems where H is not necessarily square or positive definite
without the need to explicitly compute H"'H.

The k-iterate solution is the minimizer of the following
problem:

q" =min|Hq-p|; st qeK(H'H H'p). (2)
Since the solution q® provided by the CGLS algorithm consists of a

linear combination of the basis vectors in the Krylov subspace [13],
it can be written as

q¥ = c;H'p + ¢, (H'H)H"p + ... + o, (H'H)“ "H"p, 3)
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where ¢; are weights scaling the corresponding i-th Krylov basis
vector. The SVD decomposition of the transfer function matrix is
H = UZV!, which means that H'H = VX2V'. A relation between
the CGLS algorithm and the SVD decomposition can be found by
rewriting H in Eq. (3) in terms of its singular values and singular
vectors,

Q¥ = (c; + VEWVH £ Va4 vy Ut
=V 2+ ot + a2+ + )z 'Up
=vo¥z-1ufp

4)
which means that the CGLS solution is a solution to an inverse prob-
lem where the singular values are filtered by the coefficients in ®®,
In this way it is possible to see how the CGLS algorithm applies a
regularization to the problem that depends on the number of itera-
tions. This is similar to a truncated singular value decomposition
(TSVD, where the coefficients are 1 before truncation and 0 after)
or a Tikhonov regularized least square (where the i-th coefficient
is given by ¢?/(#* + ¢?)). The main difference is that the role of
the regularization parameter here is played by the number of iter-
ations. The more iteration the smaller the residual but also at the
same time the larger the energy in the solution,

9%l <lla*"ll,,  IHq" —pl| > |[Hq“*" - p]. ()

The main consequence is that it is not necessary to find a truncation
order or the value of a regularization parameter but it is possible to
include stopping criteria suited to the problem; the algorithm will
stop when these criteria are met. This allows to avoid the practical
limitation encountered with a least mean square solution with
Tikhonov regularization since its execution can be automated while
fulfilling the amplitude or other requirement that a problem might
present. Furthermore, this criteria can be more refined and not lim-
ited to looking for the best balance between amplitude of the solu-
tion and amplitude of the residual as done by GCV, NCP and I-curve.
For instance, they can be used to easily control the radiation pattern
of the secondary array as other subspace/projection methods and
opposite to the least square solutions as it will be explained in
Section 2.2.

Even though it is beyond the scope of this paper, it is worth
knowing that CGLS also allows the use of a Bayesian preconditioner
to provide a priori knowledge of the solution [22]. This can be use-
ful, for example, to control how the energy in the solution is dis-
tributed between the different sources to avoid over-driving a
subset of them. On the other hand, one has to consider the side-
effects of doing so as it will also change the radiation pattern of
the secondary array and possibly increase radiation towards the
sides.

2.2. Number of iterations and spatial properties of the solution

The use of the stopping criteria in the CGLS algorithm allows to
include problem specific requirements that can go beyond the
magnitude of the solution or the amplitude of the residual. It
was shown in [23] that the number of iterations of the CGLS algo-
rithm can also be used to control the radiation pattern of the con-
trol array. In this application, the left and right singular vectors
constitute pressure modes and source strength modes [24], respec-
tively. The singular values encode the radiation efficiency of each
of the modes or amplification factors once inverted [25]. The num-
ber of iterations can control the weight that each source strength
mode has on the solution and in turns how large is the excitation
of each of the pressure modes. The larger the number of iterations
the larger are the weights applied to higher order modes. High
order pressure modes tends to have a higher spatial frequency
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and more energy is directed towards the sides. Knowing this, it is
possible to control radiation outside of the dark zone by controlling
the number of iterations through a specific stopping criterion. For
examples, one can monitor the total pressure field at control points
outside of the dark zone and stop the algorithm when an increase
above a certain threshold is detected. This feature is very impor-
tant for this application since it allows to avoid side lobes that
could create problems outside of the dark zone. When using least
squares with Tikhonov regularization, it would be necessary to
compute the solution for multiple regularization parameters to
obtain the same result. The range over which one performs this
search and the size of the steps would depend on the condition
number of the transfer functions matrix, which is both setup and
frequency dependent. On the other hand, the CGLS algorithm
searches for the solution in the Krylov subspace that is molded
by the transfer function matrix from the get go.

2.3. Active set-type method

The solution provided by Eq.(2) contains the complex filters
coefficients to be applied to each secondary source at a given fre-
quency. These filters should not amplify the driving signal to the
point where non-linear effects from the transducers become sig-
nificant. This means that the gain applied to each source should
be smaller or equal to a user defined threshold (in this case set
to 1, so |g;/ <1 or 20logyy(|q;|) <0 dB). The stopping criteria
allow, to some extent, to control the amplitude of the solution.
In this way one can stop the algorithm when any component of
the solution becomes larger than the user defined threshold. Even
if this is an improvement over other methods, it does not provide
explicit amplitude constraints and could prevent the use of a
meaningful solution because it violates the amplitude require-
ments even by a small amount. The active set-type method intro-
duced in [26] allows to include explicit amplitude constraints on
the solution of the CGLS algorithm. So, once one obtains a CGLS
solution complying with user requirements but that violates the
amplitude constraints, the active set-method can be employed
to find a correction that allows the solution to fulfill the ampli-
tude limits. The main idea is to fix the coefficients that are equal
to the constraints and redistribute the energy from the coeffi-
cients that are larger than the threshold to the ones that are
smaller. This is done by computing a correction y to be applied
to the solution allowing it to fulfill the constraints. This correction
must not affect the coefficients equal to the constraints, i.e. y; = 0
for |q;| = 1 in this case. The index i of these coefficients are stored
in the active set A,(q). The original method applies box con-
straints to the solution and hence uses two sets, one for the lower
bound and one for the upper bound. Since we are applying the
constraints to the magnitude of the solution we are interested
only in the upper bound.

The coefficients violating the constraints are clipped to the
threshold providing an approximate solution q which is used to
compute the new residual:

i =Hq-p (6)

The method then introduces a matrix D = diag(d;,ds,...,d,) with

entries:

{ 0, ke Ayq)
dy = .
1, otherwise

(7)

This matrix allows to not affect the coefficients in the active sets.
The CGLS algorithm is then used again to find an approximate solu-
tion to the problem:

HDz = —t. (8)
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The correction sought after is given by ¥ = Dz* that can be used to
obtain the new alternative solution q = q +y. This new solution
could also violate the constraints in which case the steps described
here should be repeated. Since the residual vector r does not
decrease monotonically, the algorithm is not guaranteed to termi-
nate. This could lead to cycling, however in the current application
such behavior has not been encountered so far. Furthermore, since
this algorithm redistributes the energy between the coefficients of
the solutions, it tends to work better when the solution has many
coefficients since it offers more degrees of freedom. Solutions with
few coefficients might not exploit the advantages offered by this
method and it might not offer any improvement over just reducing
the amplitude of the solution by an offset.

2.4. Experimental methods

The strategy proposed in Section 2.1-2.3 has been tested with
the experimental setup shown in Fig. 1. Due to space limitations,
the experiment was performed with a 2:1 scale so the frequency
range has been shifted to the interval starting from 60 Hz and end-
ing at 240 Hz and the distances have been halved to be consistent
with the new scaling. The experiment was performed outdoor in
semi free-field conditions on a football field with a small hill on
the left, a set of trees at the back and a hedge with a river behind
it on the right as it can seen in Fig. 1b.

The primary and secondary sources consisted of two arrays of 6
d&b audiotechnik Y10 loudspeakers that can be considered as
omnidirectional in the frequency range of interest. The loudspeak-
ers were driven by D80 amplifiers from d&b audiotechnik. The
spacing between the sources was 1 m, corresponding to 2 m on a
real scale, which is a realistic spacing for a real setup. The dark
zone started 5 m from the control sources which in turn were
placed at 20 m from the primary sources. To evaluate the perfor-
mances in the dark zone (DZA from now), 24 microphones were
arranged in 8 rows of 3 with 0.5 m spacing between them. Further-
more, an array of 8 microphones (BA), also spaced 0.5 m, was
placed 45 m from the primary sources to evaluate the level reduc-
tion beyond the dark zone and two arrays of 16 microphones
spaced 1 m were placed to the left (LA) and right (RA) of the main
axis and at 10 m from it to measure possible side lobes. All the
microphones were Beyer Dynamics MM1 provided with wind
shields. The microphones were then connected to four Yamaha
Tio 1608-D interfaces that performed the analog to digital conver-
sion and returned the signal through a Dante network. The refer-
ence signal fed to the loudspeakers and the signal measured at
the microphones were processed in MATLAB and distributed using
a Dante virtual sound-card at a sampling frequency of 48 kHz.
MATLAB was also used to compute the ideal filters from the differ-
ent algorithms. These filters were then implemented as arbitrary-
phase finite impulse response (FIR) filters and uploaded directly
to the DSP integrated in the amplifiers. Both the sources and the
microphones were placed close to the ground to minimize the
interferences from ground reflections in the frequency range of
the experiment. The weather data was measured using a Davis
Vantage Vue weather station set at a height of 2 meters plus an
additional sensor on the ground.

2.5. Performance evaluation and comparison

The performance of the algorithm was evaluated using filters
derived by a primary field p and secondary transfer functions H
that were both measured and simulated. Both measurements and
simulations used only the sensors in the DZA. The microphones
were moved randomly within a circle of 15 cm diameter before
evaluating the performance to avoid committing an inverse crime.
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Fig. 1. Overview of the measurement setup (a) with the 8x3 microphones array in the dark zone (DZA), the array of 8 microphones at the back (BA) and the arrays of 12
microphones on the left and right of the main axis (LA and RA). At the bottom the satellite view of the venue (b) and a picture of the setup (c).

Table 1

Weather conditions during the measurement of the primary field and the transfer functions of the secondary sources. The secondary/control source are numbered from the
rightmost with respect to the main axis (bottom in Fig. 1a) to the leftmost (top in Fig. 1a). The wind direction is relative to the main axis of the setup: 0° corresponds to wind
blowing in the direction of propagation; 90° blowing towards the right of the main axis and —90° to the left.

Index Source T,—om [°C] Tr—om [°C] Wind speed [m/s] Wind direction [°]
1 Primary (all) 49 04 -135

2 Control 1 49 3.9 0 -

3 Control 2 4.9 3.9 0 -

4 Control 3 49 3.9 0 -

5 Control 4 49 39 0 -

6 Control 5 49 3.9 0 -

7 Control 6 49 3.9 0.4 225

A summary of the weather conditions found during such measure-
ments is included in Table 1. Having both measurements and sim-
ulations allowed to quantify the improvements that the
measurements can bring when there are reflections and effects
not taken into account by the model. Details of the simulations
can be found in Section 2.6.

The performance of the system have been evaluated computing
the insertion loss (IL) at each microphone. They are then averaged
over the different evaluation areas: dark zone (DZA), back array
(BA), left array (LA) and right array (RA),

1¢ b
(ILy = NZZOlog (%), 9)
n=1 n

where p is the complex pressure at the microphone n within a given
area and by the main array alone p? or by the main and control
arrays together pt.

The algorithm proposed here has been evaluated using different
number of iterations, ranging from 1 to 3. The active set-type
method from [26] was used to limit the magnitude of the filters
to 1 (0 dB) even though it was triggered only after three iterations
of the CGLS algorithm. In addition, the method proposed has been
compared to least square with Tikhonov regularization where the
l-curve and GCV have been used to select the regularization
parameter and the gain of the solutions has been adjusted when
violating the amplitude constraint. The problem has also been for-
mulated within a convex optimization framework and solved in
MATLAB using the fmincon function. In this case we used two types
of constraints, one on the amplitude of each individual source
(]q/ = 1) and one on the array effort (||q|3 < 0.5). In each case
the solution has been computed at 49 different frequencies in
1/24th octave bands. A summary of the methods can be found in
Table 2. The table, also shows the running time of each method.
These values comprises all the 49 runs to compute the solution
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Summary of the methods tested, their defining equations, parameters, parameter selection method and running time.

Tag Equation Param search method Param Running time [ms]
Mean Standard deviation

cglsy_q Eq. (2) + [26] k =1 User def 5.2 1.1

cgls_» Eq. (2) + [26] k =2 User def 6.1 1.2

cglsy_3 Eq. (2) + [26] k =3 User def 25.7 5.3

fminconyg 4 ming|[p — HqH% st.|q <b b =1 User def 2571.2 235.2

fminconHq 2<05 ming|[p — HQH% s.t. HCIH§ <b b =05 User def 2204.5 244.6

scv ming|[p — Hal3 +2/lall3 * [15] 32 0.7

| — curve 7 [14] 3.0 0.5

ming|Jp — Hq|l3 +2ql[3 A

at each frequency. The statistics are estimated running the algo-
rithm in MATLAB 128 times on a Windows 10 laptop PC with Intel
Core i7-8750H CPU at 2.20 GHz and using 16 GB of RAM.

2.6. Simulations

The simulations were performed using the complex directivity
point source method (CDPS) [27]. This model relies on free-field
conditions, so it does not really match the conditions of the exper-
iment due to the obstacles highlighted in Fig. 1b. The simulations
were performed reproducing the setup shown in Fig. 1a, using
the same loudspeakers, same sensitivity and directivity pattern, a
temperature of 5°C and no wind to match the weather conditions
encountered when the same transfer functions were measured
(see Table 1). In a first step, the simulations were used to obtain
the primary field p and secondary transfer functions H only within
the dark zone (DZA). The point grid in the DZA in the simulation
matched the position of the microphones during the measure-
ments. These data was used to generated the filters for the control
sources using the methods in Table 2. In a second step, the points
in the simulated DZA had been moved modifying their coordinates
by drawing a correction from a normal distribution, mimicking the
shift applied in the real experimental setup. Then, the primary field
p and secondary transfer function H have been computed again in
the DZA and also at LA, RA, and BA. Then, the different methods
have been evaluated applying the filters obtained in the first step
to the newly simulated transfer functions and computing the inser-
tion loss as defined in Eq. (9).

3. Results

The results presented in this section are all obtained from phys-
ical measurements. Simulations are used to generate the filters in
Section 3.1 and only in the case of Fig. 3 to calculate also the inser-
tion loss.

3.1. Simulated transfer functions

3.1.1. Insertion loss

The insertion loss produced by the different algorithms using
simulated transfer functions are shown in Fig. 2. The insertion loss
are calculated from measured pressure fields obtained applying
the filters computed from simulated transfer functions. The inser-
tion loss in the dark zone provided by the different algorithms are
quite close to each other. According to simulations, the differences
were supposed to be much larger, as shown in Fig. 3. The insertion
loss presented in this figure are the only one in this paper where
simulations are used to derive the filters and to calculate the inser-
tion loss. Inaccuracies in the model, that fails to take into account
reflections, inhomogeneities in the medium and wind, reduced the
gap and the overall performance. Solutions obtained using larger
regularization such as the CGLS with one iteration, cgls,_,, and I-
curve, that were supposed to give the worst performances, have
degraded much less than the others and are more robust to such
inaccuracies (more in Section 4.2). On the other hand, fmincon
was supposed to provide insertion loss of more than 30 dB over
a large frequency range according to the simulations described in

—o—cglsg-1 cglsy—y —o—cgls—3 fmincony o1 f7ni'nco7LHqH§<0_5 gev l-curve
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Fig. 2. Insertion loss IL from the measurements set with filters derived from simulated transfer functions, see Table 3. Top left: loss averaged over the dark zone. Top right:
loss averaged over the array at the back. Bottom left: loss averaged over the left array LA from Fig. 1a. Bottom right: loss averaged over the right array RA in Fig. 1a.
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Fig. 3. Spatially averaged insertion loss IL in the dark zone. In this case only, simulations are used to compute both the filters and the insertion loss are calculated from the
simulated filters and simulated transfer functions in the two-step process described in Section 2.4.

Section 2.6 and whose results are shown in Fig. 3. To achieve such
large reductions, the magnitude and phase of the primary field
need to be matched to such an accuracy that is not achievable with
all the uncertainties that can be encountered in a real setting. The
insertion loss provided by the 3 iterations CGLS method, cgls,_,
between 100 and 150 Hz are much larger than for any other
method. The real sound field in this frequency range present a
dip, probably due to interactions with the surrounding obstacles,
and the model used for the simulations tends to overestimate
the sound pressure level in the DZA. The amplitude match between
the primary and the secondary field is poor for most methods lead-
ing to a decrease in insertion loss. cgls,_; is the only solution where
the active set-type method is active. This method redistributes the
energy between the coefficients to comply with the constraints
without any knowledge of the primary field. In doing so, it intro-
duces a phase relationship between the sources in the middle of
the array and the one at the extremes that also produce a dip in
amplitude in the dark zone. This proves to be a much closer match
to the amplitude of the primary field thus producing larger inser-
tion loss.

The algorithms with smaller regularization show an improve-
ment beyond the dark zone, at the back array. A possible explana-
tion is that, with lower regularization, the secondary field better
matches the first one in the dark zone while higher regularization
matches only some of the largest spatial features of the primary
field but not accurately enough to translate to larger distances
and progressively degrade as the mismatch grows.

It is very important to also see what is happening off-axis. The
algorithms that on the paper were supposed to provide the larger
insertion loss are also the ones that increase the most the sound
pressure level outside of the dark zone in Fig. 1. It can be seen
how, as the regularization decreases, the insertion loss become
more and more negative thus indicating an increased SPL in these
positions. Solutions with weaker regularization excite more
higher order pressure modes that present strong radiation off-
axis (more in Section 4). The resulting secondary field is more
prone to present side lobes. In this instance though, the total
sound field, produced by the superposition of the primary and
secondary fields, does not present side lobes itself but a level
increase where the primary field alone had low sound pressure
levels. This is the main reason for the negative side lobes and it
is a result of the choice of the regularization combined with a
mismatch between the simulated and the real sound fields as
explained in the next section.

3.1.2. Primary and secondary sound fields

The negative insertion loss could be interpreted as side lobes. In
this particular case though, the negative insertion loss are caused
by dips in the primary field. In Fig. 4 we can see the measurements
corresponding to cgls,_; as function of microphone position and
frequency for the microphone array on the left of the dark zone
(LA in Fig. 1a). The sound field that results from the interaction
of primary and control sources does not present side lobes. It is
increasing the overall level if compared with the primary field
alone and is doing so at frequencies and points where the level
of the primary field alone was quite low. This suggest that the
problem it creates is not as bad as the insertion loss alone might
suggest. It can still be a problem because the level increase is quite
large and if there is a building in such a direction the difference will
be very much noticeable. The control point stopping criterium dis-
cusses in Section 2.2 and implemented in the CGLS algorithm takes
into account such situation. The larger the regularization (see
cgls,_q,cgls,_, and | — curve) the closer to O the insertion loss. This
is because with a stronger regularization, the secondary sound field
is more focused on the dark zone with limited radiation outside of
it; resulting in a minimal level increase with respect to the primary
field alone. The insertion loss at the left and right arrays (LA and
RA) are similar but the amplitude and positions of the dips do
not totally agree due to the asymmetry of the sound field produced
by the different obstacles at the left and right sides of the domain,
as it can be seen in Fig. 1b.

3.2. Measured transfer functions

To study the effect that simulated or measured transfer func-
tions have on the performance of the system, a new set of filters
has been computed using the measured transfer functions from
Table 1. The resulting insertion loss have been compared to the
ones obtained by using simulated transfer functions. We omitted
the graphics corresponding to the LA and RA for cgls,_; and
cgls,_, for clarity since the results using measured and simulated
transfer functions match very closely. The results for cgls,_, are
shown in Fig. 5a. The difference is quite noticeable in the dark
zone. The measured transfer functions provide a better perfor-
mance on average even though not much larger than with the sim-
ulated ones. Measuring the transfer functions provides an accurate
description of the sound field in the dark zone. The main difference
is located between 100 and 150 Hz due to a model mismatch. The
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Fig. 4. Overview of the sound fields and insertion loss IL at the left array (LA in Fig. 1a) for the set of filters obtained with cgls,_; and simulated transfer functions. First:

primary field; Second: secondary field; Third: total field; Fourth: insertion loss.

model tends to overestimates the amplitude of the sound field
between 100 and 150 Hz where the primary field present a dip.
The amplitude mismatch results in the drop in performance when
using simulated transfer functions. In cases such as this one, where
reflections are involved, the interference pattern outside of the
measured area will be quite different. Because of this difference,
the performance in the dark zone do not generalize well to other
areas. This is confirmed by the measurements at the array at the
back (BA, in Fig. 1a). Here the performances from the measured
transfer functions degrade more than with simulations.
Increasing the number of iterations to 2 improves the perfor-
mance of both sets of filters in the dark zone as it can be seen in
Fig. 5b. The set derived from the measured transfer functions pro-
vide very irregular performance over frequency but it still presents
an improvement over simulations. This solution can provide better
results than the one iteration version but it is more sensitive to
inaccuracies. The weather conditions changed from the time when
the transfer functions were measured to the time when the inser-
tion loss were obtained. While the temperature did not change, the
direction of the wind changed approximately 110 degrees while
keeping its speed (see Table 3, entry number 23 compared to
Table 1). Considering this shift, the accuracy of the match between
primary and secondary field can change rather quickly with fre-
quency and/or space since it does not only affect the direct field
but also the reflections and thus the interference pattern. This
can cause abrupt changes in the performance considering the high
level of reduction reached here (up to 24 dB). However, even if
there are large drops, the insertion loss are over 10 dB for most fre-
quencies. The simulated transfer functions provide a smaller
reduction but are not as irregular. This smoothness is due to the
lack of reflections in the simulations. When there is a difference
between the weather conditions used to compute the filters and
the real one, their impact on the results are not as big. This is
because these filters are matching only the direct field that does
not changes as much as the interference pattern. In addition, also
here the largest difference is between 100 and 150 Hz. The reason
is the same as with cgls,_,. This time the difference is even larger
and this is due to the increased number of iterations. We can see
here that when the propagation paths are accurately characterized,
the increased accuracy of the algorithm lead to larger insertion
loss. On the other hand, the algorithm is also more sensitive to

errors which cause the drop in performance due to the model mis-
match described in Section 3.1.

Finally, the losses in the dark zone using 3 iterations are shown
in Fig. 5c and they have an overall trend similar to the previous
ones. This solution further reduce the residual providing larger
insertion loss than cgls,_, and cgls,_,. The performance from simu-
lated transfer functions is now closer to the measured ones
between 100 and 150 Hz. As explained in Section 3.1, the active
set-type method introduce a phase relationship between the sec-
ondary sources that produce a dip in level in such frequency range.
This counterbalance the model overestimating the amplitude of
the sound field in this region and range, providing a better match
between the primary and secondary fields. The performance in this
case is limited by the fact that the solution hits the amplitude con-
straints and it is even more sensitive to uncertainties. We can see
here that the insertion loss reach peaks of more than 25 dB and is
above 10 dB over the entire frequency range. At the back, the per-
formance of the measured transfer functions is similar to the ones
obtained with two iterations. When simulated transfer function
are used instead, the insertion loss are worse than with 2 itera-
tions. cgls,_; is even more sensitive to uncertainties due to the
weaker regularization. The changes in the interference pattern out-
side of the dark zone introduce a larger drop in performance than
in the previous case.

For all the algorithm tested, not only for cgls,_, and cgls,_, but
also the other, the insertion loss at LA and RA from measured trans-
fer functions closely match the results from simulated transfer
functions in Fig. 2. The only exception is cgls,_;. This is the reason
why we show these results only for this case. The performance of
the filters derived from measured transfer functions do not pro-
duce a large increases of the sound pressure level off axis. On the
other hand, there is a large increase when the simulated transfer
functions are used instead. The background noise in the measured
transfer functions actually improve the conditioning of the corre-
sponding transfer function matrix. The higher spatial frequency
associated with the noise field increases the amplitude of the high
order singular values. This result in a more stable solution, with a
smaller amplitude and that does not hit the amplitude constraints.
It behaves as a solution with a stronger regularization with weak
radiation off-axis. The worse conditioning of the simulated sec-
ondary transfer function matrix lead to a solution with a larger
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Fig. 5. Insertion loss from the measurements using filters from cgls,_, cgls,_, and cgls,_; for simulated and measured transfer functions. The insertion loss are averaged over
the DZA (left) and at the BA (right) as defined in Fig. 1a. The last row contains the insertion loss at the LA (left) and RA (right) for cgls,_;. They are not shown in for the other

case since the results form simulations and measurements closely match.

amplitude that hits the constraints and produce a stronger radia-
tion outside the dark zone. This discrepancy between measured
and simulated transfer functions only occurs in this case because
it is the one with the weakest regularization. All the other solutions
based on inverse problems have a stronger regularization and the
better conditioning of the measured transfer function matrix does
not produce such a striking difference. It does however produce a
smaller level increase at LA and RA than the solutions from simu-
lations do. The method based on convex optimization are affected
differently by the noise and the amplitude of the solution keeps
being large thus produce an increase in sound pressure level off-
axis.

The effect of the regularization and the level increase seen when
using the simulated transfer function is also related to a mismatch

between the predicted and real primary pressure fields. Because of
this, the secondary pressure field fails to match the primary field
on the sides and it increases the level where the primary field
had a small amplitude. This does not occur in the dark zone
because it is closer to the main axis and well within the main lobe
of both arrays.

To facilitate the comparison, the primary field from simulation
and from measurements at the left microphones array are plotted
in Fig. 6. Away from the main axes, the simulated primary field
present a dip that moves closer to the main axis as the frequency
increases. In the measurements, this dip has a different extension
in space and it behaves differently in both space and frequency.
The possible reasons for this difference are reflections and a mis-
match in the speed of sound due to temperature and wind. The sec-
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Summary of the weather conditions encountered during the measurements displayed in this paper. The wind direction is relative to the main axis of the setup: 0° corresponds to
wind blowing in the direction of propagation; 90° blowing towards the right of the main axis and —90° to the left. The complete table can be found in the supplementary material.

Index Transfer functions Array Method T,-om [°C] T,—om [°C] Wind speed [m/s] Wind direction [°]
1 Simulated Both cgls,_q 4.4 12.6 0 -
2 Simulated Both cglsy_o 44 11.6 0.9 —225
3 Simulated Both cgls,_s 44 11.2 0.4 135
4 Simulated Both fmincong 4.6 11.1 0.9 —-180
5 Simulated Both fmincoanH§<05 4.6 111 13 157.5
6 Simulated Both gev 4.6 111 13 157.5
7 Simulated Both I — curve 4.6 11 1.8 157.5
10 Simulated Primary cglsy_s 44 11.2 0.4 135
17 Simulated Control cglsy_3 4.4 11.2 0.4 135
22 Measured Both cglsy_q 5 3.7 0 -
23 Measured Both cglsy_, 5 3.7 0.4 1125
24 Measured Both cglsy_s 5 3.7 0.4 112.5
31 Measured Primary cgls_s 5 3.7 0.4 1125
38 Measured Control cglsy_s 5 3.7 0.4 112.5
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Fig. 6. Overview of the primary field at the left array: simulated (left) and measured at two different times (center corresponding to entry 10 and right to entry 31 in Table 3).

ond and third plots in the figure both represent the measured pri-
mary field but at two different times that had a temperature differ-
ence of approximately 8°C (entries 10 and 31 in Table 3). They
show how a difference in temperature can change the shape of
the radiation pattern.

Now looking at the secondary fields in Fig. 7 we see how using
filters generated by cgls,_; from simulations we obtain a good
match with the simulated primary field but not with the measured
one. The main difference is the large sound pressure level intro-
duced by the secondary field in positions and frequencies where
the level of the primary field was much lower. This results in the
large dips observed in Fig. 5c. When we look at the secondary field
generated with cgls,_; using measured transfer functions we see
how it provides a closer match to the measured primary field with
overall lower sound pressure levels.

4. Analysis
4.1. Numerical properties of the solutions
In this section the focus is brought to the numerical properties

of the secondary transfer functions and to the solutions provided
by the different algorithms.

Position [m]

100

150 200
Frequency [Hz]

100

150

Frequency [Hz|

It is possible to analyze the solutions obtained using the CGLS or
any other method in terms of which pressure modes they excite
and in which measure. Using the SVD, one can express the sec-
ondary field p, as
p, = Hq = UxV"q = Uw, (10)
where w = V" q is a vector of weights or amplification coefficients
applied to the pressure modes. We can study why some solution
might be problematic outside of the dark zone by looking at the
amplitude of the weights and the shape of the corresponding pres-
sure modes.

Fig. 8 shows the magnitude and phase of the left singular vec-
tors, equivalent to pressure modes, of the simulated transfer func-
tions H at 125 Hz. The domain used for the simulations was
symmetric and as a consequence it can be seen how the odd order
modes are also symmetric while the even ones are anti-symmetric.
Another important observation regards the energy distribution
within each mode. First of all, low order modes have a lower spatial
frequency and second, the energy is more focused at the center
while it moves towards the sides as the order increases. The differ-
ent algorithms and regularization combine these modes in differ-
ent ways and with different weights which determine the spatial
characteristics of the solutions.
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Fig. 7. Overview of the secondary field at the left array: simulated (left), measured applying the filters from simulations (center, entry 17 in Table 3) and measured applying

the filters obtained from measurements (right, entry 38 in Table 3).
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Fig. 8. Magnitude (top) and corresponding phase (bottom) of the all the pressure modes, both symmetric and anti-symmetric, of the simulated transfer functions at 125 Hz.
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Fig. 9. Magnitude of the coefficients from the solutions obtained with simulated transfer functions that are applied to the pressure modes: 1 (left), 3 (center) and 5 (right).

The solutions from the different algorithms excite these modes
with different weights that can be obtained applying Eq. (10).
These weights are shown in Fig. 9 as a function of frequency. Con-
sidering that in the simulations, both the primary field and the sec-
ondary transfer functions are symmetric, the even order modes are
not excited at all and have been omitted for clarity. Odd order
modes have weights that in general decrease with the order. The
first mode has approximately the same amplitude in each solu-
tions. The amplitude of the third mode increases with frequency
starting at one order of magnitude lower than the first mode and
reaching approximately half its amplitude at the top of the fre-

11

quency range. This is approximately the same for every solutions
except for I-curve and cgls,_,. The [-curve present a slightly smaller
amplitude than the other methods. However, cgls,_; has an ampli-
tude of various orders of magnitude smaller than the first mode
except at high frequencies. This mean that for this solution, only
the first mode is relevant up to a frequency of approximately
200 Hz, so the third mode can be ignored for all practical purposes.
The fifth mode is much smaller than the previous ones. It can be
seen here that the solutions where the amplitude of this mode is
larger are also the ones that in Fig. 2 had more energy radiated
towards the sides. cgls,_, is the one radiating the least amount of
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energy towards the sides because only the first mode has a large
amplitude and it focuses the energy towards the main axis. The
dip in the coefficients of the fifth mode is a numerical artifact
due to how the modes are sorted in MATLAB.

4.2. Sensitivity analysis

The weather conditions, specifically temperature and wind and
as a consequence the speed of sound, affect the transfer functions
between a source and a set of receivers as describe in [10]. The per-
formance of an outdoor active noise control system depends on
how close the weather conditions are to when the transfer function
were measured/simulated as explained in [7]. In this section, we
present an analysis of the robustness of the cgls algorithm to inac-
curacies in the speed of sound. The filters were computed using
simulated transfer functions obtained using a speed of sound of
334.4 m/s corresponding to a temperature of 5°C as recorded when
the transfer functions were measured during the experimental val-
idation. Three different sets of filters were obtained by running the
algorithm for 1, 2 and 3 iterations. An additional 512 realizations of
the primary field and secondary transfer functions were computed
using speed of sounds following a Gaussian distribution with mean
334.4 m/s and a standard deviation of approximately 2.5 m/s. The
speed of sound was calculated using the dry air approximation
¢ =20.05v/273.15 + T [28] with T the temperature in °C. The distri-
bution of speed of sound are shown in Fig. 10. Each set of filters
was then applied to each of the 512 realizations of the secondary
transfer functions and the resulting insertion loss in the dark zone
have been averaged over space and frequency. The relative fre-
quency of the insertion loss for k =1,k =2 and k = 3 are shown
in Fig. 11.

In general, the symmetric distribution of the speed of sound is
now asymmetric. The reason is that as the estimation error of
the speed of sound increases, regardless if due to underestimation
or overestimation, the performance gets worse and the insertion

Relative frequency

330 ‘ 3
Speed of sound [m/s]

325 345

Fig. 10. Probability distributions of the temperatures (left) and corresponding
speed of sound (right) used in the simulations. The dashed line represent the mean
and the mean plus/minus one standard deviation.
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loss decreases. Furthermore, the histograms for cgls,_; and cgls,_,
present a sharp rise at high insertion loss. This is a consequence
of using the mean speed of sound to also calculate the filters. It fol-
lows that error in estimating the speed of sound follows a Gaussian
distribution with mean 0 and the same standard deviation as the
distribution of the speed of sound. This means that small errors
occur more often leading to larger relative frequencies for high
insertion loss. Moreover, a sharper increase means that large inser-
tion loss are achieved in more realizations hinting to a larger
robustness of the method due to a larger tolerance to errors.
cgls,_; is an exception since it does not show the same sharp rise
at high insertion loss. Even when the error is small, in this case
the performance is limited by the amplitude constraints and the
active-set type method that is triggered only in this case. The per-
formance from cgls,_; are worse both in absolute and average
terms than the others. cgls,_, can provide the largest insertion loss
when the speed of sound used to compute the filters is accurate.
cgls,_; provides slightly worse performance in the best case sce-
nario. This is again a result of the constraints. Since this limitation
is intrinsic to the solution and independent from the accuracy of
the sound speed, on average the losses tends to be worse than
the for cgls,_,. The shape of the frequency distributions for cgls,_,
and cgls,_; are rather similar and the center of gravity occurs at
insertion loss comprised between the mean and the mean minus
one standard deviation. The main difference is that cgls,_; has a
smaller tail at higher insertion loss and larger relative frequencies
at the center of gravity. This is reflected in the lower average value
and a smaller standard deviation. cgls,_, is very different since the
center of gravity is well distributed between plus/minus one stan-
dard deviation from the mean. Furthermore, the largest insertion
loss have the largest relative frequencies. In this case, the mean
is smaller than in the other two cases but also the standard devia-
tion is considerably smaller meaning that cgls,_; is the most con-
sistent in terms of performance.

The main take-away from this analysis is that cgls,_, is more
robust and deliver consistent performance across a larger range
of speed of sound even though the mean and absolute insertion
loss are smaller than in the other cases. cgls,_; fails to deliver the
improvement that one might expect by increasing the number of
iterations due to the amplitude constraints. cgls,_, should be cho-
sen if one desires larger insertion loss than the ones cgls,_; can
provide.

4.3. Convergence analysis

In this section the focus is on the effect that different grid reso-
lutions have on the final performance of the algorithm for different
number of iterations. The transfer functions used to compute the
filters were computed over grids of receivers with resolutions of:
1 m, 0.75 m, 0.5 m, 0.25 m, 0.1 m, 0.05 m and 0.01 m. The filters
were then applied to transfer functions simulated over a grid with
a resolution of 0.5 m but with receivers at different locations than
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o
(=1
[}

0 10
Insertion loss [dB]

20 30 0 10

Insertion loss [dB]

20 30 0 10 20 30
Insertion loss [dB]

Fig. 11. Histograms with the insertion loss from each of the 512 realizations averaged over space and frequency. Dashed lines show the overall mean and mean plus/minus

one standard deviation. Left: cgls,_; center: cgls,_,; right: cgls,_s.
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Fig. 12. Insertion loss from filters computed using different number of iterations of the CGLS algorithm and secondary transfer functions with different grid resolutions. The

filters are then applied to either simulated (left) or measured transfer functions (right).

the ones used to compute the filters. In addition, the filters were
also applied to the transfer functions that were actually measured
on the field.

In Fig. 12 the insertion loss averaged over the dark zone are
shown for the different grid resolutions and number of iterations
of the CGLS algorithm. When the filters obtained after 1 iteration
are applied to the simulated transfer functions (Fig. 12a), the inser-
tion loss increase as the resolution gets finer. The sound field is
better captured with finer grids and the resulting anti-field
matches the primary field more closely up to approximately
200 Hz where the relation between resolution and performance
is not as clear. The results seems to converge for grid resolutions
smaller than 0.1 m. When the filters are applied to the measured
transfer functions (Fig. 12b), the finer resolutions do not affect
the insertion loss. This is due to the fact that for better perfor-
mance, the tolerance to errors gets smaller and the real world
uncertainties spoil the gain in performance provided by increasing
the sampling resolution. As a matter of fact, at some frequencies
the coarser grids perform better than the finer ones because they
are not modelling finer details and then do not suffer when such
details do not exactly match the reality.

Similar conclusions can be drawn when the algorithm ran for 2
iterations. In this case the simulated insertion loss (Fig. 12b are lar-
ger than with cgls,_; as one might expect. On the other hand, when
the filters are applied to real transfer function (Fig. 12b), both the
gain from a finer grid and the additional iteration fade and the per-
formance are quite similar to the ones shown in Fig. 12b. This is
due to the fact that this solution is less robust and the real world
uncertainties affect all the solutions regardless of the grid size
used.

The situation is different when the algorithm ran for 3 itera-
tions. When the filters are applied to simulated transfer functions
(Fig. 12b) we see a big difference at low frequencies when grids
with a resolution finer than 0.1 m are employed. At mid frequen-
cies there is a trend similar to the previous cases where the perfor-
mance improves by making the grid finer, reaching convergence
for a resolution of 0.1 m. At higher frequencies the effect of the grid
resolution on the performance is not clear. When the filters are
applied to measured transfer functions (Fig. 12b) we see a trend
similar to the one saw when using simulations and, as it happened
in the previous two cases, the improvements are not as big as one
might expect, except at low frequencies. The reason why in this
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Fig. 13. Filters obtained from the different grid resolutions used to obtain the transfer functions fed to the CGLS algorithm with 3 iterations. Left: outermost sources; Middle:

second and fifth sources; Right: innermost sources.

case there is such a big difference using different grid resolutions,
and why this difference is also present in the measured transfer
functions, can be found inspecting the actual filters in Fig. 13.

In this particular case the solutions hit the amplitude con-
straints forcing the active set-type method to kick in and find an
alternative solution with a magnitude smaller than one. The solu-
tions with grids finer than 0.1 m do not hit the constraints below
100 Hz. This is the reason why, up to this frequency, these solu-
tions provide much larger insertion loss. Above 100 Hz, all solu-
tions hit the constraints and the different grid resolutions do not
matter as much anymore and the performance in terms of inser-
tion loss drop dramatically. The high frequency inconsistencies
might be due to how the active set-type method works. Instead
of just clipping the solution, this method fix the coefficients of
the solution hitting the constraints, and redistribute the energy
between the coefficient above and below the constraints. In this
way, it finds an alternative solution with no coefficient larger than
the user-defined threshold. For this reason, it is not straightfor-
ward to find a relation between grid resolutions and insertion loss.
Finer resolutions do not hit the constraints at low frequencies
because the corresponding transfer function matrices have larger
singular values. Even the high order singular values are close to
unity. This means that when they are inverted to compute the
solution, they do not boost the amplitude of the filters as much
as the singular values corresponding to the coarser grids do, so
the corresponding solutions are more stable. This can only be seen
with cgls,_; because in this case the smaller regularization lead to
higher order modes having a larger weight on the solution making
the amplitude of the high order singular values more significant.

5. Discussion

In Section 2 it was explained how the number of sources deter-
mines rank(H) which in turns limits the number of iterations of the
cgls algorithm. In the experiment presented in Section 2.4, we ran
the algorithm a maximum of 3 iterations because of the symmetric
nature of the primary field and secondary transfer functions used
in the simulations. This symmetry halved the degrees of freedom
and subsequent iterations would not have added any new informa-
tion or improvement to the solutions. We can also see this in Sec-
tion 4.1 where only three of the six pressure modes were active in
all the solutions from the different algorithms.

The iterative nature of this algorithm can be both a strength and
a limitation. It is a strength since it makes it easier to select the
appropriate regularization by controlling the number of iterations
and monitoring relevant performance criteria in between itera-
tions. On the other hand, the amount of regularization changes in
discrete steps going from very large at the first iteration to almost
no regularization. However, this limitation is lessened when the

number of secondary sources increases. When more sources are
used, the maximum number of iterations increases too. This would
result in more discrete steps and smoother changes in the regular-
ization. More sources are also beneficial for the active set-type
method. More sources means more degrees of freedom, allowing
this algorithm to find a better alternative solution. Few degrees
of freedom and large violations of the constraints, as it was the case
with cgls;_;, can lead to solutions with discontinuities because the
algorithm has to intervene more aggressively with fewer options
for redistributing the energy between coefficients. Such disconti-
nuities can make the implementation of the filters problematic,
they can add signal artifacts and a drop in performance in a limited
frequency range that could spoil the overall performance of the
system. It was also noticed that the number of iterations should
be kept constant across frequency. The reason for this is that differ-
ent number of iterations means different energy in the solution.
When different number of iterations are used for adjacent frequen-
cies, the solution can present jumps that would make it harder to
implement the resulting filters. Furthermore, even if the number of
iterations is kept constant, this method still provide the advantage
of a frequency dependent regularization. As it was seen in Section 2,
the regularization provided depends on the filter coefficients that
in turn depends on H and p that are both frequency dependent.

It can be beneficial to use measured transfer function instead of
simulations when increasing the number of iterations. Inaccuracies
in the model can be amplified and the noise reduction in the dark
zone is accompanied by an increase in the sound pressure level
outside of it. The disadvantage is that during the day, weather con-
ditions can drastically change reducing the improvements. In addi-
tion, when there are reflections, solutions obtained using measured
transfer functions do not generalize well beyond the dark zone
while with simulations, since they only compensate for the direct
field, the performance do not degrade as much. This agrees with
[7] since the interference pattern generated by reflections in the
dark zone does not just propagate beyond it without substantial
changes. On the other hand, the direct sound field can be extrapo-
lated out of the dark zone and it still constitutes the most promi-
nent component of the sound field.

In case it is not possible to measure the transfer functions and
the primary field, it can be a better option to use simulations and
cgls with a low number of iterations. The results obtained in this
case are comparable to results obtained in [7] and in [8], for cases
with a similar topological complexity. This means that it is possible
to avoid measuring the transfer functions, thus reducing the prac-
tical limitations for the use of such a system in day-to-day applica-
tions. One can also use more advanced modelling tools reducing
the gap between simulations and measurements. Furthermore,
large insertion loss obtained in simulations are often not achieved
in practice due to uncertainties in the modelling parameters. Solu-
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tions obtained with a small number of iterations are in general
preferable since they tend to be more robust to limitations of the
model or inaccurate medium parameters as described in Section 4.2
and therefore present a lower risk of increasing the sound pressure
level outside the dark zone.

The experimental setup described in Section 2.4 was not
designed to maximize the loss outside of the dark zone. The main
purpose was to compare the different algorithms in terms of inser-
tion loss and radiation patterns. Placing the dark zone further away
from the secondary sources would have produced better results at
the BA and at larger distances in general. A dark zone close to the
secondary array present a lower condition number than one fur-
ther away [29]. This is due to the fact that there is larger spatial
variation in the pressure field due to near field effects and this
results in larger singular values for the higher order modes. At
the same time, because near field effects are included in the solu-
tion, this tends to not generalize well when moving away from the
dark zone. Furthermore, the rate of decay of the level of the two
sound fields can be quite different leading to an increasing mis-
match between primary and secondary field thus performance that
degrade with distance.

When the dark zone is placed far from the secondary sources,
the far-field is being modelled instead, allowing for a better gener-
alization. The improved performance in this case is also related to
the wavefronts of the two fields becoming more plane and similar.
The drawback is an increase of the condition number. The main
consequence is that instability in the solution can occur with a
smaller number of iterations.

The proposed method is slightly more heavy than regularized
least square but still in the same order of magnitude. The increase
in the number of iterations has a small effect on the total running
time. The active set-type method produce a more noticeable
increase but allows to include explicit amplitude constraints. The
alternative is constrained convex optimization, although, in this
case the running time increases by two orders of magnitude com-
pared to cgls,_;. However, the running times presented in Table 2
are all considered as acceptable for this type of application since
changes in the mean properties of the medium occur on a much
larger time scale: from 10 min to approximately 1 h [30].

In this work, we did not include compensations for changing
propagation conditions and thus the corresponding variations in
the transfer functions. Instead, we run the measurements in small
time windows of approximately 10 min, in which we can consider
the mean properties of the medium to be quasi-static, to minimize
the influence of such changes. The influence of the medium and the
robustness of the proposed method has been analyzed in Sec-
tion 4.2. However, at short distances, it is possible to correct vari-
ations in the transfer functions caused by changes in the
propagation conditions as described in [31]. At larger distances
the effects of the moving inhomogeneous medium are more com-
plex and harder to compensate for.

Finally, all filters have been implemented as arbitrary-phase
Finite Impulse Response (FIR) filters. The implemented filters do
not show pre-ringing or other time-domain artifacts. The filters
obtained from simulations look very similar with small differences
in time and amplitude, which increases as the regularization
decreases, as expected. It is different when using measurements.
First, the filters are longer since also the reflections are taken into
account. fmincon produces solutions that are different from the
other algorithms and present larger oscillations and longer
response. The difference between the two fmincon solutions using
different constraints is minimal. The rest of the algorithms resem-
ble each other closely except for small differences in amplitude and
time.
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6. Conclusions

In Section 3 it was shown that the CGLS based method proposed
here provides performance comparable to regularized least square
and constrained optimization in terms of insertion loss and to
other studies with similar topological complexity. It was also
shown how it is possible to include amplitude constraints on the
solution using an active set-type method [26] without drastically
increasing the computational effort in contrast with constrained
convex optimization (Table 2). The advantages of these two meth-
ods and their combination increases with the scale of the problem.
In Section 2.2 was shown how it is possible to control the directiv-
ity pattern of the secondary array by controlling the number of
iterations using application-specific stopping criteria. This is an
efficient way to incorporate a feature that would normally require
careful and manual selection of a regularization parameter in a reg-
ularized least square approach, mode selection in a subspace/pro-
jection method or additional constraints in a convex optimization
setting.

In Section 4.1 was found that the magnitude of the regulariza-
tion is not only important to control the amplitude of the solution
but also the directivity pattern of the control array. A sensitivity
study in Section 4.2 also shown how regularization directly affects
the robustness of the solution against model inaccuracies, noise in
the measurement or uncertainty in the simulation parameter such
as the speed of sound. In general, it was noticed that stronger reg-
ularization focus the energy of the solution into the dark zone lim-
iting the risk of a level increase outside of it thus avoiding creating
new problem and complaints in new areas. Even though, on paper,
stronger regularization is associated with larger residuals, which
translates to lower insertion loss, it was found that this is not nec-
essarily the case in practice. Large insertion loss tolerate very small
magnitude and phase errors between the primary and secondary
fields that are hard to achieve in a dynamic environment with
changing weather conditions and possibly reflections from obsta-
cles and from the ground. In general, solutions obtained with
stronger regularization are recommended. Moreover, it was found
that measured transfer functions can provide better insertion loss
than simulations. However, the simulated transfer function do bet-
ter in complex topologies since they only model the direct field.
The measurements include both direct field and reflections which
is harder to model correctly thus the tendency of presenting larger
errors outside of the dark zone or with changing weather
conditions.

Finally, a convergence study in Section 4.3 showed that grids
with higher resolution can provide larger insertion loss due to
the increased accuracy in the sampling of the sound field during
simulations. In practical applications tough, these gains might be
cancelled by a mismatch between the model and the dynamic
properties of the propagation paths. Furthermore, it showed that
increased grid resolutions results in a better conditioning of the
problem allowing to achieve more stable solutions even with a rel-
atively large number of iterations.

Future work should focus on the application of this method in
the time domain and/or in combination with an adaptive method
to compensate for changes in the propagation conditions in real
time.
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ABSTRACT

Simulation of outdoor sound propagation provide prediction of noise emissions from multiple types of sources
and potentially for applications of active noise control in open air. Regardless of the model used, accurate
estimates of the medium parameters are fundamental to achieve reliable predictions. The expressions that
describe parameters such as wind and temperature are different depending on the regime of the atmospheric
boundary layer (ABL). This paper is a review of the literature describing these regimes and the Monin-Obukhov
Similarity Theory (MOST), which can be used to derive the wind and temperature profile in the atmospheric
surface layer (ASL). However, this method is an approximation and, as such, has limits that are important to
know since they affect the accuracy of the simulations. This manuscript also presents limitations such as the
dependency of the wind direction on height and stability conditions above the ASL that are not included in MOST
as described in fundamental micrometeorology works. Furthermore, it provides a short description of transitory
phenomena that can further disrupt the prediction of the wind and temperature profiles and recommendations on
how best to apply such models for sound field control applications.

Keywords:  ABL, wind profile

1 INTRODUCTION

Simulations of outdoor sound propagation are used for multiple applications from prediction of noise emissions
from sources such as explosions [1, 2, 3, 4, 5], traffic [6, 7, 8, 9], wind farms [10, 11, 12] or for the estimation of
propagation paths for sound field control [13, 14]. Our main interest is the latter application but the concepts
described in this work can be applied to any of the other as well.

The development of suitable propagation models and accurate description of the medium parameters are
still challenges that need to be overcome to improve the range and generalization of the sound field strategies
actually in use. This application, and in general any application where multiple waves interact, requires a precise
prediction of the phase of the sound field. The model parameters need to accurately describe the medium to
have a reliable prediction of the sound field and its phase. The logarithmic profile is often used to describe the
wind profile in acoustics [15, 16, 17, 18, 19, 20]. We see in [21] why this is not accurate when the atmospheric
boundary layer (ABL) is not neutral and Monin-Obukhov similarity theory (MOST) is preferred. The aim of this
paper is to provide an understanding of why this is the case by looking into the dynamics of the atmospheric
boundary layer (ABL) and its regimes. We further describe additional factors that affect the accuracy of the wind
and temperature profile and that are not modelled by the logarithmic profile or traditional MOST.

This paper is a compact review of the relevant micrometeorology literature describing the different regimes
of the ABL and their characteristics. Knowledge of these dynamics provides the reasoning behind MOST and
allows to formulate stability corrections applied to the logarithmic profile to extend its range of applicability to
different stability conditions. The paper shows the importance of including such corrections and the variety of
profiles that one can obtain depending on the stability conditions.

In micrometeorology literature is well known that MOST is an approximation and is only valid in the
atmospheric surface layer (ASL). The stability conditions at the top of the ABL can also affect the profiles close
to the ground. This can cause the profiles to deviate from the predictions provided by MOST. The paper describes
this effect and provides resources describing some more advanced models that can extend the profiles beyond the
ASL including the stability conditions at the top of the ABL.

The following sections introduce additional considerations that can limit the accuracy of the wind profiles but



that are harder to account for: the height dependency of the wind direction on height, effects of an uneven terrain
and other transitory phenomena.

The modelling techniques reviewed in this paper improve the accuracy of the simulations for outdoor sound
propagation. However, it is important to keep in mind their limitations since they can help to identify possible
source of errors and mismatch with actual measurements.

2 ABL REGIMES

Even thought the dynamics of the ABL are very complex, one can have basic understanding by looking at the
three main state of the ABL: unstable, neutral and stable. These three states are closely related to the presence of
turbulence. This is also a complex topic that is described fully by the Navier-Stokes equations [22]. Here many
terms are involved in the generation, destruction and energy transfer of turbulence. For the scope of this paper
we are mostly concerned with only one of them: buoyancy.

During a clear day, the sun radiation heats up the ground producing a negative potential temperature gradient,
i.e. the potential temperature decreases with height. In this circumstances, the air parcels closer to the ground are
warmer than the one above. They experience a buoyant force that accelerates them upward creating columns
of raising warm air and descending cold air. In this case, buoyancy act as a source term. In this conditions, the
turbulence are strong and their size increases with time as the energy builds up until an equilibrium is reached.
As the size of the turbulence increases, so does the height of the ABL (=~ 100-200 meters in winter and ~ 1km or
more during summer). In this conditions, the ABL is said to be unstable. The turbulence enhance the diffusion
process and make the distribution of scalars such as temperature fairly homogeneous over the entire ABL. The
wind is of the utmost importance for sound propagation. Temperature can be neglected and might play only a
small role upwind, i.e. when sound propagated against the direction of the wind.

At nighttime, the situation is reversed. The temperature gradient is positive and the air parcels close to the
ground are colder than the one above. In this case they experience a force that tends to make them oscillate
around an equilibrium position and the buoyancy become a destruction term, effectively suppressing turbulence.
The height of the ABL also reduces accordingly to 100-200 meters. This is the stable ABL. In this regime,
the height of the ABL present little seasonal variation [23, 24]. It is characterized by a stable stratification and
laminar flow close to the ground. The turbulence that survive are smaller than in the previous case and confined
in a region above the stable stratification which is at time called residual layer [25]. Due to the stable stratification
and the positive potential temperature gradient, this regime produce downward refraction. These conditions
create an acoustic duct in the lower atmosphere [26] that is favourable to sound propagation making this the
worst scenario in terms of noise emissions.

Between these two conditions is the neutral scenario. This can occur during transition between stable and
unstable, for instance at sunrise and sunset, or when the temperature gradient is not very strong, like during a
cloudy day. A typical value of the temperature gradient for neutral conditions in air that is unsaturated by water
vapor is —0.0098°C/m, commonly know as adiabatic lapse rate.

Although, at times it is not straightforward to identify in which regime the ABL is. It can happen that warmer
air blows on top of a cooler surface, for instance moving from land to water, creating a stable stratification.
Entrainment at the top of the ABL of warmer air aloft can also make the ABL stable. These cases are described
in [22] and show in Figure 1. A precise indicator of the state of the ABL is the surface temperature flux Qg = w#,
where w is the vertical component of the turbulent wind field, 0 is the fluctuating component of the temperature
field and the overbar indicates ensemble averaging (that can be replaced by a spatial average under homogeneity
conditions or a time average under stationarity conditions [22]). This quantity is positive when air warmer than
its surrounding is moved upward or when cooler air is moved downward. This occurs when the ABL is unstable.
This quantity is negative when the ABL is stable and close to 0 when neutral. A derived measure of stability often
used in micrometeorology is the Obukhov length L = —u3 6y /kgQo, where u, is the friction velocity, 6y is the
potential temperature at the surface, k = 0.4 is the Von-Karman constant and g is the gravitational acceleration.
A physical interpretation of |L| during the day, when Qg > 0, is that it corresponds to the height where the
contribution from buoyancy and wind shear to the production of turbulent kinetic energy are equal.

3 STABILITY CORRECTIONS

Since the dynamics of each regime are different, going from a laminar flow to a turbulent one, it is apparent
that the logarithmic profile cannot be representative in each of these regimes. It is necessary to consider such
differences when formulating a model for the profiles of wind, temperature or any other scalar. [21] confirms that
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Figure 1. Two additional stability scenarios described n [22]. Production of a stable stratification by warmer air
moving over a cooler surface (upper) and entrainment of warmer air aloft (Figure 9.7 in [22]).

the widely used logarithmic profile does not adequately model the wind outside of the neutral regime. A better
alternative is MOST, a common way to model this quantities close to the surface, in the ASL. The foundation of
this approach is based on dimensional analysis and the Buckingham Pi theorem [22]. The MOST assumes that
the turbulence structure above a flat, horizontally homogeneous surface depends on five parameters: the length
scale of the turbulence which on the surface is taken as the Obukhov length L, a velocity scale taken as the friction
velocity u,, mean temperature flux Qg, the mean surface flux of conserved scalar constituent Cy and the buoyancy
parameter g/6p. The Buckingham Pi theorem says that there are two independent dimensionless quantities
that are functionally related. MOST takes one as the dependent variable normalized by z, us, T, = —Qo/us,
¢« = —Cop/u and the other as z/L. MOST implies that the gradient of mean wind speed, mean temperature and
mean water vapor mixing ratio behave as [22]:
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where the functions ¢; are universal, the same in all locally homogeneous, quasi-steady surface layer.

In [22] are cited versions of this functions for a stable stratification from [27], which after gives the following
profiles:
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Figure 2. Different wind profiles obtained with different surface heat flux/Obukhov length ranging from very
stable to very unstable (according to the definitions in [29]). Parameters used to compute the profiles from Eq.
(3)and (4): u, =0.32m/s, z0 =2.8e —5m,

For an unstable stratification, it cites the profiles from [28] which are reported here:
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From these models we can see that when we are in a neutral regime, i.e. L' =0, all the model collapse to a
logarithmic profile.

3.1 Beyond the ASL
Since MOST is based on surface parameters, it is not very accurate beyond the ASL or when the stability
conditions at the top of the ABL affect the profile close to the ground. For instance, depending on the stability
conditions at the top of the ABL ,[30] distinguish between a truly neutral and a conventionally neutral boundary
layer (CNBL). They both have Oy = 0 but they differ at the top where the Brunt—Viiséla frequency N , which is
another measure of stability, is 0 in the first case and positive in the second. The truly neutral regime is short-lived
and tends to be local. In this case traditional MOST gives realistic results. In a long-lived conventionally neutral
boundary layer, there is an inversion of potential temperature at the top of the ABL which causes downward
entrainment of higher potential temperature leading to stable stratification within the ABL. Traditional MOST
tends to underestimate the speed of the wind in this conditions. Different model have been proposed to deal
with this scenario [31, 29, 32, 33]. A common way to extend the profile beyond the surface layer is by defining
additional length scales that includes stability measure characteristic of different regions of the ABL. While the
Obukhov length L is still used for the profile close to the surface, [33, 29] also define two additional length scales
for the middle and upper boundary layer. A generalized length scale is than obtained using interpolation between
the different length scales and then to calculate the profiles.

A similar distinction is made in [33] also for the stable layer where they distinguish between a short-lived
nocturnal stable (N = 0) and a long-lived thoroughly stable (N > 0). Also in this case tradition MOST works to
the short-lived case and they propose a new model for the thoroughly stable case.
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Figure 3. Wind profiles in a CNBL from [31, 33, 29, 32] and the logarithmic profile. The parameters used for
the models were: u. = 0.32 m/s, Zi = N/|f| = 88.7, Ro = u.. /(| f|z0) = 45000, G = 12 m/s, zo = 2.8¢ — 5 m,
K =100 m and 6y = 293 K.

It should be noted that these profiles only describe the average properties of the medium and not the
instantaneous properties. Furthermore, these profiles tends to change over space due to changes in the topological
features, horizontal temperature gradients, the direction of the wind changes with height (see Section 4) and can
be disrupted by transitory phenomena (see 5).

4 CROSS-ISOBARIC ANGLE

The wind speed is not the only wind parameter that changes with height. The direction of the wind also tends
to change with height and it does so differently depending on different factors and regimes of the ABL. This
direction is usually referred to in form of the cross-isobaric angle which is the angle between the direction of the
wind and of the isobars. [22] gives an estimation of the range of variation of wind direction. The starting point is
the mean momentum equation in steady and horizontally homogeneous conditions. Near the non-turbulent flow
limit, in tensor notations, it reduces to:
1 dP

po o, 0 =0 ©)
where py is the static and vertical dependent medium density, P is the mean pressure, ;i is the alternating tensor,
Q is the rotation rate of earth and Uy, is the k-th component of the mean wind field. It is a balance between
pressure gradient and Coriolis force. The Coriolis term is perpendicular to U. By multiplying the previous
expression by U we obtain:
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which means that the wind is parallel to the isobars. Entering the ABL, the stress divergence term cannot be
neglected and the mean momentum equation in steady horizontally homogeneous conditions is:
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This expression multiplied by U; leads to:
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This can be interpreted as a mean kinetic energy equation. The first term is a transport term that only moves
kinetic energy but neither a source nor a sink. The Coriolis term is O since is perpendicular to U. The second
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term is a loss since it models the transfer of energy from the mean to the turbulent flow. The last term must then
be a source which means that the mean wind flow cannot be parallel to the isobars. It follows that the direction of
the wind has to change along the height of the ABL to match these limit values. In the stable ABL, since the
buoyancy term is a loss, the turbulence must extract energy from the mean flow and the cross-isobaric angle is
typically 45°; the adjustment to the geostrophic flow occurs over the depth of the ABL. In an unstable ABL,
the buoyancy term is a source so the cross-isobaric angle is smaller. Due to diffusivity from the turbulence, the
adjustment occurs in the interfacial layer, where the ABL transition into the free atmosphere. This means that in
stable conditions the wind direction changes more over height than it does in an unstable ABL.

In a truly neutral boundary layer, an expression for the geostrophic wind G and the cross-isobaric angle can
be determined using classic geostrophic law [30]:

k
A=1In(C,Ro0) — C—cosoco,
. ‘ (10)
B=+—si
C sin oy,
where Cy = u, /G, G being the geostrophic wind, « is the cross-isobaric angle, Ro = G/|f|zo is the Rossby
number and A and B are universal constants. The minus sign is used for the Northern hemisphere and the plus for
the Southern hemisphere. In a conventionally neutral ABL, where N > 0, A and B are not constants anymore and
depend on the stability parameter uy = N/|f| [31]:
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a = 1.4 and b = 10 are constant from similarity theory, ag = 1.65 and by = —2 are empirical corrections and m
is the composite stratification parameter:
1/2 | flh
m= [1+(CmuN)2} % (12)
where C,, = 0.1 is an empirical constant. The height of the ABL 4 in a CNBL can be obtained from:
—1/2 U
h=(1+nCh/CR) P ertt (3

|f1

Where Cy = 1.6. Figure
The results obtained in [35] agree with the theory. In addition, the study found dependencies to additional
variables:

» Latitude: the turning increases with latitude with the exception of the polar regions. The reason could be
related to stability conditions since the measurements in such regions were performed in coastal areas
where the ABL tends to be less stable.

» Seasonal and diurnal cycles: the largest angles are found during winter and the smallest during the summer,
which is related to the stratification of the ABL. Also, in general the angle tends to be larger at night than
during the day also for stratification reasons.

e ABL height: also here it follows from stability. Lower ABL height are associated with stable regimes
where the turning angle is larger.

5 OTHER PHENOMENA

The stable boundary layer tends to occur at nighttime and presents a positive temperature gradient leading to
downward refraction in every direction without including the wind. This regime is of particular concern since it is
favourable to sound propagation at large distances and for the sensitive time of the day at which it tends to occur.
The stable boundary layer is often characterized by anomalous turbulent events. Intermittent heat, moisture
and momentum fluxes are often associated with these anomalies [36].
Some of the anomalies described in [36] and their effect on the wind profile are the following:
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Figure 4. An illustration of the wind profile and its change in direction in a neutral boundary layer (from [34]).

* Kelvin-Helmholtz shear instability: A stratified shear flow excites certain gravity wave modes which
grow until they become unstable and finally break. By this breaking process, the energy dissipated by
the waves generates new turbulence. This is a transitory event and MOST predictions are accurate before
and after the event. During the event, MOST overestimates the wind speed due to the sudden instability
brought by the newly generated turbulence.

* Density current: It consists of an air flow generated by a difference in density that increases the wind
speed and alter the temperature profile. It can occur in different ways in coastal regions, inland sites and
hilly terrains and at different scales. The smaller scale density currents, which occur close to the ground
(= 10m ), can be generated by density differences of only a few percent. The are characterized by a head
and a tail. The head produces a speed increase and a drop in temperature that cause the surface heat flux to
depart from MOST. The tail produces intermittent shear instability which lead to non-stationary turbulence.
Thus, MOST cannot be applied during the event and becomes accurate again once the disturbance is over.

e Low level jet (LLJ): It is produced by multiple mechanisms. One of them is the stable stratification close
to the top of the ABL in a CNBL. Larger wind speeds increase shear production overwhelming buoyant
destruction and leading to continuous and stationary turbulence. The increase of turbulence, reduces the
overall speed of the wind across the ABL thus MOST in this case overestimates the wind speed.

6 DISCUSSION

An accurate description of the wind and temperature profiles across the ABL is necessary to obtain reliable
acoustic predictions outdoor. When simulating sound propagation outdoor, the first step is to define in which
regime of the ABL the simulation is performed. The regimes are vastly different between them both in terms of
their dynamics, potential approximations and shape of the wind and temperature profiles.

In the unstable regime, which typically occur on clear days, the wind speed tends to be lower and is
characterized by strong turbulence that needs to be included in the simulation. On the other hand, the wind
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direction does not change across the ABL so 2D simulations can be used effectively. Opposite to this scenario
is the stable regime. In this case, the mean wind speeds are higher and turbulence play a little role in sound
propagation close to the ground. Modelling turbulence is expensive and in this case they can be ignored with
little effect on the accuracy of the simulation. However, in this regime the wind direction changes across the
entire ABL with variations of up to 45°. In this case, 3D simulations should be used to account for this effect and
further studies should focus on an accurate description of the dependency of the wind direction on height.

The stable regime is the most critical when it comes to sound propagation and the prediction of noise
emissions. This regime is characterized by a positive temperature gradient which generates downward refraction
resulting in an acoustic duct close to the ground that enhances the range of sound propagation. A stable boundary
layer tend to occur on clear nights or when warmer air moves over a cooler surface. This is the case when there is
a body of water downwind within the simulation domain. In this case it is critical to have range-dependent wind
and temperature profiles. This scenario places a limit on which propagation models can be used. For instance,
Fast Field Program is not suitable in this scenario since it does not allow to include profiles that change with the
distance.

In these two regimes, MOST should be used to model the wind and temperature profiles. The logarithmic
profile without any stability corrections can be used in the neutral regime. This regime tend to occur at transitions,
sunset and sunrise, and in cloudy conditions.

These considerations improve the reliability of the simulations since the medium is modelled more realistically.
However, the ABL often present stability conditions at its top that affect the profiles even close to the ground.
These stability conditions limit the validity of MOST and are harder to model. This is the case in the CNBL,
where an LLJ caused by a stable stratification aloft produces a speed increase that is not modelled under MOST.
These effect introduce a modelling error that reduce the accuracy of the simulations close to the ground.

Finally, the accuracy of the profiles under a stable regime can also be limited by transitory events that can
be hardly predicted and modelled. However, it is important to know of their existence since they can explain
possible discrepancies between simulations and actual measurements.

7 CONCLUSIONS

The use of MOST in simulations for outdoor sound propagation increases the accuracy of the predictions. It is
crucial to define in which regime of the ABL the simulation is taking place and use accurate surface parameters.
The correct parameters can be easily obtained from wind and temperature measurements close to the ground
when the correct expression for the profile is used.

Modelling the wind profile in a stable boundary layer is further complicated by the large change of direction
of the wind across the ABL.

It is important to notice that, even though MOST provides accurate descriptions of the mean profiles in the
ASL, it does not extend to the entire ABL and it does not model entrainment processes at the top of the ABL
that can affect the wind profile even close to the ground. Furthermore, transitory phenomena can temporarily
disrupt the shape of the profile across the entire ABL. These limitations are hard to detect and model but they can
provide a partial explanation for deviations of the simulations from real world measurements.
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Simulations are widely used to predict noise emissions from traffic, railroad, aircraft, and
wind farms and for sound field control. The latter employs multiple sources interacting and
it requires accurate phase information. Acoustic models require precise characterization of
the medium properties. The logarithmic profile is one of the most commonly used forms to
model the wind speed. However, this profile is accurate only in neutral conditions, i.e. when
there is not heat flux at the surface. The conventionally neutral boundary layer (CNBL)
is the most frequently occurring neutral regime. In this case, the logarithmic profile under-
estimates the wind speed. This paper analyses the effect that this modelling error has on
the sound field close to the ground, for near-ground sources. The first section introduces an
approximation of the wind and temperature profiles in such a regime. Afterwards, the sound
fields corresponding to the logarithmic profile, a representative CNBL profile, and three more
test cases are simulated using the Crank-Nicholson parabolic equation; these are compared
employing different metrics. The difference in wind speed introduces a phase error that in-
creases with distance. Moreover, wind speed underestimations also lead to underpredictions

of the energy refracted downward.
©)2023 Acoustical Society of America.
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I.INTRODUCTION

Reliable simulations are important to many practi-
cal outdoor sound propagation calculations and appli-
cations, since analytical solutions for propagation in a
moving inhomogeneous medium are only available for
very simple topologies and formulations of the sound
speed profile (Raspet et al., 1992). More realistic envi-
ronments require simulations to predict or localize noise
emissions from explosions (Albert and Hole, 2001; Luquet
et al., 2019), traffic (Abdur-Rouf and Shaaban, 2022;
Tang et al., 2022), wind-farms (Barlas et al., 2017; Kelly
et al., 2018) or for other applications such as sound field
control (Caviedes Nozal et al., 2019; Heuchel et al., 2020;
Libianchi et al., 2022). We are mainly interested in the
latter applied to open air live events at low frequencies
where the noise sources are typically subwoofers placed
on/near the ground. In this scenario, it is necessary to
accurately model the sound field with particular focus on
the phase accuracy, since the sound fields generated by
multiple coherent sources will be interacting. Many dif-
ferent phenomena can affect the accuracy of simulations,

a)pielbia@dtu.dk
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such as the ground effect (Attenborough, 2002; Emble-
ton et al., 1976), surface waves (Thomasson, 1977), and
obstacles (Hornikx et al., 2010; Van Renterghem et al.,
2005). While all these effects need to be accurately mod-
elled, here we focus on the effects produced by the wind
profile and the error induced by employing the inap-
propriate model for a given regime of the atmospheric
boundary layer (ABL).

In many outdoor sound propagation studies, the ef-
fect of an inhomogeneous and/or moving medium is in-
corporated via simplified models for the vertical profiles
of wind and temperature (and thus the speed of sound).
In many instances the profiles are assumed to be logarith-
mic, based on simple similarity theory and surface-layer
assumptions (Hornikx et al., 2010; Taherzadeh et al.,
1998; Van Den Berg, 2004). In some cases the profiles
are just classified by the effect they have on sound prop-
agation, namely upward- or downward-refracting profiles
(e.g., Junker et al., 2007; Salomons, 1998). It is im-
portant to first notice that these profiles exist only as
an average, and not an instantaneous, property of the
medium. The logarithmic wind profile can only be ob-
served in the atmospheric surface layer (bottom tenth
of the ABL) when the flow is in a neutral regime, i.e.



unaffected by buoyancy. In other flow regimes, the loga-
rithmic profile needs a correction.

Micrometeorologial quantities can be expressed as
the sum of a mean and a fluctuating components. In this
work, we use the a common convention(Wyngaard, 2010)
where the tilde denotes the total field, and upper- and
lower- case symbols are used for mean and fluctuating
components, respectively, i.e. § = © + 6. The ABL has
three stability regimes, which can be diagnosed through
the heat flux wf in the surface layer, where like other
scalar fluxes, can be considered as constant (Wyngaard,
2010). Here w indicates the fluctuating (turbulent) verti-
cal component of the wind velocity and 6 the fluctuating
component of the potential temperature. The overbar
indicates the ensemble average operation, which can be
replaced by a time or spatial average under stationary or
homogeneous conditions, respectively (Wyngaard, 2010).
The mean potential temperature © is related to the mean
temperature T through (Wyngaard, 2010):

0(z) = T(2) [];ESH “ . (1)

However, here we use a first order approximation (Stull,
1988) where:

O(2) = T(2) + (2 — 2), 2)

where v = g/cp = 9.8 K/km is the adiabatic lapse rate
in dry air. A lapse rate that includes humidity can also
be used (~ 6K/km for a saturated atmosphere).

The heat flux w@ is positive when air parcels warmer
than their surroundings (6 > 0) are transported upward
(w > 0) or when air cooler than its surroundings (¢ < 0)
is transported downwards (w < 0). Depending on the
value of wé , we can find the ABL in one of the following
regimes:

1. Unstable (wf > 0): warmer air parcels at the
ground move upward due to buoyancy and act as a
source of turbulent kinetic energy. This is typical of
sunny daytime conditions, due to a heated surface
as a result of solar radiation. It is characterized by
large and strong eddies and the largest ABL depths
observed (O{1km}).

2. Stable (wf < 0): air parcels displaced vertically
suffer an opposite buoyant acceleration, resulting
in a sink of turbulent kinetic energy. This regime
is typical of clear nights when the surface is cooling
down; it is characterized by weak turbulence and
small eddies, or laminar flow.

3. Neutral (wf = 0): this regime occurs with over-
cast conditions or during transitions, i.e., sunset
and sunrise.

Another stability measure, derived from the heat
flux, is the reciprocal Obukhov length L' =
—k(g/00)wh/u?, with 6y the potential temperature in
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the surface-layer (typically z < 10m), x = 0.4 the von-
Kérméan constant, g = 9.8 m/s? the gravitational acceler-
ation, and u, = (ww>+vw?)"/* the friction velocity which
is related to the magnitude of the mean kinematic surface
stress (Wyngaard, 2010); u, v and w are the z, y and z
turbulent components of the wind velocity. 1/L is nega-
tive for unstable regimes, positive for stable regimes and
z/L < 1 for neutral regimes. Probability distributions
of L1 for different sites(Kelly and Gryning, 2010) show
that neutral and quasi-neutral regimes (z/L < 1) occur
the most often. Furthermore, quasi-neutral or weakly
stable regimes, which often occur at nighttime over land,
tend also to provide the largest contributions and mean
sound levels at large distances (Kelly et al., 2018). The
neutral boundary layer can be further classified as truly
and conventionally neutral(Zilitinkevich and Esau, 2002)
based on the stability conditions at the top of the ABL.
The stability in this region is characterized by the Brunt-
Viisalé frequency N of the stable ABL-capping inver-
sion :

Ne= L99 (3)

@0 8,2

with the sign of N? mimicking the sign of L in terms
of local stability regime . In a truly neutral boundary
layer (TNBL) N = 0, the wind profile can be modeled
using a logarithmic profile and a constant mean potential
temperature O, hence a linearly decreasing temperature
since ¢ = /yRT (Ostashev and Wilson, 2015). In a
conventionally neutral boundary layer (CNBL) N2 > 0,
there is entrainment from the free atmosphere aloft which
produces a low level jet (LLJ). The wind profile is then
characterized by a larger speed than predicted by the
logarithmic profile, reaching super-geostrophic values be-
fore decreasing and converging to the geostrophic wind
speed at the top of the ABL. The conventionally neutral
regime is much more common than a truly neutral (ide-
alized) regime(Zilitinkevich and Esau, 2002); thus this is
the case we study in this paper. The difference in wind
speed close to the ground introduces a phase error, the
steepness of the wind gradient and temperature affects
the height and positions of turning points and radius of
curvature of the acoustic rays. The inversion at the top
with the LLJ is expected to introduce reflections that will
interact with the direct wave and the ground reflections.

There are different models dealing with the wind pro-
file in such a regime (Kelly et al., 2019; Liu et al., 2021;
Zilitinkevich and Esau, 2005). In general, all these mod-
els are accurate in the lower part of the ABL and start
to lose accuracy at heights of ~20%-70% of the ABL
depth. Models with higher accuracy at the top of the
ABL require parameters defined at the top of the bound-
ary layer; due to lack of measurements at such heights,
this makes them harder to use in practice. From an
acoustic point of view, the effect that the accuracy of
these models has on the sound field predictions on the
ground are not yet known. The dynamics of the ABL and
models to describe the profiles of meteorological quanti-
ties have been thoroughly investigated for decades. At
the same time, many outdoor sound propagation models



have been developed over the years, using different ap-
proximations and with varying degrees of accuracy. How-
ever, the effects of combining the acoustic modelling with
the meteorological models and assessing the error from
modelling inaccuracies has not received as much atten-
tion. This paper thus addresses the sensitivity of acous-
tic predictions on the ground to inaccuracies in the sound
speed profile. Two basic questions thus arise:

e How does the prediction error depend on inaccu-
racies of the sound speed profile at the top of the
boundary layer?

e Within which range are acoustic predictions reli-
able?

The limitations of using the logarithmic profile for sound
propagation in non-neutral stability conditions are al-
ready known(Wilson et al., 2008). Here, we look at a
neutral case, where the logarithmic profile would be a
good descriptor of the profile if one only considers sur-
face parameters. However, we also consider the effect
of the capping inversion at the top of the ABL, which
causes a deviation from conventional wind and tempera-
ture profiles that, in this case, result in downward refrac-
tion and its correct modelling is crucial for long-range
sound propagation (Wilson et al., 2015). To our knowl-
edge there is no study of the effect that this modelling
error has on the prediction of the sound field close to the
ground. The paper starts by proposing a simple analyti-
cal form for the wind and temperature profiles in a CNBL
along with a definition of the vertical wavenumber, the
maximum elevation angle and the corresponding turning
point height in Section II. We then introduce alternative
profiles to study how their differences affect the sound
field on the ground in Section III. In this work, we de-
note the ABL depth with A, the height where the wind
profile peaks with h and the width of the LLJ, i.e. the
capping layer thickness, with Ah (see Figure 1). We sim-
ulate the sound fields using a MATLAB implementation
of the wide angle Crank-Nicholson Parabolic Equation
(CNPE)(Wilson, 2015). The results from the simulations
are presented in Section IV.

Il. THEORY

A. Wind profile in a CNBL

We assume here that we can approximate the profile
with the LLJ (entrainment zone) typical of a CNBL by
adding a correction term f to the logarithmic profile:

U =0 Jiog (2 ) + e (2)] ()

where a is a constant that adjusts the strength of the cor-
rection. Such function allows us to control the position
and the width of the LLJ. With this in mind we choose

Aa—le—ﬁéﬂa

O (5)
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where £ = 1—2z/h’ is the dimensionless distance from the
ABL top (distance from the start of the temperature in-
version, normalized by the the ABL depth), @ and 8 are
two parameters controlling the shape of the function and
I’ the Euler-Gamma function (Abramowitz and Stegun,
1964). This model is just an approximation, and it does
not include the dynamics of the CNBL. For instance, a
change in N or wf changes the size of the LLJ (Liu and
Liang, 2010), its strength (Pedersen et al., 2014), and
shear in the ABL (Kelly et al., 2019). Such effects are not
explicitly modelled by (5), though it could be extended to
do so. We choose this function because it also describes
the probability density of a Gamma distribution. In this
way we can modify the profile to either model a realistic
wind profile in a CNBL or to model less realistic but illus-
trative edge cases (as we will do with the profiles p3 and
p5 in III, see Figure 1. The parameters o and 3 can be
derived from the meteorological quantities h and Ah us-
ing properties of the distributions such as the mode and
the standard deviation, respectively. Leveraging this re-
lation and considering the normalization employed in (5),
we have:

= (6)

a—1

5 (7)
where h = 1 — h/h' is the dimensionless distance from
the ABL top of the wind speed profile’s peak, and
Ah = Ah/h' is the normalized depth of the entrain-
ment layer. Rearranging the terms on the two equations
we can express the parameters a and 8 as functions of
micro-meteorological quantities:

>

a_1+h<h+\/ﬁ2A+4Ah> ®

2(Ah)?

B_ﬁ+\/ﬁ2+4Aiz )
o 2(ah)2

There is no exact expression for h, where the wind
speed peaks. However, it is known from Large Eddy Sim-
ulations (LES) and atmospheric literature (Kelly et al.,
2019; Pedersen et al., 2014) that it typically occurs a little
below the height where the total momentum flux reaches
5% of its value at the ground. In a CNBL we can express
this height as(Zilitinkevich et al., 2007)

U
h=Cp—2, (10)
f
where f is the Coriolis parameter and u,q is the friction
velocity at the ground; here

NG
Ch = Ccn (N) , (11)

where Cony = 1.36 and N is the Brunt-Vaiséla frequency
defined in Eq. (3). ©g is the mean potential tempera-
ture at the ground and g is the gravitational acceleration
constant.



The depth of the entrainment layer Az has been pre-
viously investigated (Liu et al, 2021). In that work,
e = Az/2h/ was found to be weakly dependent on the Zil-
itinkevich number Zi = N/| f|. Furthermore, at medium-
to high-latitudes such parameter can be considered con-
stant with a value of € = 0.12. Assuming that 4’ and h
are related through(Liu et al., 2021)

. h
~ 1-0.0052/3"

then combining this relation with Eq. (10), the width of
the LLJ Ah is then proportional to

% (12)

2€ U0

Ah x 2eh’ = .
2 = 05 YN

(13)

B. Potential temperature and speed of sound profiles

Even though the temperature plays a smaller role
than the wind except for very stable cases (Kelly et al.,
2018), we provide in this section a temperature profile
consistent with a CNBL to compute the corresponding
sound speed profile.

In a TNBL the potential temperature is constant,
while in a CNBL it is constant until it reaches the en-
trainment layer (Deardorff, 1979). In this layer the tem-
perature increases linearly with a gradient dictated by
the Brunt-Vaisala frequency N in Eq. 3. Any function
that is constant up to the entrainment layer and then
smoothly transition to a linear increase with a slope equal
to the potential temperature gradient is a suitable can-
didate as a profile. Here we decided to use a ‘softplus’
function since it fulfills the previous requirements and is
also differentiable at the transition height:

N2
O(z) =69 1+7ln(1+ez7h) . (14)

We convert the potential temperature to tempera-
ture using Eq. (2) to compute the profile of the speed of
sound using (Ostashev and Wilson, 2015)

¢? = yRT, (15)

where v is the ratio of specific heats which is equal to
approximately 1.4 in the atmosphere under normal con-
dition, R = 286.9 J/kgK is the specific gas constant for
dry air and T is the temperature in K. This expression
is valid only in dry air. We account for the humidity by
replacing the temperature with the virtual temperature
(Wyngaard, 2010),

T, = T(1+ 0.61g,), (16)

where ¢, is the specific humidity defined by g¢s = p,/p
(ratio of water vapor density to total moist air density).

C. Vertical wavenumber and elevation angle in an inhomo-
geneous moving layer

In this chapter we calculate the highest turning point
and the corresponding elevation angle given by the com-
bination of the wind and temperature profiles. We can
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avoid modelling the top of the profile including the LLJ
in case there is no drastic change in the elevation an-
gle since a larger angle would lead to an increase of the
downward refracted energy.

The starting point is the expression for the vertical
wavenumber in a moving inhomogeneous medium. In a
stratified medium, the wave-vector k can be expressed in
terms of its horizontal (i.e., its projection on the horizon-
tal plane) and vertical components (i.e., its projection on
the vertical axis) k = (k, q)(Ostashev and Wilson, 2015).
The horizontal wavenumber stays constant along the ray
path and in this work we assume the wind direction to
be parallel to the propagation path and to the x-axis, so
Kk = kocosag = Ko, where «q is the elevation angle of the
direct wave, kg and kg are the wave-number magnitude
and the horizontal wave-number at ground level. In this
way, the original definition of the vertical wavenumber
(Eq. 3.64 in Ostashev and Wilson, 2015) can be simpli-
fied to:

(w=ro-UE)? _ 52] v
() o)

)= | (17)

At the turning height the vertical wave number g(z;)
becomes zero:

[l Veo?_ ] Clo

Eq. (18) cannot be solved analytically in most cases.
However, we can rewrite it in the form

Co

Y e

—c(z), (19)

where we have selected the positive branch after taking
the square root in (18).

The left hand side (LHS) is the wind speed profile.
The right hand side (RHS) depends on the sound speed
profile, hence from the temperature profile, and the ele-
vation angle ay.

At ag = 0, the only intersection point is zero so the
turning height is also zero — the wave does not enter the
moving layer. The maximum elevation angle that still
produces a turning point corresponds to the case where
the line representing the right part of the equation is tan-
gent to the wind speed profile. When an LLJ is present,
as it is the case in a CNBL, this point corresponds to
the height where the wind speed profile reaches its max-
imum. In this case we can calculate this angle from the
condition:

Co

Upap = ——2———
M cos(an max)

—c(h) (20)

Hence:

Co

I 21
Umaz + C(Zmaz) ( )

), maz = arccos



I1l. METHOD

The effects that a given wind profile has on the sound
field are complex and difficult to tell apart. For this rea-
son, we defined five different profiles to isolate different
features and simplify the analysis of the differences in the
corresponding sound fields:

pl No wind: The temperature is the only inho-
mogeneous quantity in the medium, and decreases
linearly producing upward refraction in every di-
rection.

p2 Logarithmic: we used a simple logarithmic profile:

il log <Z> (22)
K Z0

p3 CNBL profile: modelled using Eq. (4) with a = 1.9.
a and S are obtained using Eq. (8), (9), (10) and
(13) with the parameters in Table I. This profile is
consistent with profiles in (Kelly et al., 2019; Liu
et al., 2021) obtained through large eddy simula-
tions (LES) with similar conditions.

U(z) =

p4 CNBL without LLJ: this profile matches the CNBL
profile (3) up to a height of 250 m, before the in-
version occurs, and than evolve it linearly up to the
top of the ABL. This profile allows a comparison
with the logarithmic profile focusing on the differ-
ent wind speed and neglecting the effects produced
by the LLJ.

pd5 CNBL with stronger LLJ: also this profile matches
the CNBL profile (3) up to 250 m, then it follows
the profile from Eq. (4) with « and 8 taking 69%
of their value in (3) and @ = 2.4. This was used
to ensure that the only difference with (3) was in
the entrainment layer and localized to the LLJ to
study the effect of different inversion strengths.

We then used Eq. (14) and (2) to compute a profile
for the temperature and speed of sound. The resulting
profiles are shown in Figure 1.

We then simulated the corresponding sound fields
using a MATLAB implementation of the CNPE(Wilson,
2015). The simulations were performed in 1/3 of octave
bands from 31.5 to 125 Hz. The resolution of the com-
putational grid was adjusted at each frequency using the
same resolution of ten points per wavelength for both the
horizontal and vertical direction as recommended in the
literature(Ostashev and Wilson, 2015; Salomons, 1998).
The vertical resolution dz in Table I is the smallest res-
olution corresponding to the frequency of 125 Hz. The
source was a monopole placed at (z,z) = (0,0). The po-
sition was chosen to model the typical position of a sub-
woofer in a open air live event and to limit the variables
affecting the study of the resulting sound fields. The size
of the simulation domain had a range of 5 km and height
I'. We assumed a relative humidity of 30%. The humid-
ity was used to compute the speed of sound using Eq.
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TABLE I. Parameters used to compute the wind and temper-
ature profiles. It includes the height of the ABL k' and the h
computed with the rest of the parameters using Eq. (10) and
(12).

Parameter|Value |Unit
N 0.01 Hz
dz 0.276 |m
f 0.0001 |rad/s
to 23 °C

U0 0.21 m/s
20 0.03 |m
h 285 m
n 330 m

—e—pl, No wind
—+— p2, Logarithmic

—»—p3, CNBL
p4, CNBL w/o LLJ

p5, CNBL strong LLJ
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FIG. 1. The five wind profiles (top), the potential tempera-
ture profile (middle) and the resulting five effective speed of
sound profiles (bottom).

(16) and (15). The sound absorption in air is calculated
using humidity, temperature profile and a static pressure
of 101325 Pa(Bass et al., 1995). Additional parameters
used to compute the ground impedance using Wilson’s
relaxation model(Wilson, 1993) can be found in Table II.
As it can be seen from the table, we performed simula-

tion over two type of terrain: painted concrete and grass
field.



TABLE II. Parameters used to compute the ground
impedance and the resulting characteristic impedance ob-
tained using po = 1.2 kg/m® and ¢y = 335 m/s at three
different frequencies.

Flow resistivity

Porosit,
kPa s m~? Y
Concrete,
2eb 0.4
painted
Grass lawn or
2e2 0.515
grass field
Zy (31.5 Hz) Zo (63 Hz) Zo (125 Hz)
Concrete, . . .
867 + 867i 613 + 613i 435 + 4351
painted
Grass lawn or . . .
24+ 24i 17 + 161 12 + 11i
grass field
IV. RESULTS

In this section we present the results and the differ-
ences between the sound fields obtained from the profiles
in Section III. The effects produced by the LLJ are less
evident when propagation takes place over painted con-
crete making them hard to study under this condition.
A hard boundary means that ground reflections are less
attenuated at each bounce than they would with a softer
and porous boundary. Hence, ground reflections travel
longer distances and give rise to a more dense caustic
field, with more reflections interfering with each other.
In this scenario, the influence of the refracted wave is
harder to distinguish being masked by the additional in-
terference produced by the ground reflections. For this
reason we only present the results from propagation over
grass. The results from simulations over a painted con-
crete ground are included as supplementary material.

We present a selection of the comparisons to simplify
the analysis and to isolate and highlight the difference
between the profiles:

e (pl) vs (p2): shows the effect that a height depen-
dent wind has on the sound field on the ground.

o (p4) vs (p2): shows the speed increase in a CNBL
against the traditional logarithmic profile.

e (p3) vs (p4): shows the effect of the inversion at
the top of the boundary layer.

e (p5) vs (p4): shows the effect of a stronger inver-
sion.

The similarities between the sound fields have been
evaluated using the modal assurance criteria (MAC)
(Allemang, 2003):

2
‘PlHP2|
(p1Hp1) (szpz)’

MAC = (23)

where pj are the vectors of complex pressure correspond-
ing to the two sound fields under comparison (which
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could be interchangeably p; to ps) and the superscript
H indicates the hermitian transpose. The MAC provides
a measure similar to coherence and ranges from 0 to 1.
Another error measure used in the study is the normal-
ized mean square error (NMSE):

\|P1*P2H§

NMSE =
lIp1ll3

(24)

Since we are interested in a comparison of the sound
fields close to the ground, we compared the sound fields
within a sliding window of 5 m height and 50 m length
starting from (z, z) = (0,0). We computed the MAC and
NMSE inside the window and moved it in step of 25 m
until reaching the end of the 5 km domain.

A. Propagation over grass

Figure 2 shows the MAC between the sound fields
within a sliding window. The MAC oscillates between 0
and 1 at a rate that depends on the frequency when com-
paring the field obtained with the logarithmic profile and
with no wind (profiles (p2) and (pl), respectively). This
is due to the interference between the ground reflections
and the downward refracted wavefront in case of the log-
arithmic profile and its absence in the case without wind.
In the latter, the atmosphere is upward refracting thus
the sound waves do not interact with the ground. The
MAC degrades progressively when comparing the fields
from the logarithmic profile (p2) and the CNBL without
LLJ (p4). It still tends to have a periodic nature and
it drops faster at higher frequencies. Due to the differ-
ence in wind velocity, the wavefronts resulting from the
two profiles move at difference speeds. The difference
in speed produce a phase difference that increases with
distance. This difference increases until the two fields
are out of phase before progressively reduce. The curves
present peaks and dips at relatively close range that get
closer to the source as the frequency increase. The re-
gion where the direct, refracted and ground wave first
interact occur at different positions that are closer to the
source as the wind speed and/or the frequency increases.
The mismatch in speed between the two profiles cause
this region to occur in slightly different positions. When
the regions from both profiles fall within the same spatial
window for evaluation, they produce a sudden change in
the range dependent MAC. As the frequency increases
the separation between these two regions gets larger pro-
ducing a drop in MAC. The sound fields produced by
the CNBL profile (p3) and the CNBL without LLJ (p4)
have very high coherence. The LLJ has no effect on the
MAC at the ground within the 5 km range in this case.
The MAC between the fields corresponding to the pro-
files (p5) and (p4) is very different. In addition to the
dip at 100 Hz and 1.25 km, the MAC starts gradually
degrading beyond 2 km at every frequency, in particular
at 63 Hz.

Figure 3 shows the NMSE. For profile (pl) and (p2)
we see a large error associated with large oscillations and
dips at frequencies above 50 Hz due to a strong interfer-
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FIG. 2. MAC in a 5x50m sliding window between the sound
fields generated using the profiles form Section III over grass.
First row: (pl) vs (p2); second row: (p4) vs (p2); third row:
(p3) vs (p4); fourth row: (p5) vs (p4)

ence pattern that is absent in the first case. The error
between profiles (p4) and (p2) increases with distance
with no oscillation. The reason being the phase differ-
ence which shifts the interference pattern instead of the
absence of it as in the previous case. For profiles (p3)
and (p4) the error increase with distance as well but is
always below -50 dB and can be ignored for any practi-
cal application. We find a similar trend between profiles
(p5) and (p4) but the error is larger. In both cases we
can also see large peaks hinting at an interference pattern
for (p5) which is absent in (p4).

Finally, we look at the phase error in Figure 4. In
this case we computed the absolute phase difference at
each node in the domain and then averaged it from the
ground to different heights to cover progressively taller
regions. We can see how the phase error between profiles
(pl) and (p2) oscillates very sharply when averaged over
a few heights and becomes smoother when averaged over
more nodes. In the case of profiles (p2) and (p4), the er-
ror increases with distance until the two sound fields are
out of phase before decreasing again as in the MAC. It
again shows that the difference between these two fields
is only due to a different propagating speed. Finally, we
compare the three CNBL profiles. We can see that when
we add the LLJ, an additional interference pattern oc-
curs. The stronger the LLJ the stronger the interference.
The interference can be seen as ripples in the figure. The
phase error increases with distance and presents periodic
peaks resembling a comb filter. This shows that failing
to include the LLJ can lead to large errors when propa-
gation occurs over a soft ground.
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FIG. 3. NMSE in a 5x50m sliding window between the sound
fields generated using the profiles form Section III over grass.
First row: (pl) vs (p2); second row: (p2) vs (p4); third row:
(p3) vs (p4); fourth row: (p4) vs (p5)

B. Elevation angle and turning point

We can gain an insight into the differences at large
distances by looking at the maximum elevation angle and
highest turning points. Figure 5 shows the left and right
hand side of Eq. (19) for the profiles (p2), (p3) and (p5).

The maximum elevation angles cg mqz for these three
profiles ranges from 7° to 9° corresponding to the cases of
(p2) and (p5), respectively. As the elevation angle grows,
the turning height also increases. Using Eq. (21), we find
the highest turning point for (p3) is 285 m and for (p5)
is 323 m. We find numerically that the highest turning
point for (p2) is 90 m. For the values of ap between 0
and o, maz, there are two turning point. The wave de-
creases exponentially above the turning height(Ostashev
and Wilson, 2015). We will assume that the energy that
reaches the upper turning height is small. At incidence
angles larger than ag ma the profiles do not produce any
turning point.

This analysis shows that stronger jets will produce
turning points at larger elevations angles. Even a small
difference in the elevation angle can produce a large dif-
ference in the highest turning point affecting the accu-
racy of the simulation at large distances. Even though it
is not shown here, the difference between (p3) and (p4) in
terms of z; are small and so is the error between the two
corresponding sound field. The MAC and phase error
between (p5) and (p4) are much larger instead. In this
case the difference in z; is also larger than in the previous
case meaning that downward refracted waves from (p5)
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FIG. 4. Absolute phase difference between the sound fields
generated using the profiles from Section III over grass. First
row: (pl) vs (p2); second row: (p4) vs (p2); third row: (p3)
vs (p4); fourth row: (p5) vs (p4). The scale of the y-axis in
the last two plots has been changed to show the small phase
error due to the exclusion of the LLJ.
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FIG. 5. The wind profiles (p2), (p3) and (p5) (LHS, solid
lines) and the right hand side (RHS) of Eq. (19) (dash-dotted

lines).

reaches larger distances than (p4) and keeps interacting
with the ground waves.

V. DISCUSSION

The differences between profiles (p2) and (pl) show
that when the wind profile is included, it creates down-
ward refraction, as previously shown in the literature
(Ostashev and Wilson, 2015; Wilson, 2003), which results
in the production of an interference pattern at ground
where interacts with the direct wave, the ground reflec-
tions and possibly the surface wave. The phase error has
a very clear shape and periodic behavior, meaning that
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destructive and constructive interference occur at regular
intervals. We can think of the phase error at one height
as a signal with its corresponding spectrum in the spatial
frequency domain. In this case it would contain a fun-
damental spatial frequency and odd harmonics, with a
shape similar to a triangular wave in the spatial domain.
Peaks and dips of the amplitude occur at different po-
sitions and spatial frequencies depending on the height.
When the average spans taller portions of the domain,
more amplitudes at different heights, i.e. more signals,
are included. Thus, we end up with a more complex
waveform as a result.

The reflections over soft ground do not propagate
over larger distances. Hence, there are less reflections
contributing to the caustic field which makes it weaker
than it would be with a hard boundary. Due to the fewer
reflections, the contributions from the top of the ABL
cannot be ignored. This also mean that in this case the
effect of turbulence is more relevant since it produces
phase fluctuations affecting the coherence between the
different propagation paths (Embleton et al., 1976; Wil-
son et al., 2008).

The logarithmic profile underestimates the wind
speed in the lower portion of a CNBL and neglects the
negative shear in the upper portion, which has two ef-
fects: it introduces a phase error due to the speed mis-
match and underestimates the maximum elevation angle
producing downward refraction. The latter also leads to
underestimating the height of the highest turning point
and the amount of energy refracted downwards. This
introduces an error that is most noticeable at large dis-
tances where we see a more complex interference pattern
as the wind speeds and strength of the inversion at the
top increase.

It should be noted that these profiles are only an
average property of the medium and do not exist instan-
taneously. Therefore, due to the limits of stationarity
in the ABL, these mean profiles are valid only for time
windows of up to approximately one hour (Kelly et al.,
2018; Wyngaard, 2010).

VI. CONCLUSIONS

Logarithmic profiles of wind speed and temperature,
which arise in conditions of neutral stratification at the
surface, are only appropriate in the atmospheric surface
layer. However, in real ABLSs, neutral surface conditions
are often accompanied by stable stratification at the top
of the ABL due to the capping temperature inversion, a
regime called conventionally neutral. The stratification
produces a jet that results in an increase in speed, which
also affects lower altitudes. The logarithmic profile ne-
glects the capping inversion, leading to underestimating
the wind speed and its vertical gradient.

In this paper we propose a correction to approximate
a more representative wind profile for a CNBL. Simula-
tions performed using a wide-angle CNPE show the er-
ror introduced when a logarithmic profile is used in con-
ventionally neutral conditions. The logarithmic profile



underestimates the wind speed and its vertical gradient
(shear), which introduces a phase error due especially to
the lower propagation speed close to the ground. Further-
more, the lower shear also underestimates the maximum
elevation angle producing downward refraction. This
leads to smaller contributions at large distances where
the interference between direct, ground and refracted
waves is not modelled properly. This effect is more no-
ticeable when the strength of the inversion, and so the
amplitude of the LLJ, increases and when the sound wave
propagates over soft ground.

For distances shorter than 2 km, for ABL depths
typical in near-neutral conditions it is enough to model
the speed increase without the need to include the LLJ
effect. This can simplify the model required for the pro-
file reducing the dependence on parameters defined at
the top of the ABL. Beyond approximately 2 km in
these commonly-occuring conditions, the effect of the
LLJ starts to become noticeable and the error introduced
by not modelling it progressively increases with distance.

Further studies should be conducted including the
effects of the Brunt-Viisila frequency N and the surface
heat flux Qp = wf. This would allow to extend the range
of validity of this study to less neutral regimes; the ten-
dency of ABL depths to be shallower in stable ABLs can
also be an issue. Furthermore, the phase error between
profiles with and without the capping inversion show a
large difference in the interference patterns. The wind
speed inversion associated with the LLJ could produce
reflections, and this phenomenon should be further in-
vestigated together with the possible contributions of the
surface wave to the interference pattern. Finally, further
investigation should include turbulence since turbulent
scattering introduce phase (as well as amplitude) fluctua-
tions that moderate the effect of the interactions between
direct, reflected and refracted waves.

SUPPLEMENTARY MATERIAL

See supplementary material at [URL will be inserted
by AIP] for for the results of propagation over painted
concrete and transmission losses over grass for selected
cases.
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ABSTRACT

In outdoor sound propagation, the variation of wind speed
with height plays an important role and a logarithmic pro-
file is often assumed. This is an accurate description in a
neutral boundary layer according to MOST. However, the
neutral boundary layer can be either truly neutral or con-
ventionally neutral depending on the stability condition at
the top of the ABL. While the logarithmic profile is suit-
able in a truly neutral regime, the conventionally neutral
is more commonly found. This regime is characterized by
a stable stratification aloft that result in super geostrophic
wind speed close to the top of the ABL and higher speed
and steeper gradient close to the ground than predicted by
the logarithmic profile. This work uses numerical simu-
lations based on the Crank-Nicholson parabolic equation
to derive the sensitivity of the phase to the ABL depth
and inversion strength as a function of the distance from
the source. The results show that a stronger inversion in-
creases the phase differences that can be as large as 60°
already at 1 km from the source. Stronger inversions and
a deeper ABL produce more complex interference on the
ground, showing only after approximately 2 km, that af-
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fect both phase and magnitude.
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1. INTRODUCTION

In the atmospheric boundary layer (ABL), the speed of
sound generally depends on height. The gradient of the
speed of sound defines wave phenomena in the ABL, such
as refraction. Atmospheric refraction can cause sound
waves from a ground source to bend back to the ground
at different rates and create interference patterns with the
waves travelling different paths. These effects are impor-
tant for correct predictions of the sound field close to the
ground.

The sound speed profile depends on the wind speed
and temperature profiles in the ABL. Depending on the
buoyancy at surface level, the ABL can be classified as
stable, unstable and neutral. Neutral and quasi-neutral
(very small buoyancy) are the most often encountered
conditions [1].

In many instances the profiles are assumed to be log-
arithmic, based on simple similarity theory and surface-
layer assumptions [2—4]. In some cases the profiles are
just classified by the effect they have on sound propa-
gation, namely upward- or downward-refracting profiles
[5,6]. According to Monin-Obukhov Similarity Theory
(MOST), the logarithmic profile is suitable for neutral
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regimes [7]. However, Zilitinkevich and Esau [8] distin-
guishes between a truly and conventionally neutral ABL
when considering also the stability conditions at the top
of the ABL. In truly neutral conditions, well described
by a logarithmic profile, the ABL is neutral both at the
top and bottom. In a conventionally neutral boundary
layer (CNBL), the ABL presents a stable stratification at
the top, in the so called entrainment layer, that results
in wind speeds larger than predicted by the logarithmic
profile. Furthermore, it produces super-geostrophic wind
speed close to the top of the ABL adding a characteristic
”nose” to the profile that is commonly known as low-level
jet (LLJ, see Figure 1). This latter condition is also the
most common of the two [8]. In this paper, we focus on
the wind speed in the CNBL since the effect of the stable
stratification on the temperature profile is small compared
to the adiabatic lapse rate. There are many formulation for
the wind profile in a CNBL [9-12]. Liu and Stevens [13]
provide a good description that allows to represent a range
of inversion strengths and ABL heights.

An accurate description of the phase is crucial when
simulating the noise emissions produced from multiple
sources and for sound field control applications [14].
However, we have found no such information in the avail-
able literature. We investigated the influence that differ-
ent sections of the wind profile have on the sound field
at the ground for one specific ABL depth and inversion
strength in a previous work [15]. In this work, we extend
that study to investigate how different ABL depths and in-
version strengths affect the simulated sound fields.

In this paper, we study the sensitivity of the phase er-
ror to the height of the ABL and strength of the inversion
at different distances from the source.

We use numerical simulations based on the Crank
Nicholson parabolic equation to simulate the sound fields
produced by a simple logarithmic profile first, and then by
the same profile plus a correction term suitable to a CNBL
which we describe in Section 2. We then study the error
introduced by neglecting this correction term by compar-
ing the two sound fields using the Modal Assurance Crite-
rion (MAC) and the absolute phase and magnitude errors.

2. THEORY AND METHODS
2.1 Wind profile

To model the wind profile in the CNBL, we use in this
work the formulation described in Liu and Stevens [13].
In this section we briefly introduce such formulation, fo-
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cusing only on the stream-wise component of the wind
that is assumed to be parallel to the propagation direction
of the sound waves. In this work, we are interested in the
effect that the ABL depth h and the inversion strength,
described by the Brunt—Viisiléd frequency N, have on the
prediction of the sound field close to the ground. Here, we
use the common assumption that the ABL depth h is re-
lated to the height z;, where the total shear stress reaches
5% of the surface value, through:

h=(1-0.05%3)z. 1)

These two variables are included in the formulation from
[13] through the inverse dimensionless boundary height
b = u,/(fh) and the Zilitinkevich number Zi = N/f,
where f is the Coriolis parameter. The friction velocity .
in the CNBL is proportional to h(fN)'/? [7]. The values
of all the constants used in this section are presented in
Table 1.

The stream-wise component of the geostrophic wind
Uy, i.e., the mean wind speed in the free atmosphere, is
predicted using the geostrophic drag law:

kUyq

U

= In Rog — A(Z1), 2)

where x = 0.41 is the von Karman constant and Rog =
ux/(f20) is the surface Rossby number [16]. A is param-
eterized as

A=—-Am+In(Ag+m)+1ng, 3)

where A; and Ay are constant and m is the composite
stratification parameter,

1/2

m= (1+C22zi*) "~ p7, )

and 12
B=(Cr*+CN2Zi)'", 5)

where C'g and C'y are constants.

The stream-wise wind component within the ABL
consists of a logarithmic profile and an additional correc-
tion term:

Uy, () T 1u(6. Z0), ©)

U Z0

where §& = z/h is the normalized height coordinate. The
proposed expression for the correction is

ful§; Zi) = —a(Zi)§ + ay (Zi)(E), @)
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where
2—a
= — 8
ad) 1—267 ()
efle —1
1/1:5—761/6_1, )

and where e relates the thickness of the entrainment layer
to the boundary layer depth. Its value depends on Zi but
it is possible to assume € = 1.2 for moderate Zi [9]. The
value of a(Zi) can be obtained from the continuity condi-
tion at the top of the ABL where U(¢ = 1) = U,. Con-
sidering that ¢»(£ = 1) = 0 and combining Eq. (2) and (6)
with In(Ro) = In(b) + In(h/z) at £ = 1,

ful1,Zi) =Inb— A= —a(Zi). (10)

2.2 Temperature profile

The potential temperature in a neutral boundary layer is
constant across the ABL. However, in a CNBL the poten-
tial temperature increases in the entrainment layer with a
slope that is proportional to inversion strength 96/0z =
6oN?/g. Any function matching this requirement could
potentially be used. In this work we used the following
formulation:

N2 14
6(z) = b0 |1+ —~In(1+ e=h=0.05" ")y 1 1y

The potential temperature can then be converted to tem-
perature using the approximation found in [17],

0(z) = T(2) + Tary(2 — 25), (12)

where I'qry = g/cp = 9.8 K/km is the dry air adiabatic
lapse rate.

2.3 Simulations

The profiles from the previous sections were used to com-
pute the corresponding sound fields at distances of up to
5 km using the implementation of the Crank-Nicholson
parabolic equation from Wilson [18]. The constants and
parameters used to compute the profiles are shown in Ta-
ble 1. The source consisted of a monopole placed at
(z,y) = (0,0). The simulations were performed only
downwind, since this is the case where sound travels the
furthest. The domain had a range of 5 km and a height
ranging from 200 to 1000 m, depending on the ABL depth
used in each case. A resolution of A/10 was used in both
directions. The ground was modelled as a grass field with

flow resistivity o, porosity ( and characteristic impedance
calculated using Wilson’s model [19] and whose values
are shown in Table 1. The values of h ranged from 200
to 500 m in steps of 25 m. Also a height of 1000 m was
considered as an extreme case. These values fit the dis-
tribution of the boundary layer depth found in [20]. We
considered 20 values of N, equally spaced and ranging
from 6 to 14 mHz, according to values found in [10]. Each
combination of h and N was used to compute the correc-
tion term in Eq. (6). For each combination we computed
a sound field produced by a profile using the correction
term and one without, hence with a simple logarithmic
profile. These pairs of sound fields were then compared to
study the error introduced by using a logarithmic profile
in a CNBL. We evaluated the differences between these
sets of two sound fields using the MAC [21],

|plongcnb1 ’2

MAC = .
(plonglog) (pcnblH pcnbl)

(13)

Further information on the nature of this error is obtained
by studying the absolute phase and magnitude errors. The
phase and magnitude errors were computed at each point
in the domain and then averaged over the vertical coor-
dinate up to 5 m above ground. The MAC was instead
computed within regions of 50 m length and 5 m height,
gradually sliding away from the source in steps of 25 m.

Table 1: Values and units of the constants and simu-
lation parameters. The set of values for N and h are
formatted as start value:step:stop value.

Parameter Value Unit
Cr 0.5

Cn 1.6

K 1.4

A 0.65

Ag 1.3

B, 7

By 8

Cm 0.1

€ 0.12

f 0.0001 st
0o 293 K

20 0.03 m

o 200 kPasm ™2
%) 0.515

N 6:0.42:14 mHz
h 200:25:500, 1000 | m
ZO,f=125Hz 12+ 111
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3. RESULTS

This section presents the results obtained from the sim-
ulations. We show only the results at 125 Hz for space
reasons and since they better show the effect of the ABL
depth and inversion strength on the sound field. The
same effects occur at larger distances as the frequency
decreases. A subset of the profiles used to compute the
sound fields are shown in Fig. 1, with and without the
correction term, together with the corresponding effective
speed of sound cerr(z) = ¢(T) + U(z). We then com-
pared the sound fields resulting from these profiles with
and without the correction term to asses the error intro-
duced by using a logarithmic profiles in a CNBL.

Larger N produce larger wind speed, a steeper gradi-
ent close to the surface and a stronger inversion at the top
of the boundary layer. This increases the height at which
the gradient of the effective speed of sound changes sign
and thus the extent of the down-refractive region of the
medium. The height of the ABL has a similar effect, re-
sulting in a larger wind speed and taller down-refracting
region.

The MAC between the sound fields from these pro-
files and the corresponding logarithmic profile have been
analyzed as a function of distance and ABL depth (Fig.
2), and inversion strength (Fig. 3). In general the two pre-
dictions diverge with distance, and the MAC drops dra-
matically between 1 km and 2 km. The deviation onset
is closer to the source as N increases while a larger h
produce more interference and larger larger spatial vari-
ations. Figure 2 shows the superposition of two patterns:
one with low and another with high wavenumbers. The
first occurs with any combination of N and A and is asso-
ciated with the wind speed mismatch close to the ground.
The ABL depth has a weaker influence on this pattern than
N. However, the pattern starts slightly closer to the source
as the height of the ABL increases. The high wavenum-
ber pattern does not exist in shallow ABLs with a weak
inversion. This pattern becomes more complex as the
ABL depth increases. As the ABL gets taller, also the
region where downward refraction occurs grows. Thus,
the amount of energy refracted downwards also increases
producing more complex interference at the ground.

The second pattern becomes more complex as the
ABL depth and inversion strength increase. This can also
be seen in Figure 3. This figure also shows two over-
lapping patterns as a results of different mechanisms af-
fecting the MAC. The inversion strength /N has a much
larger influence on the low wavenumber pattern than h
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Figure 1: A subset of the profiles computed us-
ing Eq. (6). The first two plots from the top show
the wind profiles with and without (logarithmic pro-
file) the correction term, respectively. The last two
plots show the corresponding profiles of the effective
speed of sound. The profiles are shown for a sub-
set of four different ABL depths (including the shal-
lowest and the deepest) and two inversion strengths:
the smallest (N = 6 mHz, dashed) and the largest
(N = 14 mHz, solid).

does. The distance from the source where this pattern oc-
curs is inversely proportional to N. The wavenumbers of
this pattern are instead directly proportional to the inver-
sion strength, i.e. as NV increases the spatial variations of
the pattern are larger. The inversion strength also affects
the position where this second patter starts.

Figure 4 confirms that phase is the main culprit for the
drop in MAC seen in the previous figures. Also here, we
see the weak influence of i on the low wavenumber pat-
tern and a larger influence on the high wavenumber one.
Figure 5 shows instead how the inversion strength affects
both patterns. Also this figure reflects quite well what pre-
sented in Figures 2 and 3.
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Figure 2: Four snapshots of the MAC at four dif-
ferent values of the inversion strength N (top to bot-
tom): 6, 8.5, 11.5 and 14 mHz. Each plot shows the
MAC as a function of distance from the source (hor-
izontal axis) and ABL depth h up to 500 m (vertical
axis).

Figures 6 and 7 show the absolute magnitude error
as a function of h and N. The magnitude error is small
close to the source and resembles the pattern of the high
wavenumber error found in MAC and phase. The magni-
tude error is relevant only where interference occurs. Be-
fore 2 km there is no interference and the magnitude of
both sound fields is only affected by spherical divergence.
Beyond 2 km, the direct, reflected and refracted waves in-
teract. In this region, the discrepancy in wind speed and
the amount of downward refracted energy generate dif-
ferent interference patterns, introducing a magnitude er-
ror. Notwithstanding the low magnitude error before 2
km, successful applications of sound field control would
be limited to 1 km due to the phase error.

4. DISCUSSION

In the results we see how the magnitude error becomes rel-
evant beyond 2 km, while the phase error can be as large
as 60° at around 1 km. Beyond this distance the phase
difference grows at a rate that largely depends on the in-
version strength at the top of the ABL. In a sound field
control application, a phase error of 60° marks the transi-

10™ Convention of the European Acoustics Association
Turin, Ttaly « 11" — 15" September 2023 ¢ Politecnico di Torino

0.014

N 0.012
s
=001 0.9
. 0.008
0.006 0.8
0.014
& 0.012 107
0.01
= 0.6
05 2
=
0.4
0.3
0.014 0.2
N 0.012
jas]
Z 001 0.1
. 0.008
0.006 0

i F o
0 1000 2000 3000 4000
Distance / m

Figure 3: Four snapshots of the MAC at four differ-
ent values of the ABL depth h (top to bottom): 200,
350, 500 and 1000 m. Each plot shows the MAC as a
function of distance from the source (horizontal axis)
and inversion strength IV (vertical axis).

tion from noise reduction to amplification.

There are two main sources of error, visible as two
different patterns. The low wavenumber pattern is the
main source of error and is associated with the phase dif-
ference introduced by the wind speed mismatch close to
the ground which is consistent with the findings in [15].
Without the ABL-capping inversion, the profile from Eq. 6
is equivalent to the logarithmic one. Subsequently, this
pattern is only weakly affected by the ABL depth h while
showing a strong dependence on inversion strength (V).

The high wavenumber pattern is instead coupled to
both parameters. In general, a deeper ABL or a stronger
inversion increases the height of the region where sound
waves are refracted downward. As this region gets taller,
the amount of downward refracted energy also increases
and produces more complex interference at the ground.
Since the correction term depends on both the inversion
strength (stability condition given by N) and the normal-
ized height coordinate &, they both affect the prediction
error. Increasing NV also moves this interference closer
to the source. Compared to a logarithmic profile, the
increase in N results in a steeper wind speed gradient
around the ABL top. The steeper gradient reduces the ra-
dius of curvature of the sound rays, decreasing the dis-
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Figure 4: Four snapshots of the absolute phase er-
ror at four different values of the inversion strength
N (top to bottom): 6, 8.5, 11.5 and 14 mHz. Each
plot shows the absolute phase error as a function of
distance from the source (horizontal axis) and ABL
depth A up to 500 m (vertical axis).

tance from the source where interference becomes sig-
nificant. Furthermore, a stronger inversion produces a
stronger upper-ABL jet; this increases the maximum el-
evation angle at the source that will result in downward
refraction, when compared to a profile ignoring the ABL
top.

The error introduced by using a logarithmic profile in
a CNBL affects mainly the phase. The magnitude error
becomes relevant beyond 2 km. From this distance, the
refracted waves produce an error magnitude that is, how-
ever, confined to limited regions. On the other hand, the
phase error can be as large as 45° already at 1 km and
affect large portions of the domain.

The case considered here is representative for sound
field control application for open air events [14,22], which
often take place over grass and where sound sources are
typically placed on the ground. In this study the position
of the source and type of ground were chosen to limit the
influence of ground reflections, to better isolate and study
the influence of the propagation medium. Moving the
source away from the ground produces reflections closer
to the source that are not independent of the medium. A
hard boundary allows such reflections to propagate over
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Figure 5: Four snapshots of the absolute phase er-
ror at four different values of the ABL depth h (top
to bottom): 200, 350, 500 and 1000 m. Each plot
shows the absolute phase error as a function of dis-
tance from the source (horizontal axis) and inversion
strength NV (vertical axis).

larger distances due to the reduced attenuation. In this
scenario, the additional reflections produce more interfer-
ence making it harder to analyze the effects produced by
the medium alone and the different profiles. The resulting
interference pattern is more complex and the interaction
between direct and refracted wave would not be as clear.

5. CONCLUSION

In this work we analyzed the prediction error introduced
by using a logarithmic profile in a CNBL, where it is not
suitable due to the larger wind speed resulting from the
stable stratification at the CNBL top. We described an
alternative formulation for the wind and temperature pro-
files suited to a CNBL. This formulation is tested against
a logarithmic profile by generating the two corresponding
sound fields using the Crank-Nicholson parabolic equa-
tion. The two sound field are then compared through the
MAC metric and in terms of the absolute phase and mag-
nitude errors. For distances shorter than 1 km, both phase
and magnitude errors are small and the two sound fields
present a large spatial correlation. Beyond this distance,
the prediction error appears as two overlapping patterns,
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Figure 6: Four snapshots of the absolute magnitude
error at four different values of the inversion strength
N (top to bottom): 6, 8.5, 11.5 and 14 mHz. Each
plot shows the MAC as a function of distance from
the source (horizontal axis) and ABL depth h up to
500 m (vertical axis).

one with low and one with high wavenumber. The former
is the most important one since it affects large portions of
the entire domain. It is mainly dependent on the inversion
strength NV and it is a results of the wind speed mismatch
close to the ground. The ABL depth h has only a weak
influence. The high wavenumber component instead de-
pends on both parameters. When either of them increases,
so does the error due to an increase in downward refracted
energy. This increase results in more complex interactions
between direct, refracted and reflected waves than with a
logarithmic profile. The reason is an increase in the height
of the downward refracting region due to an increase in h
and an increase in the maximum turning angle due to H.

The magnitude error is relevant only in very limited
regions far from the source (more than 2 km). The phase
error instead is considerable at shorter distances (already
at 1 km) and affects large regions of the domain. In cases
where many sound sources are involved, it is crucial to
limit such an error since the total sound field will not
only inherit the phase error but the interaction between
the sources will result in a larger magnitude error.
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Figure 7: Four snapshots of the absolute magnitude
error at four different values of the ABL depth A (top
to bottom): 200, 350, 500 and 1000 m. Each plot
shows the absoluite magnitude error as a function of
distance from the source (horizontal axis) and inver-
sion strength N (vertical axis).
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ABSTRACT

Obtaining acoustic transfer functions between the loudspeakers and a controlled area in outdoor environments
is a tedious task, subject to many uncertainties. The speed of sound is a parameter which encompasses many
of these uncertainties and often obtaining functions of acoustic significance amounts to procuring first, accurate
estimates of this velocity. This report focuses on the relevance to acoustic applications where surrogate models
based on neural networks have high potential for lowering the cost of computing. This report presents preliminary
results obtained adapting a method first proposed in seismology with the aim of recovering velocity profiles to
be used for outdoor sound propagation. The aim of this work is to adapt the original method but considering
medium properties characteristic of propagation in air. A surrogate physics-informed neural network is developed
to model the solution to the Helmholtz equation by first solving the forward problem of estimating the sound
pressure in a prescribed medium and furthermore solve the inverse problem of estimating the sound speed
profile in a inhomogeneous medium. The predictions of the pressure field in free field conditions look promising.
However, the results obtained with more complex boundary conditions and the recovery of the sound speed
profile are still far from the ground truth and more work is needed before this method can be considered as an
alternative to traditional sound propagation models.

Keywords:  PINN, Siren, Neural waveform inversion, outdoor sound propagation, sound speed profile

1 INTRODUCTION

With the advent of “physics-informed neural networks” (PINN) [1] new prospects in machine learning have
surfaced, with respect to physical systems. A variety of physical problems are now being solved with surrogate
neural networks, adhering to the constraints of the problem at hand. This approach can alleviate many of the
pitfalls of classical numerical solutions of partial differential equations (PDEs), such as meshing complexity,
inference time and epistemic uncertainty. Furthermore, these models can be used in the context of inverse
problems. Even though they do not require data to learn the function space of PDEs, they can be fit against
measured data to recover an unknown quantity. Such is the goal of this study, which is quite ambitious but if
successful could mean significant step forward for outdoor sound propagation models in real time application
scenarios.

The goal of this study is first to introduce this approach, then tackle the forward problem of simulating
sound propagation through a moving inhomogeneous medium and then finally address the inverse problem of
recovering properties of the medium such as the effective speed of sound from pressure measurements on the
ground. This is a preliminary study that looks into adapting the technique previously used for seismology and
described in [2].

Section 2 introduces the formulation of a cost function that includes the partial differential equation governing
a given problem to train a neural network, hence providing knowledge of the problem. This generic approach
is then applied to solve the Helmholtz equation and in a second step combined with measured data so that it
can be used to infer the properties of the medium that generated said data. In Section 3, the report describes
how the numerical experiments were performed with the surrogate model and the results are then presented in
Section 4. The surrogate model is tested for free-field conditions first, with promising results, and then later with
a more complex and realistic ground impedance boundary condition, which instead show a poor match when



compared to reference solutions generated in Comsol Multiphysics. The surrogate model is then used to recover
the underlying sound speed profile after providing it with measured/simulated pressure data showing that further
work is required for the development of this method. These results are discussed in more detail in Section 5.
Finally, Section 6 presents the conclusions drawn at the end of this preliminary study and discusses perspectives
for the future.

2 THEORY

As the goal is to obtain a surrogate model that solves the Helmholtz equation and subsequently, recovers the
sound speed profile for given measurements, this section aims to derive the equations that lead to these estimates.

2.1 Surrogate neural networks for solving sartial differential equations

Scientific machine learning has led to breakthroughs in surrogate models numerically approximating strenuous
partial differential equations (PDEs). These surrogate models are usually a heuristically determined neural
network architecture (for an example see Fig. 1). They receive a single Cartesian coordinate r = {x,y} as an
input, and return the value of the function ®(r) that approximates the PDE at the coordinate in a predetermined
domain Q,,. These neural networks are trained to fit the forward problem so that

find ®(r) s.t. Gp(a(r),®(r), Ve(r),...) =0, (1)
VreQ,m=1,....M,

where %, refers to a set of M constraints, most times in the form of the PDEs themselves. In practice, these
surrogate models are simply multi-layer perceptrons (MLPs) trained with a variant of the stochastic gradient
descent algorithm [1].

In a continuous space, an acoustic source can be considered as a region in the medium over which new
acoustic energy is generated, in the form of a spherical wave or point source. The corresponding field in a
boundless medium can be described by

Vg (r|ro) + kg (r|rg) =—8(r—ro) , 2)

where ry and r refers to the position of the source and the positions where the sound field is evaluated respectively,
k = 2 is the wavenumber prescribed to the sound field and & (r —rp) is the dirac delta function. g (r | ro) is the
Green’s function.

The Green’s function is the particular solution to Eq. (2) and in 2D space is given by

i

2 Ho' (ke —xo]) ©

gk (rvro) = -

where Hél) is a Hankel function. If the medium is bounded by surfaces, the most general solution Gy (r)
is given by the superposition of g (r,rp) and any solution p(r) of the homogeneous Helmholtz equation

V2p(r)+k2p(r)=0[3]:

Gi(r|rg) =gk (r|ro) + p(r). “)

If the field is unbounded, in the limit to infinity the sound field must abide to the Sommerfeld radiation
condition given by,

D— d
lim e roll 2 ( (©) —jkp<r>> 0 )

p
[[r—ro || e 0 ||r —mro||

where D denotes the dimensions of the problem, which in this case is 2, so that the far pressure field is
approximately locally plane. This condition ensures that there are only outgoing waves.

The surrogate model must fulfil Eqs. (2) and (4) and in most circumstances, also abide by the conditions
given by Eq. (5) if free field propagation is to be assumed. This leads to

(V2 +12)®(r) = =Gy (r | 1) (6)
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2.2 Boundary conditions

2.2.1 Perfectly matched layers

The Helmholtz equation has as a general solution both an outgoing and an incoming wave. Numerical methods
solve differential equations in a finite domain which introduces spurious reflections. To achieve an accurate
solution for free-field conditions, appropriate boundary conditions need to be defined. Eq. (5) cannot be used in
this case since it is defined at infinity. A common way to deal with this problem is to use a perfectly matched
layer (PML) [4]. A PML consists of an artificial absorbing layer placed around the computational domain to
avoid spurious reflections from its edges by attenuating the outgoing waves and thus simulating open boundaries.
In this work, the PML is implemented using a modified Helmholtz equation

d (e, 0P(r) d (e dP(r) 2 - _
dx <ex ox ) " 87)’ <€y dy > +exeyk*®(r) = =Gy (r | 1o) , @

where r = (x,y) € Q,e,, =1 —j%,kz o/c, and

I,

o, = { apm (LP&LY ri € 0Q (8)

0 else

where aq is the absorption coefficient, /; is the position within the PML and Lpy. is the extent of the PML
region. Notice that outside the PML region, hence within the domain of interest, Eq. (7) reduces to the traditional
Helmbholtz equation.

2.2.2 Impedance condition
Alternatively, in this work, we also investigate the approximation of the radiation condition from Eq. (5) through
a pc-condition:

p(rp)
r,) ———=0 9
un( b) pe )]
where uy (1) refers to the normal component of the particle velocity at the boundary r;, of the domain.
Finally, in this work we also investigate the effect of the ground on sound propagation, assuming it to be
locally reacting by using an impedance boundary condition:

un(rb)—%rb) —0 (10)

where Z is the impedance of the ground.

3 NUMERICAL EXPERIMENTS

In this work, we study the use of a neural network to provide the surrogate model ®(r) from Eq. (6). The
surrogate model is used here to first solve the forward problem of predicting the sound pressure produced by
an acoustic source. Secondly, the surrogate model is used to recover the sound speed profile using simulated
pressure data. The two tasks used slightly different architecture and loss functions with different terms. The rest
of this section describes the implementations for the two task and for the experiments undertaken with each of
them.

3.1 Forward problem

In all the numerical experiments we used a fully connected network as depicted in Fig. 1. For the forward
problem, the network had an input layer with 2 neurons, 3 hidden layers with 256 neurons (the figure only shows
10 of them for space reasons) and 2 neurons in the output layer. A summary of the parameters used for this
problem can be found in Table 1 at the end of this section.

The input to the network are spatial coordinates (x,y) € {[—25,25],[—25,25]}, normalised to be comprised in
the interval [—1, 1]. During training, the input is provided by drawing (4 - sidelength)? samples from two uniform
distribution in the aforementioned interval at each epoch. This input corresponds to Cartesian coordinates scaled
appropriately for the neural network.
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The three hidden layers use a sinusoidal activation function. Sinusoidal activation functions in neural network
have shown promising results as universal approximators if initialised correctly [2]. Sinusoidal activations have
been successful in modelling high frequency or periodic data, or data structures where higher order spatial
derivatives are necessary, which other activation functions lack the capability to model. Benbarka et al. [5]
provide more information on how fully connected networks with sinusoidal activation functions are equivalent to
d-dimensional Fourier mappings, where the weights of the neurons correspond to a Fourier series.

The two neurons in the output layer have a linear activation function instead and return the real and imaginary
part of the pressure at the point whose spatial coordinate have been provided at the input.

)

D

@

@
O

O

O

@)

Ldd3 000 0DbD
sqegogegofohebedope

@)

Figure 1. Architecture of the fully connected network used for the forward problem. The hidden layer show
only 10 of 256 neurons for space reasons.

The cost function is what distinguishes PINN from traditional neural networks. Usually, the loss function
used to train a network poses the objective of minimizing the residual between the prediction of the network and
some target data. In PINN, the loss function is made up by the PDE for which the network has to model and the
boundary conditions.

In this work, for the forward problem, we perform three experiments with three different cost functions:

1. Free field with PML:

Z(r,0)=Y || Zoe(ri.0)|)3 (11)
rieQ

where in this case Zppg is Eq. (7) and 6 are parameters of the network (weights and biases).

2. Free field with pc condition:

Zr,0)="Y | LGoem.0)5+ Y, |1 Lsc(ri,0)l3 (12)
r,-eQ\aQ r,'E()Q

where ZppE corresponds to Eq. (2) and is applied only to the points inside the domain. The second term on
the right hand side applies to the points on the boundaries of the domain and in this case .Zp¢ corresponds
to Eq. (9). Here we chose ¢ = 343 m/s and p = 1.2 kg/m?>.

3. Propagation over ground:

ZLr0)= Y %o 0)3+ Y [Zbe, i 0)3+ Y Lo, 6)I3 (13)
r,-eQ\&Q r,'G().Q.[’,?,. r,'G()Qb

where also in this case ZppE is Eq. (2). -Zc, still corresponds to Eq. (9) but is applied only to the left, top
and right boundaries. -Z5c, is applied to the points on the bottom boundary and corresponds to Eq. (10) to
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Figure 2. Architecture of the fully connected network used for the inverse problem

include the effect introduced by a grass covered ground with characteristics impedance Zgpar = 21 4217 at
80 Hz.

The inhomogeneous term in Eq. (4) in all cases is modelled as a spatial Gaussian pulse excitation, meant to
approximate the Dirac delta function of Eq. (2), and is placed at the center of the domain (xg,yo) = {0,0}.

In all the experiments solving the forward problem, the medium was assumed to be homogeneous with
the value of the wavenumber k fixed and given by @ = 27 f with f = 80 Hz and ¢ = 343 m/s. A position
dependent profile could have been used for the speed of sound but we focused on the boundary conditions and a
homogeneous medium for the experiments undertaken for the forward problem.

For each numerical experiment, we set the same network hyperparameters. We use the Adam [6] algorithm
for gradient descent with the default coefficients for the gradient moments (e.g. [Bi, 2] = [0.9,0.999]) and a
learning rate of 0.00002. The sinusoidal activation functions are initialised according to Sitzmann et al. [2].

Table 1. Summary of the parameters used for the forward problem

Parameter | Value | Unit

f 80 Hz
ap 5

LPML 12.5 m

Zchar 21+21i
P 12 | kg/m?
c 343 m/s
X0 0 m
Yo 0 m

3.2 Inverse problem

The surrogate model can be used also to solve the inverse problem of recovering properties of the medium such
as the speed of sound [2] from pressure data that in this case has been simulated in Comsol but it could also come
from measurements. For this task, both the architecture of the network and the cost function had to be modified.
Fig. 2 shows the architecture of the network used for the inverse problem. For this task, the network has an
additional output for the speed of sound c¢ since it needs to be predicted by the surrogate model. A summary of
the parameters used for this network can be found in Table 2 at the end of this section.
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The cost function used for the inverse problem is

N
Z(r,0)=Y || Zpe(r,0)|3+A Y [|Lua(r;,0)l3 (14)

r;cQ j=1

where Zppg corresponds to Eq. (7), A is a weight used to balance the influence on the cost function of the PDE
and the data term %, is evaluated over N samples of either pressure or speed of sound as it will be explained
in the rest of this section.

Since now c is predicted by the network and not fixed by the user in the cost function, the network needs to
be pretrained to learn its value. The inversion routine then consists of two separate steps:

1. Pretraining: The surrogate model needs to be trained over an arbitrary medium, possibly resembling the
one to be recovered to improve convergence and accuracy. In this step, the data term in Eq. (14) is

zdata(rﬁe) :é(rjae)_c(rj) (15)

where ¢ is the network prediction, c is the speed of sound of the arbitrary medium and N is the number
of samples in the batch. In this step the data term is used to minimize the residual between the speed of
sound predicted by the network and the speed of sound pf the arbitrary medium so the network can learn
its value. For this part of the routine, the acoustic source was placed at (xgp,yo) = {—8.7,0} m to increase
the propagation distance between the source and the edge of the PML and more easily show the effects of
the medium on the sound field.

2. Inversion: The surrogate model is used to recover the speed of sound in the medium of the target field. In
this case, the data term is

zdata(rﬁe) :ﬁ(ri,-,e)—p(r.,-) (16)

where p is the complex pressure predicted from the network, p is the complex pressure from the target
field and N is the number of samples. The data term is now applied as a pressure matching term. In this
way the network minimizes the residual between the prediction of the surrogate model and the target field.
The speed of sound is now free from the data constraint and is updated during the minimization of the
ZppE term in the cost function.

In this case the network was trained over five sound fields produced by acoustic sources in five different
positions (xo,yo) = {—8.7,[—8.7,—4.3,0,4.3,8.7]} m. This was done to improve the reconstruction of
the medium during the inversion as described in [2].

The speed of sound and pressure samples used in the two steps of the inversion routine are obtained from the
target field from Comsol using a latin hypercube sampling strategy.

Finally, we tried different values of the weight A in Eq. (14) applied to the data term to study its effect on the
accuracy of the solution.

Table 2. Summary of the parameters used for the inverse problem.

Parameter Value Unit

f 80 Hz
ao 5

LPML 12.5 m
p 1.2 kg/m?
X0 -8.7 m
Yo -8.7,-43,0,43,8.7 | m
N 30, 60

4 RESULTS

In this section we present the predictions made by the surrogate model using different boundary conditions and
for the recovery of the sound speed profile. We compare such predictions with the target fields obtained using the
FEM in Comsol to validate them.
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4.1 Forward problem

This section describes the problem of modelling a point source in a homogeneous medium for various boundary
conditions. As previously stated, boundary conditions corresponding to pc condition, Eq. (9), were examined, as
well as a PML, Eq. (7), and further combined with a nominal ground impedance Eq. (10). All three results in
this section show a phase offset due to the initial phase applied to the acoustic source.

Fig. 3 shows the comparison between the prediction made by the surrogate model against the ground truth
from Comsol for the first setup where free-field radiation is modelled through the use of a PML. In this case the
surrogate model generates an accurate description of the sound field that closely matches the target field from
Comsol.

20 [llell = 0812 | 0.6 20 [1plloc = 1.617 0.6

10 - - 10

Y [m]
O
‘Amphlude [Pa]

Y [m]
Amplitude [Pa]

-10 -10

Figure 3. Real part of the pressure field using a PML as predicted by the surrogate model (left) and the target
from Comsol (right). The red frame marks the edges of the region under comparison.
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Figure 4. Real part of the pressure field using the pc condition (left) and the target field with the same boundary
condition from Comsol (right).

Fig. 4 displays the pressure field predicted by the surrogate model when applying the pc condition. The
surrogate model generates artefacts when fitting the values at the boundaries which interferes with the solution
within the domain. Note that a pc boundary condition is known to cause reflections when the incidence angle is
not in the normal direction of the boundary. However, we can see from the Comsol model in the right figure that
in this case this is not a large problem. The artifact reflections seen in the surrogate model on the left figure is
due to other reasons. Possibly this would need heuristic tuning of loss terms for the network to properly learn the
correct pressure.

As an extension, Fig. 5 displays the results when applying the pc condition to the left, right and top
boundaries, and the nominal ground impedance to the bottom boundary. Here we can see that the network is
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Figure 5. Real part of the pressure fields using the pc condition with the addition of impedance condition
applied to the bottom boundary (left) and target from Comsol (right).

estimating a more realistic version of the pressure as well as estimating reflections from the ground. Although we
do not expect the network output to be identical to the numerical simulation on the right of Fig. 5, as the values
of impedance applied are slightly different, we can see that the network is somewhat closer in approximating
higher order reflections in this manner.

In summary, we can conclude that the surrogate model is most accurate at approximating a radiation source
when using a PML. This motivated the choice of experiments in the following sections, where only the case with
a PML has been considered. It seems as if the surrogate model has problems handling sharp shifts in the medium,
such as an impedance boundary. This limitation will be evident also in the next section when dealing with a
discontinuous medium.

4.2 Inverse problem

In this section we show the results of the two steps involved in the inversion problem, the pretraining and the
inversion itself. The section is further split in two parts: in the first we analyze the results where the medium
used for the pretraining is homogeneous and it differs from the medium in the target field; in the second, we
pretrain the network using a medium that resembles the medium in the target field but not exactly. In traditional
full-waveform inversion, the initial guess for the medium should somewhat resemble the one in the target field
to avoid being stuck in a local minimum and cycle skipping [7]. All the plots of the sound fields have been
normalised to the corresponding maximum to show the same scale.

The metric used to compare the predictions and the target field are the following:

197y
MAC= 75— (17)
(379)(y"y)
1 N (y\n _)’n)z
NMSE = ¥ ; T (18)

Where y denotes the target field variable and y the predicted variable. The MAC has only been used for the
pressure field while NMSE for both the pressure field and the speed of sound.

4.2.1 Homogeneous pretraining

The medium used for the pretraining of the network in this section is shown in Fig. 6b. We used a medium with a
speed of sound of 343 m/s which is the value most often used in acoustic problems. In all the cases analyzed
in this section, this value was used to constrain the speed of sound during the pretraining of the network. The
pressure field obtained at the end of the pretraining phase is shown in Fig. 6a. The source has been moved to
the left so that the acoustic waves can travel a larger distance before reaching the PML. A longer propagation
distance allows to detect the effects of an inhomogeneous medium more easily. The results obtained here are
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in line with the results from the previous section when a PML was also used. The sound field matches our
expectations, circular wavefronts with the correct wavelength and with a gradually decreasing amplitude. These
results also match the simulations from Comsol, even if they are not shown here, except for a magnitude offset as
in the previous section.
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(a) Real part of the pressure field (b) Speed of sound

Figure 6. Output of the surrogate model after pretraining with a homogeneous medium.

This model has then been used as the starting point for the inversion phase. We have performed different
numerical experiments varying the number of samples used for the data term and applying different scaling to
the samples. The results of the inversion are shown in Fig. 7 and 8, for the real part of the pressure field and the
speed of sound, respectively. For this experiment we used 60 samples from the target field and applied different
weights to the data term. Here we show only the results with the weights A in Eq. (14) equal to 1 and 10, as
larger weights led to much worse performance. The sound fields obtained from the network show an interference
pattern as one would expect from a discontinuity in the medium. However, this pattern is different from the one
found in the target field where interferences occur in different locations and one can see a change in wavelength
where the discontinuity occurs.

In addition, there is also an amplitude difference between the predicted and the target fields. For A = 1, the
maximum predicted pressure magnitude is 0.69 Pa versus 1.13 Pa for A = 10 and 1.51 Pa in the target field.
Furthermore, the amplitude of the pressure field decreases more slowly with distance than it should when using
the smaller of the two weights. The larger of the two weights provides better predictions hinting that the optimal
weight in this case lies around 10. This value gives enough weight to the data term in the loss function without
overfitting the data.
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Figure 7. Real part of the pressure field after the full-waveform inversion with a vertical strip perturbation.
Each column shows the solution for different weights A applied to the data term in the loss function. Right
column: target field from Comsol.

We proceeded with the full-waveform inversion routine after pretraining the network with a homogeneous
speed of sound of 343 m/s. The pressure data used for the inversion was obtained from the field shown on
right plot in Fig. 7 corresponding to the speed of sound field on the right of Fig. 8. The speed of sound profile
recovered after the inversion is also shown in Fig. 8. The surrogate model fails to recover the speed of sound
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discontinuity and its correct amplitude. The network does introduce inhomogeneities in the medium, but they are
distributed along the wavefronts. This could be a hint that the PDE term dominates the loss function. Further
proof of it is that the wavefronts are more blurred with larger weights even though values of 100 or larger
produced worse results. Thus, also for the inversion, the optimal weight lies close to 10 or between 10 and 100.

The pretrain medium and the target field might have been too different for the network to be able to recover
the latter. This is further investigated in Section 4.2.2.

A=1 A=10

Sound speed [m/s]

320

Figure 8. Speed of sound after the full-waveform inversion with a vertical strip perturbation. Each column
shows the solution for different weights A applied to the data term in the loss function. Right column: target field
from Comsol.

Fig. 9 presents the convergence plots corresponding to the data term alone and to the full loss function. The
data term is only relevant at the beginning of training since it makes very small contributions to the total loss
after convergence. So, the data term provides an initialisation, steering the weight in a direction that minimizes
the data residual but after that, only the PDE term is relevant which could explain why the wavefronts can be
seen in the medium. To improve the results, the pressure samples have also been scaled in the same way as the

data_term total_train_loss
O fwi_single_source_6@r_w=18 [ fwi_single_source_60r O fwi_single_source_6@r_w=180 [ fwi_single_source_60r
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(a) Data term loss (b) Total loss

Figure 9. Convergence plots for the inverse problem with homogeneous pretraining.

wavenumber since it is the eigenvalue of the Helmholtz equation. The results of this scaling using both 30 and 60
samples are shown in Fig. 10 in terms of their MAC and NMSE and compared with the previous experiments
where the data was not scaled. This scaling actually gives worse performances according to both metrics. In
these two cases, the increase of A led to worse results in contrast with the case where the samples had not been
scaled. The drop in performance is only apparent when looking at the sound field. The error related to the speed
of sound is not affected by the scaling as it can be seen in Fig. 11. Other scaling strategies have been tested but
only with even worse results.

4.2.2 Inhomogeneous pretraining

The first experiment has the same medium discontinuity analysed in the previous section but this time the network
has been pretrained using a medium with a similar discontinuity. The width of the discontinuity in the pretraining
was larger than in the target field and with slightly different values for the speed of sound, as it can be seen in Fig.
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Figure 10. MAC and NMSE between the solutions from the surrogate model and Comsol for the different
scaling and weighting of the data.
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Figure 11. MAC and NMSE between the solutions from the surrogate model and Comsol for the different
scaling and weights of the data.

12b. The sound field obtained after pretrain is shown in Fig. 12a and it can be seen how the surrogate model is
able to resolve the sound field only on the left of the discontinuity, where the source is placed, and no propagation
occurring within the discontinuity and beyond it. The discontinuity does not event results in reflections and
interferences on the left side. The reason could lie in the PDE and how the problem has been formulated.

The homogeneous pretraining worked better because the Helmholtz equation is perfectly suited for such a
scenario. When the discontinuity was introduced during the inversion step, the model was still able to return a
continuous sound field because at the start of the inversion was already modelling the sound field over the entire
domain. Also in this case the Helmholtz equation is not the best choice since when we start fitting the data the
sound field is distorted and it does not resemble the target field. Given the poor results from the pretraining, any
intent of solving the inverse problem was unsuccessful and the results have not been included here for clarity and
brevity.

For the rest of the numerical experiments, the discontinuity in the medium has been replaced with smaller
perturbations or smooth changes in the medium. The network has been pretrained using the profiles shown
in Fig. 13 for a medium with a circular perturbation and a medium with a speed of sound increasing linearly
with height (y). The former is a classical problem in acoustic when studying the scattering field introduced by
a cylinder section on a plane and the latter is a common scenario in outdoor sound propagation with a stable
atmospheric boundary layer. The gradient of the speed of sound is larger than what one would find in reality but
it has been chosen so that refraction is noticeable even in a relatively small domain as the one under study here.
The corresponding sound fields obtained from the pretraining are shown in Fig. 14. In this case the model can
resolve the sound field over the entire domain. However, the surrogate model struggles to properly describe the
sound fields. The circular perturbation (left) creates a shadow zone without the interferences from a scattered
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Figure 12. Comparison of the surrogate model after pretraining (left) with the target field from Comsol (right)
using a strip perturbation.

sound field as one would expect. The linearly increasing speed of sound should introduce a lengthening of the
wavelength in the direction of the increase but is nowhere to be seen in the results. Nonetheless, the models hold
a description of the sound field over most of the domain and have been used to solve three different inversion
problems.

In all three problems we used 60 samples from the target field. In the first problem we tried to recover a
medium with a circular perturbation where the speed of sound increases from 300 m/s outside the perturbation to
380 m/s inside. The second problem is similar but instead of having a circular perturbation with sharp boundaries
we used a narrow gaussian pulse. The speed of sound is also 300 m/s over most of the domain except at the center
where it increases to reach a maximum of 380 m/s. The model pretrained with the circular perturbation has been
used in both cases to solve the inversion problem. Finally, for the third problem we tried to recover a medium
with a linear increase in the speed of sound but with a sharper gradient than the one used during pretraining. The
model pretrained with the linearly increasing speed of sound has been used for this last inversion problem.

The sound fields obtained by the networks for the three problems and different weighting of the data term are
shown in Fig. 15 and compared with the corresponding target field. In none of the cases the correct shape of
the sound fields is recovered. In general, the wavefronts are distorted and increasing weights seems to make the
reconstruction of the sound field harder. In the first two cases, i.e., the ones using perturbation, the shadow zone
from pretraining is lost and new interference patterns are introduced. The case with the smaller weights has some
of the interferences showing in the right directions but others are missing and the shadow zone is blurred. Larger
weights provide an improvement in this sense and a maximum amplitude closer to the target field in a similar
way to those we saw when using the homogeneous pretraining in the previous section. On the other hand, the
wavefronts are more and more distorted as we increase the weights even though the regions where interference
occurs are still visible. The fact that the sound field from pretraining provided a closer match to the target field
than the sound fields after inversion might hint that the samples should have been scaled in a different way.
Regarding the choice of the weights, a value between 1 and 100 should provide the best compromise between
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Figure 14. Real part of the pressure field from the surrogate model after pretraining using a circular
perturbation (left) and a linearly increasing speed of sound (right).

reconstruction of the field and correct amplitude and rate of decay. This is consistent with the findings of the
inversion with homogeneous pretraining from Section 4.2.1.

Similar conclusions can be drawn for the linearly increasing speed of sound case. Increasing weights
introduce progressively larger distortion of the wavefronts. In every case, the sound field close to the source is
largely distorted. The smaller weight seems to provide the best match even though is still far from correctly
modelling the target field. The amplitude of the sound field and its rate of decay are different from the target field,
the lengthening of the wavelength is absent and there are interferences that should not occur at all in this case.

The sound speed profiles recovered after inversion are plotted in Fig. 16. For the two cases with perturbation,
we can see that with the smallest weight the network recovers an almost homogeneous medium and the
perturbation that was present in the pretraining is lost. For A = 100 we get the closest match with the target
field. The network recovers a perturbation at the centre of the domain but with the wrong amplitude and
further introduces new perturbations where the source is placed and where some of the samples are located.
For A = 1000 the medium shows wavefronts and large speed of sounds where the samples were located. With
this weight, the network fits the data at the beginning of training, fixing the speed of sound and pressure at the
position of the samples. Afterwards, the data term is not relevant anymore and the PDE term takes over. The bad
balance between these two terms is probably the cause of these artefacts and wrongly placed perturbations. The
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Figure 15. Real part of the pressure field after the full-waveform inversion. Top row: circular perturbation; mid
row: gaussian perturbation; bottom row: linearly increasing speed of sound. Each column shows the solution for
different weights A applied to the data term in the loss function. Right column: target field from Comsol.

convergence plots in Fig. 17 confirms that the data term is only relevant at the beginning. Also in this case, a
weight between 1 and 100 could provide the best balance between the PDE term and the data term.

In terms of MAC, the case with linearly increasing speed of sound provides the worst reconstruction with
a value of 0.5 in the best case against 0.55 and 0.58 obtained with the circular and gaussian perturbation,
respectively. However, it also shows the lowest NMSE which hints to a closer match in amplitude.

The medium with the linearly increasing speed of sound shows the lowest reconstruction error in terms of
NMSE. The lowest NMSE in this case is approximately 0.004 against 0.0065 and 0.007 for the circular and
gaussian perturbation, respectively. The reconstructed medium is blurred by the wavefronts introduced by the
network, but the linearly increasing speed of sound is still visible underneath them. The circular and gaussian
perturbation are not recovered at all and medium inhomogeneities are distributed across the domain. The different
weights affect the accuracy of the reconstruction in these last two cases. The case of the linearly increasing speed
of sound is unaffected. The reason for this is not clear at the time of writing.

The conclusions drawn from the previous results are tightly summarized in Figs. 18 and 19 for the pressure
field and the speed of sound, respectively. These histograms show that larger weights lead to worst reconstruction
of the sound field both in terms of MAC and NMSE. The problem with the gaussian pulse type perturbation gives
in general the best results while the linearly increasing speed of sound provides the worst. When it comes to the
speed of sound, A = 100 provides the lowest NMSE values and A = 1 the worst, which is consistent with what
was shown in the medium and pressure field plots presented above. The different weights applied to the data
term do not affect the NMSE of the speed of sound in the case of the linearly increasing speed of sound.

5 DISCUSSION

In [2] the results provided by the surrogate model are better than what found here even though also that case
found a mismatch between the amplitude of the predicted pressure field and the target field.

In terms of the forward problem, the predicted pressure field matched quite well the target field from Comsol
when using a PML. The impedance condition used to simulate the ground also bears some resemblance to the
corresponding field simulated in Comsol even though further work is required to improve the results. The pc
condition would extend the physical domain significantly when compared to the PML. However, the pressure
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Figure 16. Speed of sound after the full-waveform inversion. Top row: circular perturbation; mid row: gaussian
perturbation; bottom row: linearly increasing speed of sound. Each column shows the solution for different
weights A applied to the data term in the loss function. Right column: target field from Comsol.

field predicted with these conditions does not match the results obtained with the PML and in general the sound
field characteristic of free-field conditions. Hence, the choice of the PML over the radiation conditions is a
justified one.

The mismatch between the recovered sound field and medium in the inverse problem can be possibly related
to a sub-optimal scaling of the samples from the target field and a loss of relevance of the data term in the loss
function as the number of iterations increase. Also, different normalization strategies could be investigated.
Further research should be performed to find a more suitable scaling of the pressure samples. It seems that the
method is quite sensitive to the choice of the parameters. However, more experience with training of neural
networks than the author had when doing this work will be required to further develop this type of network for
application under study.

The computational time required by the two approaches has not been discussed for two main reasons:

* The two methods used different hardware due to the low-level implementation of the software and libraries
used.

* The way the two methods work. The FEM, like other traditional numerical methods, needs to compute the
solution over all the computational nodes in the domain. On the other hand, the surrogate model is grid-less
and only predicting the pressure at the queried points. This means that the two methods would scale quite
differently when the size of the domain increases. The application to outdoor sound propagation involves
propagation distances of hundreds of meters which are too large to be dealt with the FEM and at least very
demanding for other traditional methods. Furthermore, the possibility to compute the solution only at a few
points is very enticing since, in most cases, one is interested in knowing the pressure at specific locations.

With this in mind, we still give some figures of the computational time. The training and pretraining of the
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Figure 18. MAC and NMSE between the solutions from the surrogate model and Comsol for the different
perturbations and weights.

network took approximately 20 hours and half of that for the inversion. After training, the network provided
the sound pressure at approximately 10000 points in less than a second. The same task with the FEM took
approximately 2 seconds.

More improvements could be achieved by iteratively updating the weight applied to the data term as proposed
in [8]. Further work needs to be done for this approach to be considered as an alternative to more established
methods such as traditional full waveform inversion. The aim is quite ambitious and it seems that more expertise
on neural network training would benefit further investigation.

Finally, the surrogate model seems to have issues when dealing with sharp transition being these in the
medium or in the boundary conditions.
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6 CONCLUSION

We explored the use of physically informed neural networks with sinusoidal activation functions to provide
a surrogate model for the Helmholtz equation with different boundary conditions and medium properties.
The model obtained is capable of correctly describing a simple sound field generated by a monopole with a
surrounding PML. On the other hand, the model struggles with more complex and realistic boundary conditions.
The ground impedance condition seems to introduce the interferences that one might expect but the pattern
does not match the target field. In the case of the pc boundary conditions, the pressure field presents circular
wavefronts only close to the source and is then distorted close to the boundaries where it shows flat wavefronts.

The surrogate model has also been used to recover the underlying speed of sound of the medium from the
pressure data by solving an inverse problem after being pretrained on a medium that either resembles or not
the target field. In both cases the network was not able to recover the sound field or the speed of sound. Some
improvements have been noticed for certain perturbations and weights applied to the data term. The results have
shown a relatively large sensitivity to the choice of the weight applied to the data term. Also in these cases, the
error was too large to consider the results acceptable, but they can still provide insights into what could be done
for improvement even though further research is needed.

While this investigation did not achieve similar performance as reported in literature, it remains a relevant
and promising research path to pursue as the benefits for real time application in outdoor sound field control
would be significant.
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