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Abstract
Microbial communities are known to produce an abundance of natural products, in-
cluding secondary metabolites. Parts of the microbial community have been studied
under in vitro conditions, which has led to a greater understanding of specific ele-
ments attributed to set experimental conditions. However, in vitro conditions fail to
mimic metabolites being produced as a consequence of microbial interactions within
natural niches. Therefore, if one were to gain an understanding of natural microbial
interactions, it may lead to the uncovering of novel secondary metabolites. However,
when biological complexity increases, so does the chemical complexity, leading to
an abundance of challenges within In-situ detection.

Throughout the work of this thesis, nuclear magnetic resonance (NMR) spectroscopy
was applied to generate metabolomic data which was utilized within a targeted ap-
proach. Two specific challenges were undertaken within targeted NMR in-situ de-
tection. The first challenge was to reduce operator bias by developing automatic
detection and uncertainty evaluation of complex metabolomic spectral samples. The
second challenge was to ensure that a robust workflow with respect to data genera-
tion and analysis of data could be set up via a standardized metabolomic pipeline.

The first challenge led to the creation of the Python/Pytorch-based NMR-Onion
framework (paper 2). The framework allowed for automatic detection, quantifica-
tion, and uncertainty evaluation of detected peaks within complex spectral NMR
samples. It was concluded that NMR-Onion could detect and evaluate signals across
multiple signal-to-noise ratio values. In addition, the algorithm would make users
aware of potential sample-to-sample variations in the form of potentially resolved
peaks, reducing the risk of drawing false conclusions. The program was developed
with a targeted approach in mind but has the potential to be utilized within non-
targeted studies as well.

The second challenge was addressed by creating a metabolomic workflow. The
workflow was generated by combining design of experiments (DoE), statistical qual-
ity control (SQC), minimal preprocessing, automatic detection (NMR-Onion), and
statistical analysis. Methods for DoE and SQC were reviewed in paper 1, which
resulted in two recommend workflows for metabolomics experiments involving DoE
and SQC. Finally, the generated metabolomics workflow was utilized within a case
study of pseudo-in-situ data. Here it was found that deconvoluting DoE-based NMR
spectral data with NMR-Onion and subsequently analyzing the deconvoluted results
via general linear effect models could be utilized to link targeted amplitudes to that
of specific amino acids.

In conclusion, this thesis has developed a new tool of NMR-Onion to be utilized
within automatic detection, quantifying, and evaluation of NMR signals. When
generating metabolomic data, the framework should be paired with steps of the
generated workflow to ensure optimal results. The future of the workflow generated
in this thesis may be utilized to explore metabolomic in-situ data from natural
microbial communities, potentially aiding in uncovering the diversity and functions
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of secondary metabolites. In addition, the NMR-Onion framework may be utilized
within any area of in-situ detection such as disease diagnostics, agriculture, or food
science.
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Resumé
Mikrobielle samfund er kendt for at kunne producere en overflod af naturstoffer,
herunder sekundære metabolitter. Dele af det mikrobielle samfund er blevet un-
dersøgt under in vitro betingelser, hvilket har ledt til en større forståelse af speci-
fikke elementer, der leder tilbage til opsatte eksperimentelle forhold. Men in vitro
betingelser ikke kan efterligner de betingelser under hvilket sekundære metabolitter
bliver produceret som følge af mikrobielle interaktioner. Hvis man kan opnå en
forståelse af naturlige mikrobielle interaktioner, kan dette lede til opdagelsen af nye
hidtil ukendte sekundære metabolitter. Det gælder dog, at ved en øget biologisk
kompleksitet, stiger den kemiske kompleksitet ligeledes, hvilket vanskeligøre in-situ
detektion. I dette projekt blev kerne magnetisk resonans (NMR) spektroskopi an-
vendt til at genere metabolomic data, der blev anvendt til targted analyse. Der blev
taget hånd om to specifikke udfordringer inden for targted NMR in-situ detektion.
Den første udfordring bestod i at reducere operatør bias ved at udvilke automatisk
detektion og usikkerheds evaluering af komplekse spektral data prøver. Den anden
udfordring var at sikre et robust workflow kunne sættes op via en metabolomic data
pipline, med henblik på generering og analyse af data. Den første udfordring førte
til udviklingen af NMR-Onion, som er et Python/Pytorch baseret program (artikel
2). Programmet kan automatisk detektere, kvantificere samt vurdere usikkerheden
af signaler fra komplekse NMR prøver. Konklusionen var at NMR-Onion kunne
bruges til evaluere og detektere signaler under forskellige signal til støj forholds
værdier. Ydermere giver algoritmen også brugere mulighed for at opdage poten-
tielle signaler, hvilket reducere risikoen for falske konklusioner. Programmet blev
udviklet med henblik på targted analyse, men har potentialet for at kunne blive
anvendt til ikke targted analyse. Den anden udfordring blev adresseret ved at ud-
vikle et metabolomic worflow. Workflowet blev lavet ved at kombinere design of
experiments (DoE), statistical quality control (SQC), minimal præprocessering, au-
tomatisk detektion og statistisk analyse. DoE og SQC metoder blev reviewet i
artikel 1, hvilket resultererede i to mulige workflows for anvendelsen af DoE samt
SQC i metabolomic eksperimenter. Til slut blev det udviklet metabolomic workflow
anvendt i et case study af psedou-in-situ data. I dette studie blev det fastslået,
at dekonvolering af DoE baseret NMR spektral data, via NMR-Onion, efterfulgt af
analyse via generelle lineære modeller, kunne anvendes til at sammenholde targted
amplituder med specifikke aminosyrer. Konklusionen herpå var at et nyt værktøj,
NMR-Onion, kunne anvendes til automatisk detektering, kvantificering og evaluer-
ing af NMR signaler. Ved generering af metabolomic data bør programmet sam-
mensættes med det øvrige workflow, for at sikre optimale resultater. De fremtidige
perspektiver for workflowet udviklet i projektet er at udforske metabolomic in-situ
data fra naturlige mikrobielle samfund, med henblik på at forstå diversiteten samt
rollen af sekundære metabolitter. Ydermere kan NMR-Onion programmet også an-
vendes inden for et hvilket som helst område af in-situ detektion, herunder sygdoms
diagnostik, agerbrug og fødevarer videnskab.
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Chapter 1

Introduction

Secondary metabolites (SM) have been an important part of many research fields
and applications such as medicine[1][2], food[3][4] and agriculture[5][6]. It all began
back in the early 20th century with the discovery of penicillin as the first antibiotic
agent by Alexander Fleming[7], setting the stage for SMs to be vital for developing
drugs. Within food production, many compounds such as coloring and flavoring
agents originate from SMs. One of the earliest flavoring agents in food may be that
of vanilla, which was isolated by Gobley as a pure compound in 1858[8]. As for SM-
based coloring agents, the red carmine pigment (carminic acid) produced by insects
has been known for centuries and was described in 1894 by Schunck[9]. Finally, for
SMs within agriculture, a very important discovery was one of the first insecticides
isolated from pyrethrum extracts (Pyrethrins) and identified by Fujitani in 1909[10].
This group of SMs is even utilized to this day, as the pyrethrins are of low toxicity
for mammalians[11]. Hence SMs are highly diverse in function and origin, appearing
in many types of biological environments.

Traditionally, SMs are detected within microbial organisms grown under in vitro
conditions. The traditional technique may aid in understanding how to control the
production of specific metabolites under controlled experimental conditions. How-
ever, the in vitro conditions fail in mimicking the ecological settings of an e.g. micro-
bial community. This may lead to a loss of information with respect to metabolites
produced as a result of microbial interactions. Therefore, if increased comprehen-
sions of these interactions were to be gained, it may lead to novel discoveries of
secondary metabolites which are only produced within specific natural microbial
communities. In turn, this knowledge could improve the discovery of new antibiotic
drugs, alternative food production, or agricultural enrichment, and increase the un-
derstanding of microbiology in general.
With an increasing biological diversity, an increased complexity of microbial chem-
istry follows, giving rise to the challenge of In-Situ detection.

1.1 In-situ detection
In-situ detection and analysis of metabolites is an area of increased focus and interest
when the chemistry of natural environments is investigated while aiming for as little
outside interference as possible. These studies are an important part within many
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fields of sciences such as ecology[12], food products[13], drug effect assessments[14]
and disease diagnostics[15].
The aforementioned fields may seem diverse, but they share a common characteristic:
highly intricate data sets containing mixtures of numerous metabolites, often num-
bering in the hundreds. The methods of detecting and/or quantifying metabolites
within complex mixtures, may be divided into two approaches of metabolomic anal-
ysis. The first is a target analysis, identifying the presence of a specifically known
metabolite conditioning on controlled experimental factors. The second approach fo-
cuses on identifying as many metabolites as possible within a given biological matrix,
known as a non-targeted analysis. The latter has been used extensively in dietary re-
sponse analysis, where one is attempting to identify new dietary biomarkers as seen
in the work of Gambin[16]. Here, the compounds of trigonelline, 3-methylhistidine,
dimethylglycine, trimethylamine, and lysine were identified as potential biomarkers
linked to the intake of different types of beans. Another example of non-targeted
metabolomic analysis is found in the field of ecology. In this study, the metabolomic
response of soil supporting the growth of Burkea africana trees was investigated via
both NMR and MS[17]. The goal of the study was to compare the metabolomic
response of soil in which Burkea grows (Burkea soil) vs soil in which growth is not
detected (non-Burkea soil). The results from applying Partial least squares discrim-
inate analysis to NMR data showed that Trehalose and betaine were found in higher
concentrations in Burkea soil, whereas non-Burkea soil exhibited higher acetate, lac-
tate, and formate concentrations. From liquid chromatography MS it was further
revealed that the presence of aspartic acid and glutamine was higher in Burkea soil.
The study concluded that the metabolic response may be coupled to that of fun-
gal variations within the different soil types (BLAST analysis was conducted). In
addition, the bacterial interactions were also tested, where it was found that the
bacterial species composition was identical in each soil type.
Throughout this thesis, targeted analysis is the primary focus, whilst the non-
targeted analysis is only addressed in paper 2.
To fulfill the goal of targeted analysis, e.g. modeling the response of data requires
statistical design of experiments (DoE) to be performed (see figure 1.2). The pur-
pose of the DoE is to ensure that the data is statistically informative with respect
to (w.r.t.) the design space of the study, whilst extracting maximum information
with the smallest amount of samples. In addition to the design space, the aspect
of data quality posses significant importance when modelling data, as measurement
artifacts may alter conclusions even in the best-designed experiments. To ensure
data quality, and lower the influence of nuisance factors, statistical quality control
(SQC) is an important addition. Hence, how to statistically design experiments and
ensure quality data is highlighted within the review presented in paper 1 and sum-
marized in chapter 3, emphasizing the combined usage of DoE and SQC approaches
that have been applied throughout the literature of metabolomics and related fields,
e.g. medical science, genetics, agriculture (see paper 1 for more details).

The complexity of in-situ-based experiments does not occur solely due to the com-
plex chemical matrix of samples nor their design, but also due to the nature of
the data itself. In general two types of data are acquired when analyzing chemical
compounds/metabolites, mass spectrometry (MS) and nuclear magnetic resonance
(NMR) spectroscopy data. The different types of data have their strength and
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weaknesses, which are shortly summarized within figure 1.1.

Figure 1.1: Outline of some of the differences between NMR spectroscopy and mass
spectrometry

Each of these data types does not provide an immediate response as to which
metabolites are present. Highly trained researchers are required to transform the
data into useful chemical knowledge. However, the requirement for human interpre-
tation often leads to operator bias. To mitigate the problem, usage of automation
has been seen in MS data with the focus of molecular networking[18] combined
with extensive usage of high-quality public databases found in the Global Natu-
ral Product Social Molecular Networking (GNPS) community, providing chemical
information from individual components. As for NMR, the automation is less de-
veloped than the MS, though many contributions have gradually improved upon
automation as discussed in paper 2. It should be mentioned that automatic detec-
tion in NMR does exist in the form of neural networks, for instance, the Caspar
neural network[19] which is capable of detecting and classifying carbohydrates. An-
other example is the automatic chemical shift predictions of proteins[20] which is
also well developed. However, a universal robust approach (e.g. not compound spe-
cific) for automatic detection of known metabolites requires better databases and
data mining algorithms to run reliably without impact from operator bias. For the
scope of this thesis, the main focus is on automatic data mining algorithms, whilst
database integration is viewed as a future perspective. In short, the solutions devel-
oped within this project mainly emphasize the extraction of information from 1D
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NMR data, within targeted DoE-based in-situ NMR spectroscopy experiments. The
goal is to showcase how optimal experimental conditions may be set up w.r.t. design
space, whilst minimizing operator bias through automatic detection. The complete
workflow of the thesis is visually summarized in figure 1.2.

Metabolomic
question

Design space
formulation

Data quality
assurance

Data
preprocessing

Metabolite
identification

Statistical
analysis

Biological
interpretation

Design of
Experiments

Statistical
qualify control

Baseopt
Digital filter

NMR-Onion
Database
matching

Hypothesis
testing

3 3 2 4 5

Figure 1.2: Visualization of the full workflow of the thesis, the numbers within each
box refer to the chapters of the thesis.

1.2 The CeMiSt project
The Center for microbial secondary metabolites (CeMiSt) is a Center of Excel-
lence funded by the Danish National Research Foundation. CeMiSt is engaged in
researching the impact and roles of secondary metabolites (SM) from various bac-
terial and fungal species in natural microbial systems. The goals are to understand
the ecological role of SMs within the natural environment of the species in question.
Specifically, the research areas (RA) of function, diversity, and evolution of micro-
bial communities are studied, and how these are linked to the production of SMs.
Designated research questions (RQ) have been assigned to each RA, from which
sub-conclusions may provide a bigger picture in understanding the three RA’s. All
of the research areas and research questions (seven in total) can be found on CeMiSt
web page http://www.cemist.dtu.dk/. The ones related to the works of this thesis
are listed below:

• RQ2: What is the diversity of microbial SM production in a natural environ-
ment?

• RQ3: How do SM-producing microorganisms or their products affect the di-
versity and functionality of a microbial niche?

From the RQs, the goals are to detect and investigate the role of SMs in the natural
habitat of microbial communities. However, this is a very complex and very broad
task. Therefore to reduce the complexity of the RQs, the next section emphasizes
the scopes of the thesis linked to the two RQs.

1.2.1 Metabolomics vs metabonomics
The title of the thesis implies that metabonomics is the focus of this thesis rather
than metabolomics. The terms are often used interchangeably when studying the
metabolome of bio-samples[21]. The differences are very subtle and the chemometric
methods for analyzing both types of data are identical[21]. In short, metabonomics
aims at quantifying metabolomic profiles as a whole across populations (sometimes
as a response to external experimental factors), whereas metabolomics aims at iden-
tifying individual usually smaller metabolites[21][22]. For this thesis, the aim was
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to perform targeted analysis of smaller individual metabolites whilst also quan-
tifying the response of experimental factors. Hence, a mixture of both metabo-
nomics and metabolomics was involved. However, within the literature metabo-
nomics is often associated as a subcategory of metabolomics [22], therefore the
choice of metabolomics was chosen as a broader term. It should be noted that
metabolomics and metabonomics are often associated with Mass spectrometry or
NMR spectroscopy respectively.

1.3 Purpose
This thesis aimed to investigate if specific compounds could be detected and ana-
lyzed within in-situ samples, applying the analytical technique of nuclear magnetic
resonance spectroscopy. Previously, NMR spectroscopy has been utilized in tan-
dem with chemometrics to study complex metabolomic samples ranging from urine
samples[23] to even more complex biofluid extracts[24]. Hence, NMR is a suitable
technique for analyzing complex in-situ mixtures. However, within the works of this
thesis, the challenge of analyzing complex in-situ spectra is further enhanced, as
the specific compounds targeted are present in very low concentrations and may be
hidden underneath larger spectral peaks. Therefore, the aims of this thesis can be
converted into the following objectives

1. Automatic in-situ detection and uncertainty evaluation of low signal-to-noise
ratio (SNR) metabolites within complex mixtures

2. Ensure robust data generation and analysis within a metabolomic pipeline

To accommodate the first objective, the research of paper 2 was conducted, gener-
ating the novel automatic detection/quantification framework of NMR-Onion. In
short, the algorithm ensured that even low SNR signals would be detected and most
importantly, the uncertainty of each signal would be quantified utilizing a bootstrap
re-sampling approach. The second objective was achieved by setting up the general
workflow of figure 1.2, in which the second and third box is described within paper
1. Here it is reviewed how a design of experiments and statistical quality control
may be implemented within a metabolomic setting, emphasizing why each concept
is an important part of a solid metabolomic study. The remaining boxes of prepro-
cessing and metabolite identification are embedded within NMR-Onion (paper 2),
whilst the last box of statistical analysis is highlighted with a constructed example
in Chapter 5.

1.4 Thesis outline
The thesis is comprised of six chapters in total, with each chapter being linked
to the overall metabolomic workflow highlighted in figure 1.2 found section 1.1 of
chapter 1. The first chapter serves as a general introduction to the aims of the
Ph.D. project, In-situ detection background, and highlights the general aims of The
center for microbial secondary metabolites linked to In-situ detection. The second
Chapter is an introduction to the modelling of NMR signals, coupling the works
of paper 2 with NMR theory, automatic signal detection, and spectral prepossess-
ing methods. The third chapter consists of two parts, summarizing the works of
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paper 1, which emphasizes the importance of design of experiment (DoE) and sta-
tistical quality control (SQC) within metabolomics data generation. The Fourth
chapter is meant as a short summary of the works done within the NMR-Onion
framework (paper 2), whilst also covering additional details of the algorithm. This
involves, how the underlying peak detection algorithm works in detail and aspects
of the Limited-memory Broyden-Fletcher-Goldfarb-Shanno (LBFGS) optimization
algorithm within the PyTorch framework. Finally, the development history of NMR-
Onion is included, covering how and why NMR-Onion ended up in its current form.
Chapter five serves as the last piece of the metabolomic workflow (figure 1.2).
The section highlights how statistical hypothesis testing methods can be applied to
metabolomics data, analyzing the outputs of the NMR-Onion algorithm. The ma-
jority of methods highlighted throughout the entire thesis are then finally applied
within a case study of pseudo-In-Situ NMR data. Here the results are analyzed
and disused, with the emphasis of proving that the NMR-Onion framework may
provide insights into analyzing in-situ samples in a reliant way. Within chapter
six, conclusions and future perspectives are drawn as a whole, summarizing all the
work conducted within this thesis.
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Chapter 2

NMR and Metabolomics

A core function of the NMR-Onion algorithm (paper 2 and Chapter 4) is to model
1D NMR signals in the time domain. However, the link between signal generation
and mathematical modelling is not included original paper.
Therefore, the goal of this chapter is to provide further insights into the modelling of
1D-NMR signals. The chapter focuses on the major aspects utilized within the NMR-
Onion algorithm, highlighting time and frequency domain differences, detection of
NMR signals, and the methods of sensitivity and resolution enchantments. In addi-
tion, the NMR acquisition schemes utilized in the work of this thesis are emphasized.
Finally, the chapter links metabolomics and NMR spectroscopy through mathe-
matical hypothesis formulations, highlighting the connection between the spectral
prepossessing procedure and spectral outcomes. Here it is emphasized how the dig-
ital filters of NMR-Onion (paper 2) may aid in retaining more information than
traditional prepossessing methods.

2.1 Theoretical NMR
NMR spectroscopy is an analytical technique that is based on the detection of mag-
netic resonance of nuclei. Specifically, nuclei that do not have an even number of
protons and neutrons can be detected as resonances in an NMR spectrometer. The
particular nuclei used in the works of this thesis are the 1H, which is a spin 1

2
nuclei,

and may either be a spin 1
2
or −1

2
state[25]. The signal strength and detection ca-

pabilities for NMR are dependent on field strength, magnetogyric ratio, and also on
the natural abundance of the analyzed isotope. To fully understand the aforemen-
tioned relation, quantum mechanical models have been developed as showcased in
the works of Cummings[26], but for the purpose of this thesis, the vector model[25]
all-though much simpler, provides an excellent representation of how NMR signals
may be understood.

2.1.1 Signal detection
The vector model describes the interactions of nucleis when placed in a magnetic
field. An NMR magnet works by inducing alignment along the magnetic field di-
rection for a population of nuclei. The nuclei align either with or opposite to the
magnetic field creating a bulk vector effect for the population as a whole (which is
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parallel to the magnetic field). The bulk magnetization is thus a result of the sum
of magnetic moments pointing toward the direction of the field vector.

x
y

z
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Figure 2.1: Visualization of the magnetization process where the magnetization
vector (black arrow) has been tilted away from the z-direction

To generate a signal from the steady state bulk magnetization vector, the vector
must be ”titled” away from the Z-axis (see figure 2.1) such that coils aligned in
the xy-plane may read off the signal, generating a current which eventually turns
into the free induction decay (FID) or time domain signal (see next subsection for
details).

For the bulk magnetization vector to be ”tilted” away from the z-axis and into the
xy-plane, a radio frequency (RF) pulse is applied. Specifically, the coil detecting the
signal on the x-axis is used to generate the oscillations when being subjected to an
RF, with a specific RF depending on the type of nuclei. In theory, if only a single
nuclei is present, the RF pulse is applied at the Larmor frequency, which causes
the nuclear spins to absorb the energy from the pulse and undergo resonance. The
particular formulation of the Larmor frequency (see equation (2.1)) was discovered
by Jopseh Larmor in the year of 1897[27] and can be expressed as the following

ω1 = −γB0. (2.1)

Here, the Larmor frequency ω1 is expressed in rad/s and is proportional to the
magnetic field strength (B0) whose slope is defined by the magnetogyric ratio (γ),
corresponding to a specific value for given nuclei. The link between the Larmor
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frequency of equation (2.1) and the detection coil is further envisioned by how the
magnetic field vector is projected onto the xy-plane. Given that the length of the
bulk magnetization vector for one resonance is M0 and the vector ”tilted” at an
angle of β, the x (Mx) and y (My) projection may be written as

Mx =M0 sin(β) cos(ω0t) (2.2)

My =M0 sin(β) sin(ω0t) (2.3)

Equation (2.2) and (2.3) give rise to two functions that are theoretically shifted by
90◦. The relation implies that at t=0, the x projection would be equal to M0 sin(β),
while the y projection would be equal to 0. Subsequently, at t=1, the amplitudes
of x and y would be Mx =M0 sin(β) cos(ω0) and My =M0 sin(β) sin(ω0) and so on,
generating a sinusoidal pattern visualized in figure 2.2.
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Figure 2.2: Visualization of the projections of the magnetic field vector in the x
(orange) and y(green) over time for one nuclei.

It should be noted that ω0 is the offset frequency (distance between RF and Larmor
frequency), which makes it possible to detect more signals, as the offset would be
different for each nuclei.

2.1.2 Signal generation and modelling
With the principle of signal detection covered, this subsection addresses the prin-
ciples of how RF pulses generate an FID and how the time domain signals are
modeled and subsequently transformed into frequency domain signals. The sec-
tion also emphasizes why time-domain modelling may be a superior alternative to
frequency-based models.
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When applying a π/2 pulse, the magnetization vector is rotated from the z-axis
towards the negative y-axis. Switching of the RF power causes magnetization to
rotate in the transverse xy-plane, eventually returning to equilibrium. This would,
due to the relaxation mechanism (see later in this section), in Cartesian coordinates,
produce an upward narrowing spiral (see figure 2.3) which is akin to a spiral sink
vector field in the form of

y(t) =M0 exp(−t/T2)
∣∣∣∣− cos(ω0t)

sin(ω0t)

∣∣∣∣ (2.4)

Where, M0 is the magnetization, the term exp(−t/T2) represents the T2 decay (see
later in this section) and ω0 is the frequency of the vector field projection.

-y

x

z

Figure 2.3: Visualization of the magnetization relaxation in 3D. The green vector
represents the 90◦ flipped magnetization and over time the magnetization returns
toward equilibrium in a spiral motion, becoming shorter in the x,y plane, returning
to the positive z direction.

The x and y magnetization over time can thus be expressed (disregarding the decay
term for now) as being proportional to the sine and cosine of the ω0t angle, defined
as

My = −M0 cos(ω0t) (2.5)
Mx = M0 sin(ω0t) (2.6)

Additionally, it is assumed that the pulses are generated such that the magnetization
is rotated around the y-axis rather than the x-axis to avoid the negative y-component
of equation (2.5). Furthermore, due to the receiver phase not being equal to the
initial phase of the magnetization vector, a phase term (ϕ0) must be added to the
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sinusoidal equations. The resulting harmonic of a single frequency (ω0) rotated
around the y-axis is thus defined as

My =M0 sin(ω0t+ ϕ0) (2.7)
Mx =M0 cos(ω0t+ ϕ0) (2.8)

The equations of (2.7) and (2.8) may be further simplified by viewing the x and
y time series as projections of a complex sinusoidal, being the real and imaginary
projection component respectively. Through Euler’s formula, setting M0 = A, the
relation can be expressed as

y(t) = A(cos(ω0t+ ϕ) + j sin(ω0t+ ϕ)) (2.9)

Here j is the imaginary unit and the plus sign of the imaginary part is chosen due to
conventions[28]. The relation of equation (2.9) is further simplified by being written
as a complex exponential function (in Hertz):

y(t) = A exp(2jπω0t+ jϕ) (2.10)

Note that the formulation of equation (2.10) does not provide the magnitude (A)
and phase (ϕ0) directly. Instead, the complex amplitude of Ac = A+ jϕ is provided.
Therefore to estimate time domain magnitude and phase the relation between Ac,
A, and ϕ0 is as stated by Smith[29] given as:

A =
√
Re(Ac)2 + Im(Ac)2 (2.11)

ϕ0 = arctan2(−Im(Ac), Re(Ac)), (2.12)

where Re and Im indicates the real and imaginary part of the complex amplitudes.
The estimations magnitude and phase through the means of equation (2.12) and
(2.11) is not necessarily critical as later described in chapter 4, partly due to redun-
dancy and the existence of a corresponding frequency height. The relations are still
shown here for completeness and as an alternative for estimating amplitude ratios
based on frequency domain amplitudes (see chapter 4).

Equation (2.10) is very important, as it forms the backbone for the harmonic term
utilized in the NMR-Onion program described in chapter 4. The decay of the FID
is mainly attributed to the relaxation[25], described in equation (2.13) as an expo-
nential decay defined by an inverse T2 rate:

ψ(T2, t) = exp(
−t
T2

). (2.13)

The shorter T2, the faster signal decay. However, in general, the formulation of equa-
tion (2.13) is not favorable for modelling as an inverse constant lead to convergence
issues, hence equation (2.13) is reformulated into:
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ψ(α, t) = exp(−αt), (2.14)

with α = t
T2
. Here large α values would indicate a rapid decay (a short T2), causing

broad line shapes in the frequency domain. Combining equation (2.14) and (2.10)
thus yields an exponentially dampened complex sinusoid:

y(t) = A exp(2jπω0t+ jϕ) · exp(−αt) (2.15)

However, equation (2.15) is still not enough to describe even the ideal FID, as nuclei
subjected to magnetic resonance, omit more than one signal and the full FID is, as
of such, a superposition/sum of all observed signals which may be expressed as

y(t) =
K∑
k=1

Ak exp(2jπωkt+ jϕk) · exp(−αkt). (2.16)

Here, K indicates the total number of sinusoids and ωk, ϕk, αk and Ak are vectors
of parameters belonging to the k’th sinusoid (ωk have had the 0 subscript removed
to avoid dense confusing notation). Even so, the formulation of (2.16) does not
account for none-ideal exponential decays and subsequent model modification has
to be made (see chapter 4 and paper 2).

NMR spectroscopy is traditionally a visual science coupled to that of peak identifi-
cation in the frequency domain, in which each local maximum in theory corresponds
to the frequency of a dampened complex sinusoid in the time domain. The link be-
tween time and frequency domain is theoretically given by the discrete-time Fourier
transformation (DTFT) of equation (2.17).

S(ω) =
∞∑

n=−∞

yn exp(−jωn). (2.17)

Though the signals are in theory continuous, they are in reality a result of finite digi-
tized signal time points, and thus the continuous Fourier transformation of equation
2.17 does not apply in reality. However, the DTFT may be utilized to derive why
the discrete Fourier transformation (DFT) applies and why zero filling is allowed
for NMR signals in the time domain. For NMR an FID is not infinite, but rather
sampled as a discrete periodic sequence (yn) between 0 and N-1 discrete time points,
which may be infinity zero-padded on each side, formulated as:

ỹn =


yn 0 ≤ n ≤ N − 1
0 0 > n
0 N − 1 < n

(2.18)

While equation (2.18) mathematically make sense, NMR signals are purely causal
w.r.t. sample points, and thus only causal zero padding[29] may be imposed (zeros
may only be added when n>N-1). Hence by inserting equation (2.18) into equation
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(2.17), substituting yn with ỹn, a suitable DFT for NMR signals with casual zero-
padding (zero-filling) capabilities is obtained:

S(ω) =
∞∑

n=−∞

ỹn exp(−jωn) (2.19)

=
N−1∑
n=0

ỹn exp(−jωn) (2.20)

=
N−1∑
n=0

yn exp(−jωn) (2.21)

For this thesis, only uniform sampling acquisition schemes have been applied, which
correspond to the points sampled being equally spaced. This results in the frequency
(ω) in Hertz becoming ω = 2π k

N
, where k is the index for the bin in the frequency

domain. Inserting into equation (2.21) yields the proper DFT for NMR signals

S(ω) =
N−1∑
n=0

yn exp(−jωn) (2.22)

=
N−1∑
n=0

yn exp(−2jπ
k

N
n). (2.23)

The idea is that from the DFT an inverse DF transformation (IDFT) can be achieved
in the form of:

yn =
1

N

N−1∑
k=0

S(ω) exp(2jπ
k

N
n). (2.24)

Mathematically, the relation of the IDFT and DFT would imply that signals de-
tected in the time and frequency domain are completely invertible. While this is
true, it should be noted that for NMR, pre-processing is carried out both prior
to and post-DFT of the FID, which may disrupt one or the other domain in an
unforeseen manner. Most notably prior DFT prepossessing is carried out by utiliz-
ing weight functions corresponding to the IDFT of the signal line shapes[30]. The
simplest choice of weighting function would be the Lorentzian line shape, which in
the time domain is equivalent to an exponential decaying weighting function. This
would simply cause equation (2.23) and (2.24) to have an extra simple invertible
function, which causes no alarm, except if the coefficient is too large signal which
would disappear, but it will do so in a very predictable manner in both time and
frequency domain (see more in the section 2.3).
Post-DFT processing operations on the other hand can make for some challenges,
as the operations conducted in the frequency domain may have unforeseen conse-
quences in the time domain. The specific operations are made such that ideally the
peaks of the real spectrum are in absorption mode, that is a flat baseline is obtained
and peaks do not exhibit phase errors. In the frequency domain the imaginary part
of the spectrum is utilized, solving the problem of
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S0 · [Re(S(ω)) + jIm(S(ω))] · exp(j[ϕ+ θ]) (2.25)

Here the goal is to minimize the distance between the phase angle ϕ and phase
correction term θ such that only the S0 · [Re(S(ω)) + jIm(S(ω))] remains. This is
known as the frequency-independent phase or zero-order phase. In addition to zero
order phase errors, frequency-dependent phase errors, known as first-order phase
errors, occurs which are approximately proportional to offset distance (ωd) from the
transmitter[25], which can be expressed as:

θ1 = k · ωd, (2.26)

where the expression of θ1 may be inserted into the same minimization problem as
formulated in equation (2.25), replacing θ. It should be noted that the linear correct
only works in nice cases, where the spectral lines are almost in phase.

From the phasing operations of equation (2.25) and (2.26), it is clear that an IDFT
of the absorption spectrum would not yield an FID similar to the raw FID. This
is not necessarily problematic, but while some algorithms like automated phase
correction based on minimization of entropy (ACME)[31] do exist for automatic
phasing, many NMR spectra are manually phased causing a large operator bias,
leading to high spectral viability when attempting to formulate NMR based models.
In addition, the absorption spectrum is based solely on the real part of the spectrum,
which may cause a lowering of SNR from the lack of the imaginary spectrum[32].
Apart from phasing, baseline correction is a very common post DFT processing
method. The method introduces a polynomial or spline correction to the spectrum
(subtracting the polynomial or spline from the spectrum). This operation makes for
a flat baseline in the frequency domain but may have unforeseen consequences in the
time domain, such as Gibbs ringing effects, and phase and amplitudes distortions,
potentially leading to loss of information w.r.t. original data. These effects occur
because subtracting the baseline from the spectrum in the frequency domain is
equivalent to convolving the baseline function with the time-domain FID signal[33].
Mathematically the operation of convolution may be written as the following:

ycorrected = IDFT (DFT (yn) ∗DFT (b)), (2.27)

where b is a polynomial baseline function of the from b = b1, b2, ..., bM , with M
number of coefficients attaining the values of b1, ..bM . The results of a baseline
correction can be found in figure 2.4.

In figure 2.4, a linear baseline distortion was introduced to a synthetic dataset con-
taining 5 signals each modeled as an ideal exponential decay (see equation (2.16)).
The asymmetrically re-weighted penalized least squares (ARpls) algorithm was uti-
lized to correct the baseline within the frequency domain (see section 2.3 for details).
The simulation highlights how a correction within the frequency domain, may intro-
duce nontrivial effects within the time domain (see figure 2.4 (C) and (D)). Summing
up, the frequency and time domain are completely invertible if no prepossessing is
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Figure 2.4: (A) The time domain response of a non-corrected baseline distortion.
(B) The frequency domain response of a non-corrected baseline distortion. (C) The
time domain response of a corrected baseline distortion. (D) The frequency domain
response of a corrected baseline distortion.

carried out. However, as soon as post-DFT processing is introduced, the domains
can be affected by operator bias and unforeseen consequences of correction methods.
Therefore, if the goal is to be as close to raw data as possible a time domain model
formulation should be favored with as little preprocessing as possible (see section
2.3 for more details).

With the reasoning of signal invertibility w.r.t. raw data in mind, a time domain
model implementation was chosen as the approach for modelling NMR signals as
described in 4. Here the signal is modeled from the raw time domain, where phase
error and non-ideal shapes are accounted for, whilst signal detection is carried out
in a resolution-enhanced processed spectrum (see the 2.1.3 section).

2.1.3 NMR sensitivity and resolution
When compared to techniques such as MS, NMR is as mentioned in the introduc-
tion a low sensitivity technique. This section clarifies the concepts of sensitivity,
resolution, and noise while also emphasizing the usage of denoising (smoothing) and
resolution/sensitivity boosting in the detection of peaks.

NMR spectroscopy has the ability to detect signals by recording an FID as stated in
section 2.1.1 and 2.1.2, but as mentioned the magnetization relies heavily on which
nuclei are investigated. For the 1H nuclei utilized in this thesis, a natural abundance
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of 99.9844 % is found throughout all spin 1
2
isotopes. For the 1/2 spin nuclei, the

magnetization (M∗) is defined as:

M∗ =
γh̄Nspin

2
Pr. (2.28)

Here γ is the magnetogyric ratio, h̄ is the reduced planks constant, Nspin is the total
number of spins and Pr is the polarization ratio, which at thermal equilibrium may
be expressed via the Boltzmann distribution

Pr =
Nα −Nβ

Nα +Nβ

. (2.29)

The idea is that the higher the polarization ratio, the higher magnetization which in
turn leads to higher signal levels. To put the ratio into perspective, the polarization
obtained from an 800 MHz spectrometer in 1H experiments is about 0.0065% at room
temperature[34]. The polarization ratio may seem low, but the low ratio needs to be
viewed in relation relative to the noise floor of the spectrum, that is the signal-to-
noise ratio (SNR) matters more than the absolute signal. In other words, if no noise
is present one still has a full signal despite being based on low magnetization. The
signal-to-noise ratio of NMR signals can be expressed in many ways, but a common
relation used in much of the literature defines the SNR as:

SNR =
S

2σN
, (2.30)

or sometimes a version on based decibels (dB) is utilized

SNRdB = 10 log10(
S

σN
), (2.31)

where S is the signal amplitude and σN is the average noise amplitude. From the
SNR equation, two options are presented to achieve higher levels of signal, either
increasing the total signal or decreasing the noise level. The first option to increase
signal strength is possible with the use of a technique such as dissolution dynamic
nuclear polarization (DNP). The method has been developed to work around the
Boltzmann distribution, artificially energizing protons via polarization[35]. The ef-
fects of DNP make it possible to track lower abundance nuclei (such as 13C) and can
enhance 1D analysis greatly as shown in the works of Frahm[36], where the targeted
analysis of cancer metabolites in mice was made possible due to DNP. Despite the
great results with DNP, the results come at the cost of having to have access to
specialized equipment and expensive radicals for the process to work.

Apart from chemical solutions to increase sensitivity by signal boosting, other more
affordable ”tricks” are also available which are based around signal processing im-
provements to gain higher sensitivity or SNR. The simplest SNR modification on
a modern spectrometer may be the usage of signal averaging[37], in which the av-
erage of multiple spectral measurements is utilized such that the SNR is increased
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linearly with the square root of the number of spectra. The SNR is increased as the
noise level goes towards its expected value of 0 with an increased number of scans,
whilst the signal is constant throughout all spectra. The cost of this operation is
acquisition time and if the tracked process is dynamic (e.g. reaction monitoring,
generating new products during acquisition), a higher number of scans cannot be
attained and different approaches must be employed. For the work of this thesis,
no dynamic process was investigated, and as such a minimum of 128 scans were
applied in every experiment. Another common method to increase sensitivity is
through the use of weighting functions, which causes the noise part of the FID to
be minimized. However, in this project targeted signals are small, and therefore
great care must be taken when applying line-broadening functions (see section 2.3
for elaboration). A second very important concept for NMR is resolution, which is
greatly attributed to the field strength of the equipment, the higher the field, the
higher the resolution and the more peaks can be distinguished from one another.
All spectral data generated for this thesis was acquired on a high field 800 MHz
spectrometer equipped with a cryo-probe and thus are of high resolution. However,
apart from increasing field strength, other signal processing tricks may enhance the
overall resolution and thus increase the detection capabilities of spectra. Once again
weighting functions are utilized, but instead of having purely negative functional val-
ues as the line broadening functions, a mixture of positive and negative functional
values are applied in order to increase the beginning of the FID and lower the noise
part in the later part of the FID. Some of the most common resolution enhancement
functions are the Gauss-to-Lorentzian[38] or Sine-bell[39] functions, while sometimes
more classical signal processing weightings functions such as Hamming[29] or Han-
ning[29] are applied. For this thesis, the Gauss-to-Lorentzian weighting function
was chosen as the resolution enhancement method, being part of our own Python
implementation of the R-based rNMRfind framework[40], which applies resolution
enhancements, made for peak detection in the NMR-Onion algorithm (see chapter
4 for more information).

The last concept to introduce in this section is the usage of denoising algorithms also
known as smoothing algorithms. These types of algorithms are useful when detecting
peaks, as they aid in distinguishing random narrow spikes from actual peaks with a
larger width. Many algorithms exist for smoothing and detection, some of the most
popular within NMR are the usage of moving average filters as found in the Focus
software[41], wavelets found within the Speaq software[42] and Savitzky-Golay (SG)
filters applied for identifying first and second order derivatives to emphasize the
finding of local maximas[43]. As part of the NMR-Onion framework highlighted in
chapter 4, the derivatives off an SG-filter are utilized for peak detection, adapting the
framework of rNMRfind[40] into our own Python implementation. The principles
of the SG-filter, originally invented by Savitzky and Golay[44], are that the filter
acts as a polynomial representation of a frequency or time domain response, which
is smoothed or denoised to a varying degree, expressed with the following relation:

Sk =

n−1
2∑

i= 1−n
2

CiSk+i. (2.32)
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Here Sk is the signal of the k’th frequency bin, Ci is the i’th the weighting coefficient
for the Sk+i point, and n is the window length in which a polynomial of the m’th
order may be applied. The specific polynomial order applied in this thesis was that
of a third order and a minimum window length of five. Hence equation (2.33) can
be written as:

Sk =

5−1
2∑

i= 1−5
2

CiSk+i (2.33)

= C2Sk−2 + C1Sk−1 + C0Sk + C1Sk+1 + C2Sk+2. (2.34)

In the case of evenly spaced point with ∆ spacing, which occurs in uniform sampling
used throughout this thesis, a closed form-solution to the normal equations of the
smoothing polynomial (P ) does exist based on linear least squares fitting, given in
matrix form as:

P = (V TV )−1V TS. (2.35)

Here V is a Vandermonde matrix of n × (m + 1), where the n and m match the
window and polynomial order length, such that the m’th column of V is given as

V m = 1, z, z2, z3, ..., zm. (2.36)

Here z is the normalized data point sequence of z = Sk−S̄
∆

, where S̄ is the center
point value and ∆ is point increment distance. When n = 5, m = 3 and S̄ = 0,
estimating P is straightforward as z = 1−n

2
, .., n−1

2
, which leads to V being defined

as:

V =

∣∣∣∣∣∣∣∣∣∣
1 z1,1 z21,2 z31,3
1 z2,1 z22,2 z32,3
1 z3,1 z23,2 z33,3
1 z4,1 z24,2 z34,3
1 z5,1 z25,2 z35,3

∣∣∣∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣∣∣∣
1 −2 4 −8
1 −1 1 −1
1 0 0 0
1 1 1 1
1 2 4 8

∣∣∣∣∣∣∣∣∣∣
(2.37)

After inserting V into equation (2.35) and subsequently estimating P , the solution
of P0,k can be expressed as:

P0,k = C2Sk−2 + C1Sk−1 + C0Sk + C1Sk+11 + C2Sk+2 (2.38)

=
1

35
(−3Sk−2 + 12Sk−1 + 17Sk + 12Sk+1 − 3Sk+2). (2.39)

Here, P0,k is the solution of the first row of equation (2.35), which corresponds to
the smoothing polynomial[44]. The reaming solutions of P1,k..P3,k may be found in
the original paper of Savitky and Golay[44].

The smoothing polynomial of equation (2.33) is naturally altered with an increase of
window length, the change may be coupled with the degree of denoising/smoothing
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and in the end linked to that of peak width. Now, the question remains of how
window length and peak width are linked and how narrow a peak should be kept
in data without being subjected to smoothing. There is most likely more than one
way to express the relation between peak width and window length, but the linkage
of the full width at half maximum (FWHM) with window length was chosen as it
seemed a natural and simple choice linked to known NMR terminology. The relation
is expressed as:

n =
2N

SWHz

· FWHM, (2.40)

where N is the number of frequency points, SWHz is the sample rate (or sweep
width) in Hertz. To ensure the window length is odd equation (2.40) is tweaked
with a floor operation:

n = ⌊n/2⌋+ 1, (2.41)
Where ⌊⌋ indicates a floor operation. The key takeaway is that the FWHM is cho-
sen such that any peak which has a width of less than the chosen FWHM would be
subjected to smoothing. In practice, this would mean that the smaller the width (or
FWHM), the fewer peaks would be subjected to smoothing. Appropriate values are
set between 0.8 and 3 Hz (see chapter 4 for more details). With spectral smoothing
covered (such that noise and signal can be separated), the next part addresses how
a signal may be automatically detected based on a smoothed spectrum.

The main idea when detecting peaks is to identify the first and second derivatives of
the SG-filtered spectrum for both the real and imaginary parts. The identification is
performed by taking the derivative of equation (2.35) w.r.t. z, which for the smallest
five-point window and third order polynomial at center point S̄ = 0 utilized in this
thesis yields:

S̃|z=0 = P0 + P1z + P2z
2 + P3z

3 = P0 (2.42)
dS̃

dz
|z=0 =

1

∆
P1 + 2P2z + 3P3z

2) =
1

∆
P1 (2.43)

d2S̃

d2z
|z=0 =

1

∆2
(2P2 + 6P3z) =

1

∆
2P2, (2.44)

where P0 of equation (2.42) is equal to equation (2.39) when transforming back from
S̃ to S. Here it was utilized that S may be written into a general polynomial form
of S̃ = P0 + P1z + P2z

2 + P3z
3. The first and second derivatives expressions of P1

and P2 can likewise be found from the solution of (2.35) or they can be looked up
in the table of the original article of the SG-filter[44]. Here the solutions are

P1 =
1

12∆
(Sk−2 − 8Sk−1 + 8Sk+1 − Sk+2) (2.45)

P2 =
1

7∆2
(2Sk−2 − Sk−1 − 2Sk − Sk+1 + 2Sk+2). (2.46)
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Now that how to find the deviates have been covered, the next step is realizing why
this information can be utilized to automatically identify peaks and why both real
and imaginary spectral parts are needed. The latter is theoretically not needed as the
imaginary and real part of the spectrum should consist of the same signals. However
in reality small deviations may produce subtle, but important difference[28][40] and
in addition, the overall SNR is improved from applying both parts[40]. When it
comes to retrieval of information from the first and second derivatives, the first
derivative of equation (2.43), will be zero at maximum peak height, while the second
order derivative of equation (2.44) exhibits reduced FWHM compared to the original
SG-filtered signal, such that resolution is enhanced and overlapping peaks can be
resolved at local minima. The visual response for smoothing out noisy spectral data
is shown in figure 2.5, detecting two overlapping peaks via the first and second-order
SG-derivatives is exemplified in figure 2.6 and figure 2.7
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Figure 2.5: visualization of the SG-filter effects applying equation (2.38)
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Figure 2.6: First derivatives of SG fil-
tered spectral data, applying equation
(2.45)

90.0 92.5 95.0 97.5 100.0 102.5 105.0 107.5 110.0
Hz

2

1

0

1

2

3

In
te

ns
ity

1e6 SG-filter 2nd deriv
Raw data
peak 1, 100 Hz
peak 2, 101.5 Hz
SG-deriv 2

Figure 2.7: second derivatives of SG
filtered spectral data,applying equa-
tion (2.46)
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From figure 2.5 it is observed how the SG-filter is removing unwanted noise spikes
around the targeted peak, minimizing the potential of false detection. The usage
of the SG-filtered first and second derivatives successfully detects the overlapping
frequencies, which would be very challenging to detect from visual inspection.

Summing up the sensitivity and resolution of an NMR spectrum can be enhanced by
properer application of weighting functions. The enhanced spectrum can be coupled
with an SG smoothing algorithm in order to automatically detect and separate peaks
from noise. The detection and enhancement are very important within metabolomics
as many signals are overlapping and are challenging to distinguish manually. In
addition, the detection also serves a second purpose in being initial estimates for
frequency estimation within the NMR-Onion algorithm of chapter 4.

2.2 NMR data acquisition
Three types of data acquisition were utilized within this thesis being, the zg, zg30,
zgespg, and 1D nosey experimental setups. For the most part, the zg experiment
was utilized as the default experiment. Here, if not otherwise stated, 32k complex
time points were sampled at a sweep width (sample rate) of 13 ppm with a total
acquisition time of 3.14 seconds. The relaxation delay (d1) was set to 2.0 seconds to
ensure adequate relaxation before applying the excitation pulse and as previously
stated a minimum of 128 scans were acquired to ensure higher SNR for each exper-
iment.
The data from the zg30 experiment was also tested in this thesis. Here the pulse
angle was set at 30◦ with equal sweep width and the number of points sampled as
in the zg experiment. The zg30 experiment was included to test if the algorithm of
NMR-Onion (paper 2) would be affected by a different pulse angle. The results can
be found in case study 2 of paper 2.
Finally when water concentrations were very high (90% H2O to 10% D2O) the zge-
spg experiment was chosen over the zg30 and zg set up to suppress the very intense
water peak. Here the effects of the shaped pulses are that targeted signals (in this
case the water resonance) are suppressed in the spectrum and FID. The removal of
the water regions was necessary as the models developed within this thesis do not
account for the much larger resonances which interfere with the shape of FID in
a non-trivial manner[45]. The downside of this type of experiment is that signals
within close proximity to the water resonance are also impacted, making parts of
the spectrum inadequate for analysis. In addition, the baseopt rectangular filter was
utilized for every experiment, the filter is further discussed in the next subsection.
Finally, the preprocessing of all experiments was carried out according to the scheme
outlined in figure 2.8 found within the next subsection.

2.3 Linking NMR and metabolomics
Within targeted analysis, the goal is often to associate the presence and possibly con-
centration of specific metabolites based on a set of experimental conditions. Hence,
a general hypothesis linking NMR spectral data (Y ) and vector of experimental
factors (θ) would be set up as the following

H0 : θi = θj (2.47)
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H1 : θi ̸= θj (2.48)

Here examining if any of the factors levels (i and j or possibly more levels) within θ
are significantly different from one another, leading to a rejection of H0. It should be
noted that the experimental factor of θ may originate from both sample preparations
and other experimental parameters. To be able to conduct the hypothesis testing, a
model needs to enable the link between the data (Y ) and θ. A very simple notation
to express the relation may be formulated as

Y = f(θ) + ε (2.49)

Where f(θ) represent the model linking θ (factors) to the spectral data outcome
and ε is a vector of model residuals.
The model function of f() can be any function type in principle, but when con-
ducting hypothesis testing, the models are often linked to that of response surface
methodology (RSM)[46], spanning everywhere from simple linear fixed effect mod-
els[47] to complicated generalized non-linear mixed effect models[48]. Throughout
the metabolomics literature, various examples of different kinds of RSM models have
been applied when conducting targeted analysis. One example is medium optimiza-
tion[49] in which RSM ensured the stability of the metabolomic response. Another
example is the usage of RSM to optimize extracting methods and solvent composi-
tion in the metabolite profiling of Azadirachta indica plants[50]. Further elaboration
of RSM w.r.t. DoE methodology in metabolomics is given in chapter 3 and paper
1, whilst the statistical analysis of DoE-based studies is emphasized in chapter 5.

A very unique feature of spectral NMR data is, as stated in the introduction, that no
immediate spectral data outcome is provided from the raw data, spectral processing
has to be performed in order to gain chemical insight, corresponding to metabolite
identification highlighted in figure 1.2. In targeted analysis, the goal is to identify
fingerprint signals of specific metabolites in order to prove the presence of the com-
pound in question and if possible also the concentration of the targeted compound.

To get meaningful comparable spectral data outcomes from each spectrum acquired
within a metabolomic study, prepossessing has to be carried out as stated in the
workflow in figure 1.2. The goal is to ensure each spectrum is phased, the baseline
is flat, proper resolution is obtained and all spectra are aligned within the targeted
region. The order of the prepossessing steps utilized in this thesis is shown in figure
2.8, which is inspired by the route suggested by NMRprocflow[51].

For this thesis, all spectra were acquired on Bruker NMR spectrometers, which
enabled the usage of the baseopt rectangular filter[52]. This filter fixes the group
delay of the acquired FID (see figure 2.9), ensures a mostly flat baseline, and reduces
0 order phase influence, leaving only the 1st order phase to be corrected.

For additional baseline correction (outside Topspin as seen in figure 2.8), the asym-
metrically re-weighted penalized least squares smoothing algorithm (ARpls)[53] was
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Figure 2.8: Visualization of the prepossessing steps for metabolomics NMR data.
The green color indicates steps automatically handled by the Bruker Topspin
Baseopt rectangular filter, yellow indicates user input needed in Topspin, while the
dashed line indicates the programming environment outside Topspin with custom
functions marked in blue implemented in Python. The red color on line broadening
marks a step that generates symmetric peak shapes (Lorentzian, Gaussian etc.), but
may cause small peaks to disappear

applied, which is formulated as

zARpls = (W + λDTD)−1Wy (2.50)

Here zARpls is the smoothed baseline,D is the second order distance matrix[53],W
is a diagonal matrix containing asymmetric weights, such that regions with a signal
is treated with a logistic weight and regions containing only noise has its weight set
to 1. Finally, λ controls the degree of penalty, the higher value, the more influence
of the weights. The algorithm was implemented in Python and the source code is
found as part of the NMR-onion Algorithm (see chapter 4) deconvolution software
package on GitHub of the author (www.github.com/Mabso1).

From figure 2.8, one should note the red box of line broadening (LB). The step
would lead to visually more uniform peak shapes. However, this comes at the
cost of masking closely spaced peaks originating from compounds present in minute
amounts. In addition, smaller peaks close to the noise floor may also disappear if
broadening is used too extensively. Even so, some LB is needed if the signals should
have some shape consistency, therefore all data have been transformed with a very
small exponential decay of 0.3 Hz during post-acquisition, such that all time series
FIDs are expressed according to equation (2.51).

y(t) = yraw(t) · exp(−R · t) (2.51)

Here yraw(t) are the FID data observed after acquisition and y(t) is the FID after
apodization with R = 0.3.

The last step prior to analyzing the region containing the targeted signals, is to
perform spectral alignment for every sample, such that the sample-to-sample vari-
ance is reduced with respect to small spectral shifts. A popular automatic spectral
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Figure 2.9: The FID group delay introduced by the experimental setup of the spec-
trometers is visibly shown at the beginning of the FID marked with a black * symbol.
The delay is subsequently removed by the baseopt filter.

alignment method is the Icoshift method[54], capable of rapidly aligning hundreds
of spectra. Following the alignment of all acquired spectra, the next step of spec-
tral prepossessing comes in the form of isolating the targeted region of interest
(ROI). Traditionally this has been done via a bucketing/binning process e.g. NMR-
procflow[51] which has later been automated via intelligent bucketing[55]. The ad-
vantages of bucketing/binning are the rapid grouping of spectral signals along with
well-described multivariate methods for analyzing the grouped spectral buckets (see
Chapter 5 for more details). One example of hypothesis testing being conducted
within targeted analysis based on bucketed/binned NMR data is found in the works
of Zhu[56]. Here hypothesis testing was performed based on a linear mixed effect
model utilized to distinguish metabolite profiles from cognitively normal patients
and Alzheimer’s diseased patients. Another example of hypothesis testing within
targeted analysis is found in the works of West[57], where cardiac metabolism was
investigated through supervised PLS modelling of the concentrations of proline and
methyl-histidine found in healthy and dilated cardiomyopathy-stricken mice.

The downside of binning/bucketing comes in the form of sensitivity, as small peaks
are often lost in the process[58]. The loss of information is not problematic if the tar-
geted metabolite is linked to larger peaks, but when trying to capture low SNR and
highly overlapping peaks, the method of binning/bucketing is inadequate. There-
fore, in the case of low SNR overlapping targets, other types of regional isolation
methods must be applied when prepossessing the spectral data.
One such method capable of retaining spectral information, of a ROI, to a higher
extent than binning/bucketing comes in the form of digital band-pass filtering[29].
The main idea behind the bandpass filtering approach is to have a function that
passes frequencies within a certain band range (B) while setting all other frequen-
cies outside the boundaries of B to 0. The naive perfect way of achieving the perfect
bandpass filter would be the application of the rectangular filter[29] which in the
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frequency domain would be equal to a rectangular function (F ) (see figure 2.10).
The function is 0 when the frequency ω is outside the lower (Sl) and upper (Su)
frequency band as stated in equation (2.52).
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Figure 2.10: The ideal Rectangular
band-pass filter response in the fre-
quency domain, showing conceptual
perfect response by having no tran-
sition bands and no leakage into any
of the stop-bands
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Figure 2.11: The IFT of the ideal
Rectangular band-pass filter response
in the time domain. The Gibbs ring-
ing phenomenon is observed across all
of the time-domain.longer filling text
for alignment of the two plots

F =

{
ω = 0 Sl > ω > Su

ω = 1 Sl ≤ ω ≤ Su
(2.52)

Unfortunately invoking the filter of equation (2.52) would cause ringing artifacts
known as the Gibbs phenomenon[29], which causes ripples to appear in the time
domain. The explanation as to why the ripples appear lies in the fact that the
inverse discrete Fourier transformation (IDFT) of equation (2.52) results in a sinc
function as seen in (2.53) and plotted in figure 2.11

sinc(ω) =
sin(ωt)

ωt
(2.53)

From equation (2.53) and figure 2.11 it is observed that the function spans all of the
time domain, and thus introduces artifacts across all signals.

To mitigate the problem of ringing, several options within signal processing are
available. One of the simplest options is to combine the sinc filter with a window
function with a specific transition band. By convolving the windowed function and
sinc filter, a finite impose response (FIR) filter is achieved, which is shown in figure
2.12 for the frequency domain and figure 2.13 for the time domain. When compar-
ing the FIR filter with the previous ”ideal” filter, it is observed that the ringing
artifacts have been reduced, but at the cost of the generation of a transition band.
The FIR filter has been applied as part of the popular CRAFT[59] algorithm used
heavily in metabolomics, where a Blackman window function has been combined
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with a presumably modified sinc function, emphasizing presumably, as the exact
specifications of the filter coefficients are kept as a secret due to the program being
part of commercial software.
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Figure 2.12: The response of the win-
dowed FIR band-pass filter response
in the frequency domain, showing
transition bands and small leakages
into the stop-bands.

60 40 20 0 20 40 60
Sample number

0.075

0.050

0.025

0.000

0.025

0.050

0.075

Truncated sinc with Blackman window

Figure 2.13: The IFT of the win-
dowed FIR band-pass filter response
in the time domain. The Gibbs ring-
ing phenomenon is diminished when
compared to the ideal filter.

For the isolation of ROIs, FIR-based filtering was originally attempted but ulti-
mately failed. Instead other options were considered and from an extensive search
of the literature, an example of a Gaussian filter combined with synthetic noise
generation[60] was found, adapted, and modified to fit into our own prepossessing
scheme as part of the NMR-Onion algorithm in chapter 4.

When comparing the Gaussian filter of equation (2.54) to the sinc function of equa-
tion (2.53), the filter does not impose wriggles in the time domain and thus does
not cause ringing.

g(t) =

√
σg
π

exp(−σgt2) (2.54)

However, unlike the sinc-based FIR filters, the Gaussian filter produces leaks in the
stop band (unwanted signals are getting through) and does not filter as well in its
native form of equation (2.54) as the FIR filter. Hence, modifications of equation
(2.54) are made in order to gain the same filtering properties as the FIR filter with
respect to stop band stability, while retaining the advantages of having no ringing
artifacts. First, the discrete Fourier transformation of (2.54) is found, resulting in
the following:

g(ω) =
1

σg
√
2π

exp

(
− ω2

2σ2
g

)
(2.55)
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The format of equation (2.55) suggests that the center frequency of the filter should
be set at 0, while it is possible to Fourier shift targeted ROIs to the center, the
addition of a location parameter ωc makes for a simpler choice, resulting in (2.55)
being modified into

g(ω) =
1

σg
√
2π

exp

(
−ωc − ω2

2σ2
g

)
(2.56)

The filtering function of (2.56) is still in need of modification as leakages into the
stop-bands are still a challenge in the current form. Hence, to mimic the rectangular
filter, a super-Gaussian filter[61] is constructed based on (2.56), expressed as

sg(ω) = exp

(
−2p+1 ·

(
ωc − ω2

B

)p)
(2.57)

Here, B corresponds to the bandwidth, ωc is the center frequency and p is the
filter order. In general the higher the filter order (see figure 2.14), the closer to the
rectangular filter. For all ROI selections in this thesis, p is set to 40, as higher-order
did not improve the filtering output. The effect of the filter order can be seen in
figure 2.14, showcasing a bandpass filter from 2.40 ppm to 2.65 ppm.
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Figure 2.14: Visualization of the filter order of the super-Gaussian filter within the
frequency domain. Exemplified with a bandpass from 2.65 to 2.4 ppm.

An additional very attractive property of this specific filter and the reason why
it was chosen over other implementations, is as previously mentioned, its ability to
incorporate a synthetic noise floor outside the band-pass region. The synthetic noise
floor enables the differing of noise vs signal to be made within the band-pass region,
such that when modelling the spectrum, the models can be evaluated by observing
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the residuals, comparing these to the overall noise floor (see chapter 4). To generate
the synthetic noise of the filter, the idea is to take advantage of the spectral signal
sparsity of a 1D NMR spectrum, picking a region containing only noise and from the
noise region simulating the overall noise level (σnoise) in the full spectrum. For the
simulation, it is assumed that all noise (Ws) of the spectrum may be represented
as a vector of average white Gaussian noise (AWGN) described as

Ws ∼ N(0, σnoise) (2.58)

W is thus generated by sampling from equation (2.58), which conditions on the es-
timated noise level. In order to estimate the noise level careful steps must be taken
not to overestimate the noise, as overestimation might lead to signals being seen as
noise, potentially causing a loss of information. One particular effect causing the
overestimation of the noise levels comes in the form of baseline artifacts causing
unwanted variation. To mitigate baseline effects, we employ our implementation of
the ARpls prior to estimating the variance. The effects of the ARpls can be seen in
figure 2.16 vs the uncorrected spectrum in figure 2.15, in which the mean value is
shifted towards 0 and overall variation goes down.
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Figure 2.15: An example of a raw
noise region selected from a signal-free
region of a spectrum
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Figure 2.16: An example of an ARpls
corrected noise region selected from a
signal-free region of a spectrum

To ensure additional precision of estimation, a further re-sampling scheme is added
drawing 1000 realizations of the noise spectrum, assuming a normal Gaussian dis-
tribution stated as

sr ∼ N(0, σARpls) (2.59)

where sr is the r’th noise signal realization of the r’th draw from the distribution
of sr, with the standard deviated (σARpls) based on the ARpls corrected noise (r =
1, 2, ...1000). The mean of the 1000 realizations are then computed, generating a
more robust expression of the noise vector in equation (2.58) stated as

Ws =
1

R

R∑
r=1

sr (2.60)
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The robust formulation of equation (2.60) is thus utilized as a synthetic noise floor
for the stop-band regions of the filter. At last, the complete filter can be expressed,
combining the robust noise of equation (2.60) and the super-Gaussian filter function
of equation (2.57), resulting in

H(ω) = sg(ω) +Ws (2.61)

Like any FIR filter, the super-Gaussian sg(ω) may be convolved with the frequency
domain, as an example the bandpass filter of figure 2.14, may be applied to a spec-
trum (figure 2.17) resulting the in the frequency and time domain responses, shown
in figure 2.18) and 2.19 respectively.
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sentation of the band-pass filtered re-
gion

The key point is that the time domain and frequency domain exhibits very little
to no ringing artifacts nor any leaks in the stop bands, making the SG-filter a
suitable filter for representing ROIs within a spectrum. Now the addition of the
noise vector Ws, is from a visual perspective obsolete, but from a computational

In-Situ NMR based Metabonomics of Microbial Secondary Metabolites 29



perspective, the noise floor is required for the fitting algorithm of NMR-Onion to
reach convergence[60]. The addition of the noise vector to the filtered region of
figure 2.18 and 2.19 is visualized in figure 2.20 and 2.19 respectively
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Figure 2.20: Noise added to the spec-
trum of figure 2.18, zoomed in for a
better view.
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Figure 2.21: Inverse Fourier transfor-
mation of figure 2.20. zoomed in for a
better view.

The above filtering process can then be carried out for multiple spectral samples
within an experiment which are then aligned utilizing the icoshift algorithm and
sent for further analysis as stated in the workflow of figure 1.2 found in the intro-
duction chapter.

Apart from pre-processing data prior to analyzing and extracting spectral informa-
tion. Crucial parts of the workflow in figure 1.2 regarding the construction of a
proper informative design space (box 2 of the workflow) and assurance of data qual-
ity (box 3 of the workflow) have been left out. One might have all the right tools
for analyzing and extracting information, but if crucial parts of a design space are
missing or information derived from said space is heavily influenced by nuisances
factors, masking the influence of the treatment effects placed upon the design space,
little is gained and conclusions are meaningless. Therefore, the next section reviews
how a combined DoE and SQC may aid in ensuring optimal design space and a
reduced influence of nuisance factors within metabolomic studies.
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Chapter 3

Designing metabolomics
experiments

Along with paper 1, this chapter provides an insight into design of experiment (DoE)
and statistical quality control (SQC) applied within metabolomics. Key elements
underlining the importance of SQC and DoE are highlighted in the following para-
graph, emphasizing their importance within metabolomics. It should be noted that
DoE is not limited to NMR-based metabolomics and can be easily applied in the
setting of other metabolomics techniques such as MS (see examples within paper 1).

3.1 Design of experiments
Metabolomics is a very broad discipline applied within many scientific areas ranging
from ecology to personalized medicine. Within the area of metabolomics, the fo-
cus on DoE-based data generation has steadily increased over the last 20 years (see
paper 1, see appendix E). The statistical methodology of DoE is utilized to opti-
mize designs and improve the accuracy and reliability of data obtained from experi-
ments[62]. DoE involves systematic variations of multiple experimental parameters
and the analysis of their effects on the response variable, which in the context of
metabolomics often involve a metabolite or a group of metabolites[63]. The method
of DoE is known to exceed the one variable at a time (OVAT) method[64], as OVAT
does not account for the effects of interactions nor shares the efficiency of design
space sample organization as exploited by the DoE methods[64][62].
The specific design of an experiment is highly related to the metabolomic questions
(see figure 1.2), but can as stated in paper 1 be generalized into the categories of
either optimization or screening.

For NMR-based metabolomics, DoE can be used to optimize experimental factors
such as the choice of solvent, pH, temperature, and acquisition parameters. By
systematically varying these factors using DoE, one may identify the optimal condi-
tions that provide the highest signal-to-noise ratio (SNR), resolution, and the most
reproducible results. This can lead to improved sensitivity, resolution, and accuracy
of NMR spectra, which in turn can improve the identification and quantification of
metabolites in complex biological samples. The most common types of designs ap-
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plied within metabolomics are either that of the Box-Behken design[46] or variations
of the central composite design[65] (see paper 1 for more detail).

In addition to optimizing experimental factors using DoE, the screening of factors
is another important application of statistical tools in metabolomics. Screening is
used to identify the most important factors that contribute to the variability in
metabolomic data. These can then subsequently be prioritized for further optimiza-
tion using DoE.
During the screening process, a large number of factors are systematically varied us-
ing a fractional factorial design[62][66], Plackett-Burman design[67] or other screen-
ing design types (see paper 1). This allows for the efficient evaluation of a large
number of factors with a limited number of experiments.
In NMR spectroscopy the response variable (Y ), may be the NMR spectral ampli-
tude response, which is then analyzed using statistical methods. The most com-
mon methods are principal component analysis (PCA)[68], partial least squares
(PLS)[69], generalized linear models (GLM)[48] or ANOVA simulant component
analysis (ASCA)[70], which all enable the identification of factors that have the
greatest impact on the variability in the full data or specific regions within the spec-
trum. In other words, the aforementioned method links the design space of the
experimental design with the hypothesis testing introduced in section 2.3 and in
chapter 5, addressed in a case study in the preceding theoretical section.

In summary, by using a combination of screening and optimization techniques, re-
searchers can develop robust and reliable experimental protocols for NMR-based
metabolomics, which can facilitate the identification and quantification of metabo-
lites in complex biological samples. Specifically, paper 1 recommends a workflow
based around DoE, linking the choice of design to the task of either optimization
or screening. Furthermore, the workflow also accounts for the number of factors,
factor levels, and type of factor (eg categorical or numerical), matching appropriate
design algorithms with the variables of the study at hand.

3.2 Statistical quality control
Another important field within the metabolomic workflow is that of statistical qual-
ity control(SQC). This is a powerful tool that can be used to monitor the quality of
data generated in metabolomic experiments, allowing one to quickly identify and ad-
dress any potential issues that may impact the validity and reproducibility of results.
In this context, SQC involves the use of statistical methods to evaluate the precision,
accuracy, and robustness of analytical methods used in metabolomics, as well as to
assess the quality of data generated from those methods. This can help to ensure
that the results obtained from metabolomics experiments are reliable, consistent,
and of high quality, which is essential for advancing our understanding of biolog-
ical systems. Some of the more common challenges affecting data reproducibility
are highlighted in Paper 1 along with metrics for quantifying and evaluating these
effects. The challenges highlighted in paper 1 may in short be summarized as batch-
to-batch effects[71], internal standard effect on biological matrix[72], and sample
preparation variations. In addition, paper 1 reviews methods for evaluating the
reproducibility of metabolomic data, with the intent of uncovering the potential
influence of the aforementioned challenges. Here it was found that the three most
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common methods of quality evaluation within metabolomics were that of pooled
quality control samples coupled with PCA score plots, residual standard deviation
(RSD) of peaks, and relative log abundance plots. It should be noted that the eval-
uation methods do not fix the lack of reproducibility but rather makes one aware
that the results of a DoE might not have occurred due to treatment interventions,
but rather other sources of technical variations (see paper 1 for details). To mitigate
the potential lack of reproducibility (eg high RSD across quality control samples),
calibration methods such as normalization, grouped batch profile calibrations, and
regression techniques can be applied (see paper 1). However, it should be noted that
there are no general methods for calibrating spectral data, as the problems encoun-
tered may be dependent on the specific study. To address this, paper 1 delivers an
additional recommend workflow of SQC, which may aid in identifying if any lack
of reproducibility is present in data, whilst also suggesting some strategies to solve
common challenges highlighted within paper 1.
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Chapter 4

NMR-Onion

4.1 NMR-Onion Summary
The aim of the research conducted within this thesis is to be able to detect secondary
metabolite signals in-situ within an NMR spectrum. The challenge of conducting
metabolomics analysis using in-situ NMR data comes in the form of spectral com-
plexity, e.g. high signal abundance, large signal SNR differences, and extensive
overlap occurring due to the presence of hundreds of compounds produced by a mi-
crobial community. The aforementioned circumstances, makes traditional spectral
analysis nearly impossible, as visual inspection and analysis of very complex data
would be time-consuming when having multiple spectral datasets. In addition, when
the signals of targeted metabolites are of low concentration and possibly located in
highly overlapping spectral regions, a high operator/analyst bias may occur both
w.r.t. analysis and spectral processing.

To resolve the challenges outlined above, the deconvolution program of NMR-Onion
was constructed (paper 2, see appendix F). The program is capable of automatic
detection and model 1D NMR spectral data using a hybrid multi-model-based ap-
proach, combining the frequency and time domain. Furthermore, the program is
also capable of evaluating the repeatability of its own results, minimizing the risk of
drawing false conclusions based on experimental artifacts. For the purpose of this
chapter, some key elements of NMR-Onion are highlighted, while additional details
are expanded upon, such as the mathematics behind some parts of the algorithm,
computational efficiency, and the development history of NMR-Onion.

In short, NMR-Onion can be summarized as an algorithm solving the inverse prob-
lem of estimating the shape, amplitude, frequency, and number of underlying signals
found within a 1D NMR spectrum. The base model for mapping the sum of sig-
nals within the time domain is expressed in equation (2.16), the relation also shown
below for the sake of the reader:

y(t) =
K∑
k=1

Ak exp(2jπωkt+ jϕk) · exp(−αkt). (4.1)

As previously stated in chapter 2, the model of equation (4.1) does not take into
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account non-ideal signals caused by numerous artifacts such as eddy-currents, shim-
ming imperfects, temperature fluctuation, sample preparation differences, etc. There-
fore, the model of equation (4.1) was reformulated into two novel time domain
formulations, being defined as a weighted sum of sinusoids governed by a Gaus-
sian/exponential mixture decay (see equation (4.4)) and a stretched/compressed
exponential decay (see equation(4.5)) respectively. In addition, a skewing term was
added to all models, such that asymmetric signals would be adequately captured.
The resulting models are shown below

y(t) =
K∑
k=1

f(Ak, ωk, ϕk) ·Ψn(ρk) · exp(jγ∗k)t, (4.2)

where the function of f represents the harmonic term in equation (4.1), Ψn is the
decay function of the n’th model with a subset of ρk parameters (varying for each
decay function) and γ∗k is the skewing constant, not to be confused with the γ sym-
bolizing gyromagnetic ratio (In the original paper,γ∗k = γk). The specific formulation
of Ψn is presented below

Ψ1(αk) = exp(−αkt) (4.3)
Ψ2(αk, ηk) = (1− ηk) exp(−αkt) + ηk exp(−αkt

2) (4.4)
Ψ3(αk) = exp(−αkt

βk) (4.5)

To view the effect of the skewing constant, simulated data is presented in figure 4.1
and 4.2, visualizing the effects of γ∗ on pure Lorentzian line-shapes. The models
are further visualized in figure 4.3 and 4.4 showcasing the effects of the two novel
decay types (equation 4.4 and (4.5)). Finally, the combined effect of decay types
and values of γ∗ is visualized in figure 4.5 and 4.6.
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Figure 4.1: Visualization of the effect
caused by increasing the values of γ∗
from 0 to π/2. The black line is the
pure Lortentizan line shape with α =
5 and γ∗ = 0.

2246 2248 2250 2252 2254 2256
Hz

0.0

0.2

0.4

0.6

0.8

1.0

1.2

In
te

ns
ity

1e6 Effects of negative *

Figure 4.2: Visualization of the effect
caused by decreasing the values of γ∗
from 0 to −π/2. The black line is the
pure Lortentizan line shape with α =
5 and γ∗ = 0.
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Figure 4.3: Visualization of the effect
caused by increasing the values of η
from 0 to 1 with α = 5, the black line
is the pure Gaussian line shape and
the red is the pure Lortenzian line-
shape
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Figure 4.4: Visualization of the ef-
fect caused by increasing the values
of β from 0.5 to 1.5 with α = 5, the
black line is the pure Lortentzian line
shape.and the red is the pure Lorten-
zian lineshape
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Figure 4.5: Visualization of the com-
bined effect caused by decreasing γ∗

from 0 to −π/2 and increasing values
of η from 0 to 1 with α = 5. The red
line is the pure Gaussian line shape
with γ∗ = 0

2 2 4 6 2 2 4 8 2 2 5 0 2 2 5 2 2 2 5 4 2 2 5 6
Hz

0 .0 0

0 .2 5

0 .5 0

0 .7 5

1 .0 0

1 .2 5

1 .5 0

In
te

ns
it

y

1 e 6 Effe ct s  o f n e g a t ive * a n d  va ria b le  m od e l 3

In
te

ns
ity

 a
s 

a 
fu

nc
tio

n 
of

 β

β=1.5

β=0.5

Figure 4.6: Visualization of the com-
bined effect caused by decreasing γ∗

from 0 to −π/2 and increasing values
of β from 0.5 to 1.5 with α = 5. The
black line is the pure Lorentzian line
shape with γ∗ = 0

To solve the inverse problem of identifying parameter values and the number of
signals, equation (4.1) was formalized into an optimization problem in which a pe-
nalized loss-function was minimized, formulated as:

θ̂ = argmin
θ
SSE +

1

K

K∑
k=1

(ϕk − ϕ̄), (4.6)

in which ϕ̄ is the mean instantaneous phase, estimated based on equation (2.12) and
SSE is the sum of squared error found from the Hermitian transposed (H) residuals,
e.g:

SSE = (Y −ZA)H(Y −ZA). (4.7)
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Here Y and A are vectors of 1×N and 1×K, where K and N are the number of
sinusoids and the number of data points respectively. The vectors of Y and A may
be explicitly stated as:

Y =
[
y1 y2 . . . yN

]T (4.8)
A =

[
Ac1 Ac2 . . . AcK

]T
, (4.9)

where Ac are the individual complex amplitudes corresponding to equation (2.10)
found in chapter 2. Finally, Z is an (N × K) model matrix containing all time
dependent terms of equation (4.2), given as:

Z =


z1,1 z1,2 . . . z1,K
z2,1 z2,2 . . . z2,K
... ... . . .

...
zN,1 zN,2 . . . zN,K

 . (4.10)

The advantage of the above matrix formulation lies in the fact that the complex
amplitudes may be represented by a least squares solution found from the model
matrix, effectively removing two parameters from the optimization (see paper 2).

The application of the penalty term enables the elimination of possible spurious
signals occurring due to the models being a superposition of sinusoids. In other
words, the term prevents large variations in phases, which otherwise may cause
large reversely phased signals of closely spaced frequencies to cancel out one an-
other, generating a perfect sum, but meaningless individual signals.

Apart from the spurious signals, the loss function of equation (4.6) comes with three
additional challenges:

• N and K is often at the size of >32k and >100

• The ωk parameter is highly multimodal

• The loss function of equation (4.6) does not offer a way to identify the number
of signals (K).

The first challenge was overcome by reducing parameter space size (K), applying
the super-Gaussian filter described in paper 2 and section 2.3 of chapter 2. The
reason why the lowering of K works can be found within the space-time complex-
ity of the specific optimization algorithm. In the case of the LBFGS algorithm
applied in NMR-Onion, the worst-case space-time complexity scales as O(kN) per
iteration[73], implying that lowering K or the input N would cause a less steep
form of scaling. The LBFGS algorithm was implemented since the loss function
is continuous, implying that an analytical gradient can be identified, speeding up
the optimization, as numerical gradient computations are not needed at each iter-
ation. The PyTorch back-end was applied for the purpose of optimization, as the
automatic differentiation (AD) module ensured that optimal definition and usage of
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the gradient was applied. Pytorch was selected over a Scipy:autograd combination
as it seemed in this particular case, the PyTorch implementation performed better.
Applying less demanding algorithms such as Adam[74], which does not compute the
inverse hessian, but relies on pure gradient descent, was also attempted. However,
the initial results on real data revealed that first-order optimizations did not produce
usable results.

The second and third challenge was solved jointly by implementing a peak detect-
ing algorithm, utilizing resolution enhancement combined with the principles of the
SG-filter and its derivatives highlighted in section 2.1.3 of chapter 2. The tech-
nique of resolution enhancement was chosen since the operation is essentially ”free”
(disregarding loss of potential resolution due to line broadening), as the resolution
enhancements are carried out prior to DFT can easily be matched post-DFT. The
method for choosing the correct weighting function and parameters for resolution
enchantment is not a standardized procedure as mentioned in section 2.1.3. For
NMR-Onion, the Gauss-to-Lorentzian (Wr) weighing function was chosen which
may be expressed as:

Wr = exp(Rt) exp(−Rt2/(2tmax)), (4.11)

where tmax is set at the time point where 99% of signal have been collected and R
is the weighting parameter. The relation between the cumulative decay (from 0 to
tmax) and R may be viewed as:

N=⌊N0.99⌋∑
n=0

y(tn) = 1− boff exp(−Rtn), (4.12)

where boff is an offset constant and the ⌊N0.99⌋ operator indicates that the floor
quantile is found when computing the 99 % quantile. To estimate R for equation
(4.12), nonlinear optimization is utilized, in which a prior linearized fit is conducted
such that reasonable initial values may be attained. The initial values are auto-
matically evaluated by performing a three-point grid search. For the search, the
linearized initial value is set at the initial estimated levels, 1.5 times the estimated
level and 0.5 times the estimated level. Here the R-value which produces the high-
est number of detected peaks is chosen for resolution enchantment (the peaks are
later subjected to deletions - see later in this section). For the SG-filter (princi-
ples covered in section 2.1.3), the SG-derivatives of first and second order are found
for both the imaginary and real parts of the data stated as d′

I , d
′′
I and d

′
R, d

′′
R for

the imaginary and real SG-derivatives of first and second order respectively. The
SG-derivatives are then transformed such that the absolute values are taken for d′

R

and d′′
I , whilst zeroing all positives values for d′

I and d′′
R respectively. Following the

identification of the SG-derivatives and their respective transformations, PCA is ap-
plied to the transformed SG-derivatives, retaining only the first PC. The standard
deviation of the inter-quantile range (IQR) for the first principal component (PC1)
values is then utilized to filter out peak regions from noise regions. It is assumed
that the IQR of PC1 values is mostly composed of noise[40][75] and therefore can
be utilized to estimate the standard deviation of the background noise (sdbackground).
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The default cutoff, separating values containing signal and values containing noise,
is set as median(PC1) + 2 · sdbackground, where the value of 2 is user-specified, the
higher the value, the fewer peaks detected. In addition to ensure consistent results
of the PCA, the rotational ambiguity of PCA is handled by setting the maximum
deviation from zero to be in the positive direction. Finally, equation (2.40) ensures
that peaks below a certain FWHM value are discarded (default 1.0 Hz), the higher
the values, the more peaks are discarded. The only apparent downside to the algo-
rithm comes in the form of non-automation, as the user needs to check the output
of the algorithm when setting noise and width threshold. For the data analyzed in
this thesis, the default width of 1.0 Hz was adequate, but the noise threshold had
to be tuned ranging from 2 to 5 times the standard error. In future releases, this
function will be automated, possibly combining the noise estimated by the digital
filter (see section 2.3) and the peak detection.

4.2 Optimization
The purpose of this section is to get an overview of the optimization techniques
utilized within NMR-Onion. The section is a further expansion of the supplemen-
tary material that comes with paper 2, providing a more in-depth explanation. A
major challenge to overcome during the creation of NMR-Onion was to implement
a stable optimization routine for solving the problem of equation (4.6). Originally,
many of the algorithms found in the standard optimization library of Scipy[76][77]
were considered. Inspired by Bretthorst[28] we originally attempted to have the op-
timization based on a derivative-free simplex approach[78] which was utilized with a
different loss function than the one in equation (4.6) (see next section). However the
derivative-free approaches did not show promising results, hence a choice was made
to apply derivative-based optimization algorithms. Many options within derivative-
based optimization algorithms were considered, investigating both Quasi-newton[79]
and Newton[80] approaches. The main difference between the two approaches lies
in how the Hessian (second derivative) matrix is computed. The Quasi-Newton
methods approximate the Hessian matrix without explicitly computing it at each
iteration via the gradient, whilst pure Newton methods explicitly compute the Hes-
sian at each step. The advantages of the Quasi-Newton methods over pure Newton
methods are in short that they can converge faster than pure gradient descent al-
gorithms while avoiding the computational cost of computing the Hessian matrix.
There are many types of Quasi-Newton algorithms, but in the end Limited memory
Broyden–Fletcher–Goldfarb–Shanno (LBFGS)[81] algorithm was chosen, as it is a
very common and well-tested algorithm applied for many large optimization prob-
lems[82]. For an in-depth explanation of each of the aforementioned methods, the
reader is referred to the book ”Numerical Optimization” by Nocedal and Wrigth[81],
covering optimization theory in detail.
To further optimize Quasi Newton-based methods, the analytical gradient of the
loss function (equation (4.6)) with respect to θ (the parameters of table 4.1) can
be explicitly expressed and passed to the algorithm. When compared to that of
the numerical gradient approximation, the application of analytical gradients has
been shown to speed up the optimization process by many folds[83][84] and increase
the robustness of results[81][85]. In spite of the opportunities presented by passing
an analytical gradient to an optimization algorithm, the implementation may not

In-Situ NMR based Metabonomics of Microbial Secondary Metabolites 39



always be straightforward, due to the following reasons:

1. Loss function complexity

2. Optimal input formation for the optimizer

To properly overcome the challenges of complexity and input formulation, the frame-
work of automatic differentiation[85] was invented and implemented in many appli-
cations such as numpy [86], Tensorflow[87] and Pytorch[88] to mention some of the
most popular.

To fully utilized the properties of automatic differentiation and LBFGS the loss func-
tion of (4.6) was implemented in PyTorch. However, further modifications needed
to be added and implemented in order for the optimization to work properly. It
turned out that the learning rate (step size) of the LBFGS prevented the optimiza-
tion from reaching a suitable minima as the optimizer would often get trapped in
a local minima. Initially, lowering the learning rate of the LBFGS was attempted
and showed some promise, but resulted in convergence time being vastly increased.
Unfortunately, LBFGS unlike optimizers such as Adam[74] does not have adaptive
moments and therefore does not alter the learning rate as epochs increase (it does
have adaptive stepsize within each epoch, but it resets after a completed epoch).
To accommodate for the lack of learning rate adaptation, a learning rate scheduler
was applied to the optimizer such that the learning rate[89] could be altered as the
number of epochs (interaction cycles) increased. Different schedulers were tested
but the exponential learning rate scheduler (see equation (4.13)) seemed to be the
most consistently working scheduler. The function scheduler can be expressed as

lrepoch = γlr · lrepoch−1, (4.13)

where γlr is the learning rate reduction coefficient per epoch, the lower the γlr, the
more reduction for each epoch. This is further visualized in figure 4.7.

Another aspect of the optimization comes in the form of parameter constraints. To
get an overview of every model parameter of the NMR-Onion modelling framework,
these are summarized in table 4.1 and paper 2.

Note from table 4.1 that A (amplitude) and ϕ (phase angle) are not part of the
table. These are left out due to the implication of equation (4.7), stating that ϕ
and A are nuisance parameters[90] not directly involved in the loss function of equa-
tion (4.6). However, A and ϕ can be computed from the parameters of table 4.1
by applying equation (2.11) and (2.12) to the resulting A vector (equation (4.7)).
Despite being computable, ϕ and A do not serve any immediate purpose in NMR
analysis. The time domain instantaneous amplitude (A) ratios are equivalent to the
maximum peak intensity heights at a given frequency (which is given by the DFT
of the individual deconvoluted signals), whilst the instantaneous phase values (ϕ)
are not standard parameters used for any interpretation. Hence A and ϕ can be
extracted but are not critical for any further analysis.

In its early form, the NMR-Onion Framework did follow the constraints set by
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Figure 4.7: Visualization of the exponential learning rate scheduler with different
values of γlr (γ in the figure legend)

table 4.1 very strictly by setting hard box-constraints[91]. Nonetheless, it was re-
vealed that the box constraints approach often caused numerical instabilities with
parameters being stuck at the boundaries. Therefore another approach had to be
implemented which is described in the supplementary of paper 2, and for complete-
ness partly covered here for some additional details.

The proposed method of paper 2, which solved the numerical instability issues,
was very ”simple” - switch the constrained optimization to an unconstrained space.
This sounds simple and could be achieved by removing the box constraints. Un-
fortunately removing constraints would cause the optimization to produce results
that are not interpretable. Instead, the solution was to move the parameters to a
different space in which the constraints are upheld by the properties of the trans-
formation function rather than hard boundary constraints. The constraints which
require the simplest transformation are the β parameter space, as positive values
are the only required condition (though α shares the properties, a different transfor-
mation function was utilized - see paper 2 supplementary for details). A first choice
would be an exponential transformation formulated as

θ∗ = exp(θ). (4.14)

Here θ∗ is the transformed parameter (θ is the input parameter) which is always
positive and may easily be transformed back by applying the inverse transformation
of log(θ∗ = θ). Nevertheless, whilst equation (4.2) is mathematically correct, it
causes numerical overflows in an optimization routine. Therefore, a different trans-
formation was applied in the form of the Softplus function, expressed as
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Table 4.1: Overview of model parameters for optimization

Model 1 Parameter Description Constraint
ω frequency [−SWHz

2
< ω < SWHz

2
]

α decay 0 < α
γ∗ skewness −π

2
< γ∗ < −π

2

Model 2 Parameter Description Constraint
ω frequency [−SWHz

2
< ω < SWHz

2
]

α decay 0 < α
γ∗ skewness −π

2
< γ∗ < −π

2

η weighting parameter 0 < η < 1

Model 3 Parameter Description Constraint
ω frequency [−SWHz

2
< ω < SWHz

2
]

α decay 0 < α
γ∗ skewness −π

2
< γ∗ < −π

2

β stretch/compression 0 < β

θ∗ =
1

τ
log(1 + exp(τθ)). (4.15)

The Softplus function of equation (4.2) mathematical achieve the goal as equation
(4.2), transforming parameters to be positive. However, numerically the Softplus
function is much more stable as numerical overflow cannot occur. For the purpose
of NMR-Onion, τ was set at 1 (the default value of the Pytorch implementation).

For the reaming details surrounding the logistic Sigmoid transformation and com-
bined Softplus scalar weighting transformation (applied for the η and α respectively),
the reader is referred to the supplementary of paper 2.

4.3 NMR-Onion development history
The initial NMR-Onion algorithm was, as stated in the previous section, build on a
very different framework compared to that the of final version. This section covers
how NMR-Onion began and how elements were added or removed as development
progressed. In general three major components were changed during development,
being model formulation, optimization strategy (see previous subsection), and model
selection. The section is meant as a guide for any future works within the NMR-
Onion framework or as an aid for developing future NMR deconvolution methods,
especially showcasing which approaches were less successful.
The initial model formulation started as a Bayesian model based on the works
of Bretthorst[28], Andrieu[92] and Rubtsov[90]. The model was specified as the
following

Y = ZA+ ε, (4.16)
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Where Z and A are identical to the formulation of equation (4.10) and (4.9) with
Ψn(ρk) = Ψ1(αk) not including the skewing term. In addition, the residuals (ε)
were assumed to be independent and identically distributed following a Gaussian
distribution. The additional expansions of Ψn(ρk) were not added until much later
in the development process. To estimate the parameter of equation (4.16), the initial
method was not that of equation (4.6), but rather a Bayesian inference approach
applying the Metropolis-Hastings Algorithm[93]. The posterior from which the in-
ference was generated, was for equation (4.16) formulated as

p(θ|y) ∝ p(θ)p(y|θ) = p(y|ω, σ2, α,A)p(A|ω, σ2, α)p(ω)p(σ2)p(α), (4.17)

where p(y|Z,A) is the likelihood function and p(ω),p(σ2) and p(α) are the priors
of each parameter expressed as θ = (ω, σ2, α) (frequency, variance and decay rate).
Finally p(A|ω, σ2, α) is the conditional distribution for the amplitudes. Inserting
the distributions for each parameter, the posterior may be expressed as

p(θ|y) ∝ p(θ)p(y|θ) ∝ p(y|ω, σ2, α,A)p(A|ω, σ2, α)p(ω)p(σ2)p(α) (4.18)
= N(y;ZA, σ2)×N(A;0,σ2Σ)× U(ω; 0, 2π) (4.19)
× IG(σ2; a, b)× p(α), (4.20)

where Σ = 1
g
ZTZ, with g expressing expected signal to noise, N() indicating a

normal distribution, U() uniform distribution, IG() inverse gamma distribution and
finally p(α) ∝ 1

α
being Jeffery’s prior. In principle, no further reduction was needed

as the Metropolis-Hastings Algorithm could draw inference from the posterior at
this point, but to increase the inference speed, the complexity of equation (4.20)
was reduced further integrating out the A and σ dependent terms[90]. This results
in the following posterior distribution for the frequencies (ω) and decay rates (α)

p(ω, α|y) = p(ω)p(α)[γ0 + yH(IN −ZΣZH))y](−N−v0/2), (4.21)

from which A and σ2 may be computed as their marginal distributions only depend
on Z and the hyper parameters of γ0, v0 and g[90].

Even with reduced complexity, it is evident that the distribution of equation (4.21)
is non-linear[90], multi-modal[28] and does not offer a way to estimate the number of
components. The initial solution was to employ a greedy search strategy, combining
the inference of equation (4.21) with a cutoff criterion (BIC in this case). The
algorithm can be outlined in the following steps

1. Estimate initial ω value as the maximum value in the frequency domain

2. Draw inference from equation (4.21) and compute amplitudes and variance

3. Estimate BIC of current step k

4. Estimate residuals from Y − ZA
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5. Estimate the next initial ω value as the maximum value of the residual signal
in the frequency domain

6. Draw inference from equation (4.21) with k components using all initial values
of ω and compute amplitudes and variance

7. Compare BIC of Current step k with previous step k-1

8. if BIC of Current step k> previous step k-1 stop else repeat step 5-8

The algorithm showed promise but suffered from two major flaws. The first was ef-
ficiency, as each Metropolis-Hastings run was slow especially as the size of Z grew.
The second flaw was in the form of model imperfections, which caused data from
real experiments to exhibit large residual signals. These large residuals would be
mistaken for real signals causing a large degree of over-fitting within each spectrum.
To make up for the aforementioned challenge caused by the greedy search, several
methods for estimating both the number of sinusoids and initial frequency values
were attempted. At first techniques such as the Prony method[94] and the Matrix
Pencil method[95] were considered for estimating initial values, but these ultimately
failed if the signals were not of pure exponential form and signals were highly over-
lapping. However, no better alternatives had been found at the time, and therefore
the matrix pencil method was applied for generating initial values and estimating
the number of components. The challenge of improving the speed of the Metropolis-
Hastings approach was met by moving from a Bayesian approach to a frequentist
approach, not relying on drawing samples, but rather optimization algorithms.
The optimization framework was, as stated in the 4.2 section, a derivative-free ap-
proach in its early phase, but was quickly converted into a derivative-based opti-
mization approach, as the derivative-free approaches often failed, perhaps due to the
function of equation (4.6) being non-convex. However, moving into gradient-based
optimization called for explicit definitions of objective function gradients which
proved problematic within the R programming language, as different optimizers
required different gradient input formats.
Hence, the NMR-Onion framework was moved from R to Python with the aim of
applying automatic differentiation (see previous section) in tandem with the Scipy
optimization library. This approach did show promise with respect to speed in-
crease but was still challenged by the fact that the sum of signals forming the FID
does not consist solely of ideal exponential decaying sinusoids. To account for the
non-ideal decay, the novel time domain models of equation (4.4) and (2.15) were for-
mulated and eventually the SG-filter derivative-based method of rNMRfind[40] was
discovered, adapted and implemented in a Python version within the NMR-Onion
framework. Finally, the model framework was moved from Scipy to PyTorch which
enabled an additional increase in speed. However, the greatest speed increase came
from the digital filter implementation (see paper 2 and section 2.3).
An interesting future approach would be to implement the original Bayesian version
in tandem with the digital filter, SG-filter derivatives detection, and the decay types
of equation (4.4) and (2.15). However, as mentioned in paper 2, the approach would
have to rely on variational inference[96] rather than full Monte Carlo Markov Chain
inference to be efficient for a large Z matrix. In addition, suitable priors for the
additional parameters need to be generated. Jefferys prior, which is non-informative
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prior, might be a suitable choice due to minimal influence on inference[97].
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Chapter 5

Modelling Metabolomics

This chapter aims to provide the final part of the workflow highlighted within figure
1.2 of chapter 1. The chapter covers the central theoretical aspects of the statis-
tical methods utilized for analyzing spectral outputs when applying deconvolution
algorithms. In addition, the workflow of Chapter 1 is applied in practice, analyzing
a case study in which targeted analysis of specific amino acids is conducted. The
study highlights the interplay between DoE, deconvolution, and statistical analysis
in particular.

5.1 Statistical modelling
With the detection of signals covered in the previous chapter and paper 2, the next
step of the workflow (see figure 1.2 in chapter 1) is to conduct statistical analysis
of the deconvoluted results, such that the effect of treatment interventions may be
investigated. Within metabolomics, some of the most popular statistical modelling
methods are that of partial least squares discriminant analysis (PLS-DA)[98] and
principal component analysis (PCA)[99]. The main idea behind PCA is to have
principal components as a linear combination of the original variables’ orthogonal-
ity constraints that accounts for the maximum amount of variation in the data. The
principal components consist of a matrix product of scores and loadings. Here the
loadings are the weighting coefficients of each original variable and scores refer to
the values of each observation (or sample) on the principal components. Scores rep-
resent the transformed data in the principal component space (seen in score plots),
which can be used for further analysis or visualization. In particular, the applica-
tion of score plots is observed extensively throughout the metabolomic literature.
One example is found in a study of human plasma samples, where the effects of
nutritional conditions are investigated via NMR[100]. Here PCA was applied such
that the grouping of the responses could be investigated with respect to nutrient
conditions. Another example is found in a study of bacterial resistance pathways
using NMR[101]. In this study PCA was applied to view the groupings of bacterial
metabolome responses, disguising wild types from mutated strains. However, de-
spite PCA being heavily utilized to decompose NMR spectra, it is not guaranteed
to produce meaningful results, as the first few components may be influenced by
large peaks that do not hold any biological meaning[68]. Another factor is selecting
the number of components, as classic PCA does not offer a clear method for the
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selection process[68]. As an alternative, probabilistic PCA[102] can be utilized for
selecting the number of components in a non-heuristic manner.
The second method of PLS-DA is a supervised method based on the concept of PLS
regression. The method is used to model the relationship between two variables
being Xs (the spectral data matrix) and Y (response variable), by constructing a
set of latent variables, that explains the maximum covariance between the two vari-
ables. PLS-DA identifies the variables, or spectral regions, that are most important
for discriminating between the different sample groups. It achieves this by selecting
the principal components that maximize the separation between the groups while
minimizing the variation within each group. The resulting PLS-DA model can be
used to predict the class membership of new, unseen samples based on their NMR
spectra. The performance of a PLS-DA model can be assessed using various metrics,
such as classification accuracy, sensitivity, and specificity. In addition, the number
of components can be estimated by cross-validation, preventing overfitting and en-
suring valid models.
Numerous accounts of PLS-DA being applied in the metabolomics literature can
be found. One example is found in a metabolomic study of Chrons diseases[103].
Here, metabolic profiling was done via proton NMR, resulting in the classification of
healthy vs diseased based on PLS-DA. Specifically, the PLS-DA model was able to
discriminate between diseased and healthy via the lipid profile of each test subject.
Another study involving PLS-DA is found in the profiling of Peganum harmala L
via NMR[104]. Within this study, PLS-DA was utilized such that the metabolome
of Peganum harmala L could be classified during different stages of growth. The
PLS-DA model revealed, that during the summer months the levels of vasicine,
sucrose, choline, and valine were at their highest, whilst during winter proline, 4-
hydroxyisoleucine and choline levels were much higher than any of the other seasons.

Despite PLS and PCA being popular methods, these may not necessarily be the
obvious choice for analyzing a series of deconvoluted spectra. The reason is that the
deconvolution table outputs consist of individual signals rather than bins or contin-
uous signals. The single signals can prove to be a challenge, as different samples
may have different numbers of signals and each sample may have slightly shifted
signals. One possible solution for the latter would be to apply algorithms such as
icoshift[54], but effects such as pH might be lost in the process. Another possible
solution would be to store each signal in bins, but this would cause potential loss
of information, as the amplitudes of many peaks may be merged into one, causing
coupling patterns of smaller signals to vanish.

Another approach apart from PLS and PCA which does not require binning is that
of traditional general linear modelling (GLM)[105][106]. The GLM may in general
terms be set up as the following matrix notation:

Y =Xβm + ε. (5.1)

Here, Y is the amplitude response, X is the design matrix related to that of the
experimental design, and βm is a vector of fixed effects. Note that the subscript
of m is included such that the formulation may be disguised from previous uses of
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β. A GLM makes it possible to investigate the significance of specific fixed effects
(pH, temperature, concentrations of added compounds, etc) via multi-way ANOVA.
For the random variable (residual term) of ε it is assumed to follow that of an
iid (identically, independently distributed) Gaussian distribution (see the works of
Bolker[106] or Madsen[105] for more details). This implies that the model of (5.1)
is not valid without testing the model assumptions. The testing is carried out via
model diagnostics which is utilized within the case study of section 5.3.

The general process of performing a multi-way ANOVA typically involves two main
steps[107]. The first step aims to determine whether any main effects or interac-
tions (βm) are statistically significant contributors to the overall variability in the
data. To estimate the significance of effects, methods of either backward or forward
selection[108] may be employed. The backward method starts by assuming a full
model, gradually removing insignificant variables, whilst the forward method builds
the model one variable at a time, retaining only significant terms. For a small num-
ber of variables, the backward selection is preferred[108], whilst, for a large number
of predictors, the forward selection is usually applied[108].
However, algorithms such as leaps[109], applies a combination of both methods,
which for larger complex datasets may provide more adequate results. For the
evaluation of significance (e.g. model reduction), multiple tests may be conducted.
Some of the more common evaluation metrics are the Akaike information criterion
(AIC)[110], the Bayesian information criterion (BIC)[111], F-test[112] (testing sum
of squares effects) or likelihood ratio test[113]. Apart from the F-test, all other meth-
ods are likelihood-based methods, which evaluate the goodness of fit vs the number
of model parameters, thus these methods are used in model reduction. However,
instead of evaluating likelihood, the F-test method evaluates the decomposition of
the sum of squares, utilized in ANOVA to distinguish significant effects from non-
significant effects. Here partitioning the sum of squares is an important concept, as
different partitioning may lead to different results[114]. The most common types of
partitioning are type I, II, or III ANOVA[105]. The main difference between type I
and III is that type I depends on the order of effects, whilst type III is independent
of order. Type II on the other hand assumes that the main effects of each predictor
variable are independent of the other predictor variables, making it non suitable for
testing interactions. For work of this thesis, type III is applied as it is considered
the most robust of the portioning types[114][105].

The second step of hypothesis testing involves post hoc tests, which may include
pairwise comparisons to confirm the significant contributions of different factor lev-
els or to test for significant differences between factor levels. To lower the risk of
type 1 errors for multiple comparisons of different factor levels, the post hoc tests
are usually based on an adjusted p-value. The adjustment methods such as Bonfer-
roni correction[115], Holms method[116] or false discovery rate[117] are some of the
more common methods, with Bonferroni being the most strict adjustment method.

Within the literature of metabolomics multiple examples of GLMs have been ap-
plied, analyzing spectral responses. One example is found in a study profiling the
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metabolomic response of anorexia nervosa in serum samples using 1D NMR[118].
Here serum sample bio-markers of 65 women with anorexia nervosa, 65 women recov-
ering from anorexia nervosa, and 65 healthy women were compared using ANOVA.
The mean signal peak areas of each group were compared, further including BMI as
a covariate. The Bonferroni p-value adjusted post hoc comparisons revealed when
comparing the three groups, methanol was significantly higher in the groups recov-
ering from anorexia nervosa and with anorexia nervosa. Hence, the study concludes
that higher levels of methanol can be seen as a trait biomarker of anorexia nervosa.
An additional interesting detail was that when applying a different p-value adjusting
method of false discovery rate, the metabolites of methanol, glutamine, threonine,
glucose, and glycoproteins differed across the three groups.
A different example of general linear model-based hypothesis testing can be found
in a study analyzing the metabolomics response of diabetes 2 rats treated with
metformin[119]. In this study urine samples were analyzed via NMR. Hypothesis
testing was conducted between four groups of rats being lean, obese, type 2 diabetic
rats, and diabetic rats treated with metformin. The study applied ANOVA with
Tukey’s honest significant difference[120] for post hoc analysis. Here it was shown
that the metabolomic profile of the four groups exhibited significantly different con-
centrations of trimethylaimne, trimethylaimne N-oxid, phenylacetateglycine indoxyl
sulfate, and D-glucose. Specifically, the post hoc analysis indicated that trimethy-
lamine, trimethylaimne N-oxid, phenylacetylglycine, and indoxyl sulfate levels were
higher in metformin-treated rats when compared to diabetic rats. In addition, it
was shown that D-glucose was lowered in diabetic rats treated with metformin. The
study concluded based on the statistical evidence that metformin increased glucose
metabolism, whilst the remaining metabolites showed an increase in the growth and
activity of gut microbiota.

With the theory of statistical analysis and the ANOVA framework covered, a case
study is presented in the next section. The study aims at applying the workflow
presented in Chapter 1 figure 1.2, utilizing elements covered within this thesis in
practice. Highlight how DoE, deconvolution, and statistical analysis may aid in
linking specific treatment effects to specific spectral regions.

5.2 Programming environment
All scripts produced in this thesis are either made within the open source framework
of R[121] or Python[122]. The environments were chosen not only due to non-
propriety but also due to their many advantages. Python is excellent for development
with low memory usage and its PyTorch library[123] served as the backbone for the
NMR-Onion algorithm, enabling the usage of automatic differentiation and efficient
optimization. R has the benefit of having vast statistical libraries capable of handling
almost any analysis, hence R was chosen for all statistical data analysis of NMR-
Onion output. All code is stored on the author’s GitHub, found at the following
link www.github.com/Mabso1.
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5.3 Case Study
5.3.1 Introduction
In-situ spectra from biological samples are known to be very complex contain-
ing hundreds of known and unknown compounds at varying unknown concentra-
tions[124][125]. This complexity imposes two main challenges within targeted spec-
tral analysis, detection limitations and spectral resolution limitations[124]. The
limit of detection is specifically linked to equation (2.30) in chapter 2, describing
the ratio between a signal and noise floor of a spectrum. It should be noted that
there are no specific definitions in NMR for high vs low SNR ranges[126], hence it
is up to the operator to separate lower SNR signals from noise. In software such as
craft[59], no signals beyond 5dB are considered to be valid (default value), whilst in
NMR-Onion no default hard constraints are set, and it is up to the user to set the
lower boundary (see chapter 4).
To increase the limit of detection, for in-situ data, the methods covered within
Chapter 2 section 2.1.3 can be applied. However, as stated in section 2.3 care must
be taken when applying line broadening to increase SNR, as smaller signals found
within in-situ data may vanish.
The second challenge of spectral resolution is highly linked to spectral overlap, as
spectral information may be hidden within the overlapping parts of a spectrum[40].
Overlapping signals are very common within in-situ data, as multiple metabolites
may only be separated by a few Hz, resulting in highly convoluted regions. This
makes the separation of signals by visual inspection nearly impossible and results
highly biased.

To showcase how to accommodate the challenges presented in the previous para-
graph, a case study is constructed. The study utilizes the in-situ metabolomics
techniques presented throughout the entire thesis up until this point. The study
will follow the workflow presented in figure 1.2 whilst highlighting how deconvolu-
tion methods developed through the NMR-Onion framework may aid in detecting
targeted metabolites within 1D NMR spectra acquired from in-situ samples.

5.3.2 Study design
The purpose of this case study is to test how well the NMR-Onion framework works
within targeted metabolomic analysis of 1D NMR data. This study is meant as a
proof of concept and as such we wanted to make sure that samples contained the
targeted compounds at a detectable SNR level. Hence, the data analysis within this
study is constructed as simplified artificial in-situ samples. Complex real in-situ
samples containing unknown compounds at unknown SNR levels are left out for
now but will be analyzed in future studies.

The pseudo-in-situ samples generated for this study consisted of five amino acids at
different mixing ratios (see table 5.1). Combinations of two-level concentration were
investigated, being 0.1mM (low) and 1mM (high), thereby considering each amino
acid a treatment factor of interest(see table 5.1).

With the treatments shown in table 5.1, the objective of this case study was to
investigate if a change in spectral amplitude responses within specific regions of
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Table 5.1: Overview of experimental setup

Amino acid High conc (mM) Low conc (mM)
Histidine 1 0.1
Arginine 1 0.1
Lysine 1 0.1
Cystine 1 0.1
Glycine 1 0.1

interest (ROIs) could be linked to the concentration of specific amino acids.

To accommodate the objective, of deconvolution of each spectrum was carried out
by applying the NMR-Onion framework described in Chapter 4. However, blind
deconvolution of every spectral signal without considering prior knowledge regarding
peak positions would result in an overly complex analysis. Thus to incorporate prior
knowledge, specific reporter groups of each amino acid were targeted with the aim
of estimating amplitude responses conditioning on each factor. An overview of
the amino acid reporter groups can be found in table 5.2, containing the expected
chemical shift values and multiplicity for each reporter group.

Table 5.2: Overview of targeted amino acids reporter groups

Amino acid Chemical shift(ppm) Multiplicity J (Hz)
Histidine 3.01 dd 15.2,4.8
Histidine 3.12 dd 15.4,∼ 8
Histidine 3.86 dd 8, 4.8
Histidine 6.91 s -
Histidine 7.26 s -
Arginine 1.68 m -
Arginine 3.90 t 6.9
Lysine 1.51 t ∼ 7.5
Lysine 1.71 tt ∼ 6.6
Lysine 2.93 t ∼ 7.5
Cystine 3.98 dd ∼ 8,4
Cystine 3.0 dd 15,∼ 6.1
Glysine 3.47 s -

It should be noted that the chemical shifts of table 5.2 are not exact but serves as an
approximate location to construct targeted regions of interest which can be found
in the results section.

To investigate the effects of treatment interventions (see table 5.1) a null hypoth-
esis (H0) was set up. The H0 states that varying the concentrations of specific
amino acids does not affect the spectral amplitude responses of the targeted re-
porter groups, which may be formulated as
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H0 : θi = θj , (5.2)

which leads to the formulation of the reverse alternative hypothesis (H1)

H1 : θi ̸= θj (5.3)

Here θ represents a vector of experimental factors (k = 5) and i and j are the
two-factor levels (high and low concentration). In other words, if a significant ex-
perimental factor is detected, this would imply that the amplitude response (Y ) of
a targeted ROI changes with the increase/decrease of a specific amino acid concen-
tration. Therefore, one may be able to detect which amino acid is responsible for a
change in a spectral amplitude response within a given ROI.

When conducting hypothesis testing of multiple factors, an analysis of variance
(ANOVA - see section 5.2) is applied. Here the probability of observing a test
statistic based on a mean sum of squares ratio (MSEfactor/MSE) is evaluated and
the contribution of an effect is considered significant if the probability exceeds a
preset significance level of α[106]. For this study, we set the significance level of α
at 0.01.

Experimental design and design space modelling
To cover the entirety of the design space would require a total of N = 25 = 32
samples. The full design space would result in a design capable of resolving up
to 5-factor interactions. However, much of the design resolution may be seen as
redundant (see paper 1 of Chapter 3). Therefore, the design space may be reduced
by applying the sparsity of effects principle[62], in which higher-order terms are
neglected. The design space was reduced by choosing a fractional factorial resolution
V design where main effects are not aliased with higher order interactions and two-
factor interactions are not aliased with other two-factor interactions, but only with
higher order terms. The resulting design matrix can be found in table 5.3.

Within table 5.3, the letters A, B, C, D, and E each represent an amino acid with
A=Cystine, B=Lysine, C=Arginine, D=Glycine, and E=Histdine. Finally, the +1
and -1 indicates high and low concentration of the amino acid. It is worth mention-
ing that the design was randomized such that no bias may be introduced from the
order of experiments[127].

To link the spectral amplitude response vector (Y ) to the treatment interventions
of the design space, the following general fixed effect model formulation of equation
(5.4) was applied

Y =Xβm + ε. (5.4)

Here, X is the design matrix of size N × k + 1, which is almost equivalent to the
responses given in table 5.3, with the exception of the first column consisting solely
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Table 5.3: Overview of the 2k−1 fractional factorial design, the design generator was
set as E = ABCD

Run no. A B C D E
1 -1 -1 -1 -1 1
2 1 -1 -1 -1 -1
3 1 1 1 1 1
4 1 1 -1 -1 1
5 1 -1 1 1 -1
6 1 -1 1 -1 1
7 -1 -1 1 1 1
8 1 -1 -1 1 1
9 -1 1 1 1 -1
10 -1 1 -1 1 1
11 -1 1 -1 -1 -1
12 -1 -1 1 -1 -1
13 1 1 -1 1 -1
14 1 1 1 -1 -1
15 -1 -1 -1 1 -1
16 -1 1 1 -1 1

of ones such that an intercept is constructed. The second column of X corresponds
to column A in table 5.3, the third column to column B, and so on. The remaining
parameters of βm and ε correspond to the predictors and vector residuals. For the
residuals, it is assumed that these are independent and identically distributed (iid)
with 0 mean vector and covariance matrix of σ2I, which may be expressed as:

ε ∼ N(0, σ2I). (5.5)

To better align with the hypothesis formulated within equation (5.3) and (5.2), the
model of equation (5.4) is modified into equation (5.6), representing a traditional
ANOVA vector formulation in which each predictor is explicitly stated.

Yijkh = µ+ αi + βj + γk + δl + ζh + εijkh (5.6)

The predictors of equation (5.6) are each linked to the factors of A, B, C, D, and E
as shown in table 5.4 along with the levels of each factor

To evaluate which amino acids have a significant impact, the predictors of the model
found in table 5.4 are evaluated within the results section.

5.3.3 Experimental setup
The mixture ratios of the amino acids were set according to table 5.3, producing a
total of 16 datasets. D2O was added to each sample prior to spectral acquisition.
All spectra were acquired on a Bruker AVANCE III HD 800 MHz spectrometer
equipped with a 5 mm TCI cryoprobe. The data was acquired by applying a zg
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Table 5.4: Overview of model parameters

Amino acid parameter factor level
Histidine α i=1..2
Arginine β j=1..2
Lysine γ k=1..2
Cystine δ l=1..2
Glycine ζ h=1..2

pulse sequence, in addition, the digital filter was set as a baseopt rectangular filter
such that baseline and first-order phase distortions were minimized. All spectra
were acquired at 25◦ C, with a relaxation delay of 2 s, 128 scans, and 32K complex
data points.

5.3.4 Spectral preprocessing
Following the acquisition of raw spectral data, preprocessing was carried out fol-
lowing the scheme highlighted within figure 2.8 of section 2.3. All spectral data
were zero-filled to 64k and first-order phase correction was automatically carried
out utilizing the automatic first-order phase correction in topspin. After exporting
data from topspin to NMR-Onion, spectral alignment via the Icoshift algorithm
and ARpls with λ = 105 was employed to make sure peaks were aligned and a
flat baseline was achieved. It should be noted, that ARpls is only applied to aid
in peak detection and therefore the data passed to NMR-Onion is not baseline cor-
rected as the polynomial correction would alter the time domain in an unpredictable
fashion[128]. No additional line broadening was applied apart from the 0.3Hz expo-
nential decay window function.

To account for the amino acids reporter groups (see table 5.2), the bandpass filter
of NMR-Onion was utilized to define regions of interest (ROIs) matching reporter
groups’ positions. The resulting ROIs are located within table 5.5 found in the
results section.

5.3.5 Results
The band-pass filtering process of NMR-Onion resulted in a total of five regions of
interest containing all reporter groups found in table 5.2. The range of the regions
was selected such that the targeted ROIs were ensured to be contained within each
region, whilst also ensuring that no boundary was set in the middle of a peak.
Furthermore, the noise region (defining the filter noise floor - see section 2.3) was
set at a constant reference interval with no visible peaks or random spikes. The
resulting ROIs and noise ROI are found within table 5.5.

Each of the ROIs generated for the 16 datasets were deconvoluted generating three
NMR-Onion model candidates (see Chapter 4) and subsequently, the best model
from among the candidates was automatically chosen from the BIC. The resulting
deconvolution for each ROI is visualized for one full dataset in figure 5.1.

Apart from the visual deconvolution, the resulting amplitudes (raw and ratios) and
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Table 5.5: Overview of experimental regions of interest (ROI)

ROI No. lower bound (ppm) upper bound (ppm)
1 6.4 8.5
2 3.8 4.0
3 3.4 3.7
4 2.8 3.3
5 1.5 1.9

Noise ROI -0.2 -0.1
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Figure 5.1: (A) deconvoultion of first sub-ROI in ROI1. (B) deconvolution results
of the second sub-ROI of sub-ROI1 in ROI1. (C) Deconvoultion results of ROI 2.
(D) Deconvolution results of ROI 3. (E) Zoom in on a sub-ROI in ROI3. (F) Zoom
in on a second sub-ROI in ROI3. (G) Deconvolution results of ROI 4. (H) Zoom
in on the first sub-ROI of ROI4. (I) zoom in on the second sub-ROI of ROI4. (J)
zoom in on the third sub-ROI of ROI4. (K) deconvoultion results of ROI5. Larger
individual plots can be found in appendix A
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chemical shifts (ppm and Hz) are stored in a CVS file along with their uncertainty
estimates. The latter were computed by applying the bootstrap model of NMR-
Onion setting the number of bootstrap samples to 1000. With deconvolution, a list
of peaks and amplitudes is generated, but they cannot solely identify which peaks
belong to which compound. Therefore additional analysis had to be carried out,
matching detected peaks with the expected response of the reporter groups found
in 5.2. Within appendix A, an example of the NMR-Onion output is showcased for
two sub-ROIs corresponding to figure 5.1A, figure 5.1B and figure 5.1C.

The findings reported in appendix A were employed in conjunction with the re-
maining deconvolution tables generated by NMR-Onion to construct appropriate
sub-ROIs of deconvolution outputs. The sub-ROIs were generated such that the
frequency ranges were aligned with the targeted peaks of table 5.2. The generated
sub-ROIs are each outlined in table 5.6.

Table 5.6: Overview of experimental subregions of interest (sub-ROI)

sub-ROI No. lower bound (ppm) upper bound (ppm)
1 6.40 8.50
2 3.90 4.00
3 3.80 3.88
4 3.40 3.55
5 3.15 3.20
6 3.00 3.10
7 2.91 2.95
8 2.81 2.89
9 1.62 1.81
10 1.50 1.61

From the filtered sub-ROIs of deconvolution outputs (see table 5.6), statistical mod-
elling of the amplitude responses ensued with the goal of identifying significant fac-
tors for each sub-ROI of table 5.6. The model of equation (5.6) was investigated
by model diagnostics and reduced by applying a backward selection approach (see
section 5.1). At each reduction step, the models were evaluated by applying sub-
sequent F testing with the sum of squares partitioned in accordance with type III
partitioning (see section 5.1 ).
From the model diagnostics analysis, it was revealed that the model assumptions of
residual normality (equation (5.5)) were not met as shown in the quantile-quantile
plot (QQ-plot) in figure 5.2A.

To mitigate the lack of normality, a transformation of data was applied using a log
function for the amplitude responses. This resulted in the fixed effects becoming
adequately normally distributed, which is evident from figure 5.2B. Note that the
above QQ plots are the results of modelling the first sub ROI found in 5.6, but the
pattern was mostly identical in each ROI (see appendix D). Note that the outliers
of points 35 and 37 are removed, and outliers of all other spectra were also removed.

Having applied corrections such that the model assumptions are met, table 5.7
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(A) (B)

Figure 5.2: (A) QQ-plots for the fixed effects residuals before log-
transformation. (B) QQ-plot of fixed effects residuals after log transfor-
mation.

presents the outcomes of each model. Here the significant factors of the fully reduced
model for each region of interest (ROI) listed in table 5.6 are reported. The full
table of 5.7 provides details regarding the sum of squares error (SSE), the mean
sum of squares (MSS), degrees of freedom, F0-value, and corresponding P-values for
statistically significant factors. Note that the complete backward selection process
is available in Appendix B, showcasing a graphical overview.

In addition to table 5.7 a visualization of the modelling results are found in figure
5.3. The first sub-ROI is showcased within this section, whilst the reaming sub-ROIs
plots can be found in appendix C.

(A) (B)

Figure 5.3: (A) visualization of model correlation. (B) Treatment effect responses,
level 1 vs level 2.

To get a more exact estimate of the correlation plotted in 5.3A and the remaining
sub-ROIs (see figure A for each sub-ROI in appendix C), numerical correlations were
calculated and stored in table 5.8.

From the resulting factors of significance in table 5.7, the following information may
be extracted. For the first, third, and sixth sub-ROI, altering the concentrations
of amino acid E (histidine) is found to have a significant effect on the amplitude

In-Situ NMR based Metabonomics of Microbial Secondary Metabolites 57



Table 5.7: Overview of experimental regions of interest (ROI) modelling results.
The table contains the results of the final model, containing only significant factors.
Here A=Cystine, B=Lysine, C=Arginine,D=Glycine and E=Histidine.

sub-ROI 1 (8.50:6.40 ppm)
Factor SSE MSE DF F0 P-value

E 62.90 62.90 1 1305.40 2.20 · 10−16

sub-ROI 2 (4.00:3.90 ppm)
Factor SSE MSE DF F0 P-value

A 51.67 51.67 1 175.06 2.72 · 10−14

sub-ROI 3 (3.88:3.80 ppm)
Factor SSE MSE DF F0 P-value

E 7.52 7.52 1 7.76 1.01 · 10−2

sub-ROI 4 (3.55:3.40 ppm)
Factor SSE MSE DF F0 P-value

D 27.05 27.05 1 568.38 8.06 · 10−11

sub-ROI 5 (3.20:3.15 ppm)
Factor SSE MSE DF F0 P-value

C 16.91 16.91 1 36.28 1.72 · 10−6

sub-ROI 6 (3.10:3.00 ppm)
Factor SSE MSE DF F0 P-value

E 33.94 33.94 1 15.11 1.69 · 10−3

sub-ROI 7 (2.95:2.91 ppm)
Factor SSE MSE DF F0 P-value

B 15.40 15.40 1 15.71 2.93 · 10−4

sub-ROI 8 (2.89:2.81 ppm)
Factor SSE MSE DF F0 P-value

A 16.95 16.95 1 8.32 7.78 · 10−3

B 44.60 44.60 1 21.89 7.83 · 10−5

sub-ROI 9 (1.81:1.62 ppm)
Factor SSE MSE DF F0 P-value

B 43.30 43.30 1 36.72 1.80 · 10−8

C 17.20 17.30 1 14.62 2.15 · 10−4

sub-ROI 10 (1.61:1.50 ppm)
Factor SSE MSE DF F0 P-value

B 109.40 109.40 1 98.22 2.20 · 10−16

responses, whilst the remaining amino acids had no significant impact on the ampli-
tude responses. As for the fifth sub-ROI, it was found that amino acid C (Argine)
showed significant responses with respect to treatment interventions. For amino
acid D (glycine) only the fourth sub-ROI emerged as having a significant response.
Finally, for the remaining two amino acids of A (Cystine) and B (Lysine), sub-ROI
two had a significant response for A, whilst sub-ROI seven and ten indicated signif-
icant responses with respect to B. Interestingly, sub-ROI 8 and 9 did not emit one,
but two significant response, being linked to concentration alterations of A and B
for sub-ROI 8 and B and C for sub-ROI 9. It should be noted that since factors
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Table 5.8: Overview of Sub-ROI Pearson correlations

sub-ROI No. Correlation
1 0.98
2 0.92
3 0.55
4 0.99
5 0.90
6 0.79
7 0.75
8 0.73
9 0.80
10 0.75

only have two levels each, no post hoc analysis was conducted, as no adjustment
was needed.
The plots and table 5.8 also show, that in general a correlation above < 0.7 be-
tween observed and predicted was achieved for the most part, expected for sub-ROI
3, which exhibited much lower correlation than other sub-ROIs (see more in the
discussion).

The results and methods of analysis are further interpreted and discussed in the
next section.

5.3.6 Discussion
The first point of the discussion comes from comparing the expected responses of
5.2 with the factors of significance found in table 5.7. For the most part, the results
make sense, as the expected responses seemed to match the pattern of the signifi-
cant amplitude response of each sub-ROI with respect to treatment interventions.
One of the more interesting results is found in sub-ROI nine and ten, where the
responses are purely consisting of multiplets, making first-order assignment impos-
sible. However, by combining deconvolution with a targeted approach and a DoE
setup it was possible to gain value from these regions, identifying patterns within
the responses which could be linked to the experimental factors. However, it was
not possible to distinguish B from C in sub-ROI nine, which may be due to high
overlaps and spectral shifts occurring from both Lysine and Arginine. Comparing
the results with HMDB, it is found that a triple of triplets is reported at 1.71 ppm
for Lysine whilst a multiplet is found for Arginine at 1.68 ppm which may cause the
overlap. Nevertheless, the NMR-Onion algorithm in tandem with a GLM manages
to identify the correct amino acids at each sub-ROI. This strategy may be trans-
ferred to more complex scenarios where specific targeted regions are consisting of
purely mulitplets, such that the difference in amplitude responses may be linked to
specific treatment interventions. The strategy in complex scenarios does not alone
provide answers to ”what is in the mixture”, but it can aid in automatically iden-
tifying regions in which treatments have a significant impact. Another interesting
result is the two significant responses found in the eighth sub-ROI. The result implies
that the treatment interventions within the region are occurring due to significantly

In-Situ NMR based Metabonomics of Microbial Secondary Metabolites 59



altering amplitudes of both lysine (B) and cystine (A). Compared with table 5.2,
the result makes sense, as the cystine and lysine signals at 2.93 and 2.95 ppm are
highly overlapping and thus cannot be separated solely from amplitude response.
However, it is possible to manually investigate the output of a deconvoluted spec-
trum to identify exactly which signals belong to which amino acid. One method is
to use the DoE setup to separate the signals by comparing samples from high con-
centrations of A vs low concentrations of B or vice versa to pinpoint the peak origin.

The statistical modelling of the deconvolution showed in short that the general lin-
ear model was able to adequately model the data responses (see model diagnostic D
and model results B). The model successfully coupled the responses of each ROI to
one or two amino acids. Despite the aforementioned results, the GLM is not perfect.
This is especially observed for the amplitude responses found in sub-ROI 3, which
shows the lowest correlation values and highest deviations from normality for the
fixed effects (see QQ-plots (D) appendix D). One reason why the deviations from
normality occur could be that the log transformation of amplitude responses is not
generalizing well enough for all sub-ROIs. One option could be to employ a Box-Cox
transformation[129] instead of the log transformation. This might be an improved
transformation, as the log transformation is a special case of the Box-Cox transfor-
mation (when λ = 0)[129]. Apart from the model itself, the experiment might be set
up differently such that replicates are included. This would enable the usage of sta-
tistical quality control, such that Quality control samples[71] can be generated and
evaluated for each targeted ROI[130], identifying potential nuisance artifacts, possi-
bly interfering with treatment variance[130]. In addition, sample intra-correlations
may also be accounted for by introducing a linear mixed effect model[106]. Another
modification could be the introduction of an internal standard[131] such as Sodium
trimethylsilylpropanesulfonate (DSS) or Trimethylsilylpropanoic acid (TSP). The
addition would cause the output of the deconvolution to become quantitative, re-
lating amplitudes to concentrations.

As for the modelling of deconvolution outputs, there are other methods that may be
suitable for detecting the impact of experimental factors. Some of the most popular
methods are Partial least squares discriminant analysis (PLS-DA)[98] or ANOVA
simultaneous component analysis (ASCA)[70]. The ASCA framework could be a
particularly interesting framework to test out, as it is essentially an extension of
the GLMM ANOVA framework at high dimensions (when the number of variables
exceeds the number of observations). Also, the ASCA framework might be an ob-
vious choice, as it requires an underlying DoE[70], which has been applied during
this study. The reaming methods of PLS could work, but in this case, the study is
not considered a classification problem (the deconvolution response is not aimed at
investigating different metabolite classes, healthy vs sick, or other common classi-
fication problems) and therefore these methods may not be an obvious choice. In
summary, it would for future studies, be interesting to combine that of ASCA with
NMR-Onion, comparing the results of the hypothesis testing found with the GLMM
approach to the ASCA multivariate approach.
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5.3.7 Conclusion
From the results and discussion, it may be concluded that the effects of altering sam-
ple concentrations may be correlated with specific amino acids at given frequency
ranges. This was evident as general linear effect modelling concluded that significant
treatment interventions were found solely for one or few amino acids within a given
sub-ROI matching the expected report group values of table 5.2. Furthermore, it is
concluded that the fractional factorial design of the experiment lowered the exper-
imental space significantly whilst still retaining the significant factors. Finally, it
is concluded deconvolution using NMR-Onion successfully identifies targeted peaks
found in various concentrations across different samples.
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Chapter 6

Conclusion and Future
perspectives

6.1 Conclusion
The first aim of automatic detection and uncertainty evaluation of targeted peaks
was fulfilled by creating the novel detection/quantification framework of NMR-
Onion (paper 2). The second aim of the thesis was to ensure robust data generation
and analysis with a metabolomic pipeline. The aim was partly completed by es-
tablishing a robust workflow, highlighting the need for quality data generation, and
combining design of experiments with statistical quality control (paper 1). Fur-
thermore, the workflow generated within this thesis was applied to a case study
investigating a mixture of amino acids, acting as pseudo-in-situ data. However, the
apporch needs to be further tested for real complex NMR in situ data. A further
elaboration of the conclusions for each part of the thesis is further emphasized in
the next paragraphs.

In Paper 1 design of experiments (DoE) and statistical quality control (SQC) were
reviewed in the context of a metabolomic workflow (eg. DoE, SQC, and hypothesis
testing). The aim of the review was two folded. The first aim was to highlight some of
the theoretical concepts of DoE, such that the choice of design would be adequately
linked to the specific type of study (optimization or screening). The DoE part linked
the theoretical aspects of the review to various studies of both NMR and MS-based
metabolomics, in which DoE was applied such that maximum information could be
attained from the smallest sample space possible, saving both time and effort. This
led to a suggested baseline workflow for DoE within metabolomics, creating a road
map for optimal data generation within screening and optimization studies.
The second aim of the review was to introduce the concepts of SQC, focusing on
the quantification of experimental repeatability and possible calibration methods for
common challenges. The SQC part of the review highlighted studies both within
NMR and MS which employed SQC to quantify and calibrate metabolomic data.
This led to the creation of an SQC workflow which may serve as a baseline for
measuring and potentially correcting data within a metabolomic study.
The NMR-Onion algorithm of paper 2 sets itself apart from previous algorithms,
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as it considers multiple novel time domain models, and evaluates data repeatability
via potential resolved peaks. From the two case studies of paper 2, the algorithm
was shown to be capable of fitting multiple signals at different SNR values with high
resonace/signal overlaps for various degrees of spectral complexity (eg. the number
of signals). In addition, it was shown that the algorithm in some cases outperformed
that of Mnova GSD, detecting more signals than the GSD algorithm. Summing up,
paper 2 concluded that the NMR-Onion algorithm is a robust framework capable of
detecting, deconvoluting, and evaluating the repeatability of specific targeted peak
areas.

The case study of chapter 5 within this thesis demonstrated how NMR-Onion may be
utilized within a larger metabolomic pipeline, applying the workflow highlighted in
figure 1.2 for targeted analysis. The study was designed as a resolution V fractional
factorial design, with each factor (five in total) attributed to the concentration
of amino acid spanning two levels of high (1mM) and low (0.1mM). NMR-Onion
was utilized to deconvolute specific targeted ROIs linked to the targeted reporter
groups of each amino acid. Through the usage of general linear effect models, it
was concluded that changes in spectral amplitudes within specifically selected ROIs
across samples could be correlated with specific treatment interventions (changes in
concentration levels) set up in the experimental design. In other words, the peaks
and amplitudes identified by NMR-Onion could be linked to specific amino acids.

6.2 Future perspectives
For the research conducted within this thesis, various possibilities exist for the appli-
cation of the developed workflow/pipeline in future research endeavors. The NMR-
Onion program within the workflow may be utilized for any in-situ detection purpose
such as drug discovery, disease diagnostics, or personalized medicine to mention a
few areas. However, the main purpose for which the pipeline was built was to an-
alyze the metabolomic profiles and responses of microbial communities, identifying
the role of secondary metabolites. Hence for future endeavors, the program and
workflow can be applied for analyzing microbial NMR data, uncovering the diver-
sity (RQ2) and function of secondary metabolites (RQ3). For future expansions of
the pipeline, the output generated by the NMR-Onion framework may be coupled
with database matching. This would enable a more rapid analysis, as the automated
detection would be coupled to that of automatic compound identification possibly
via a deep learning approach. Another near-future update would be the addition
of a graphical user interface for the program, as this would enable the usage for a
wider audience as fewer programming skills are needed. The metabolomic data may
even be combined with that of genomics data, such that the expression of genes
may be linked to that of microbial metabolomic profiles or it could be coupled to
that of MS data to gain border chemical insights. This could eventually lead to
a broader understanding of microbial communities within different niches, as un-
covering chemical complexity may aid in uncovering the complexity of microbial
interactions and the role of secondary metabolites.
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Appendix A

NMR-Onion deconvoultion output

Table A.1: NMR-Onion output for two experimental sub-region in one dataset. The
confidence interval (CI) for the chemical shifts was set a 95%. Overlapping CIs are
marked with a star symbol. Note that the multiplicity is manually assigned whilst
the rest of the columns are taken directly from NMR-Onion

sub-ROI No. Chemical shift (ppm) lower CI (ppm) upper CI(ppm) J (Hz) multiplicity Amplitude height
1 6.821∗ 6.816 6.824 - - 11188.280
1 6.823∗ 6.821 6.825 - - 21588.194
1 6.942 6.939 6.943 - s 1616350.182
1 7.060 7.057 7.063 - - 21835.350
1 7.511 7.508 7.513 - - 27241.110
1 7.642 7.640 7.644 - s 1550771.714
1 7.772 7.768 7.775 - - 26343.050
1 7.955 7.951 7.957 - - 28056.470
1 8.380 8.377 8.384 - - 11676.760
2 3.810 3.809 3.811 4.6,8.3 m 521104.728
2 3.814 3.813 3.815 4.6,8.5 m 404279.189
2 3.817 3.817 3.82 5.2,8.3 m 702890.560
2 3.821∗ 3.820 3.822 - - 27793.815
2 3.822∗ 3.822 3.822 5.2,8.5 m 613178.961
2 3.836 3.836 3.836 - - 42411.997

74 In-Situ NMR based Metabonomics of Microbial Secondary Metabolites



7 .6 07 .6 27 .6 47 .6 67 .6 87 .7 07 .7 27 .7 4
p p m

0 .0 0

0 .2 5

0 .5 0

0 .7 5

1 .0 0

1 .2 5

1 .5 0

1 .7 5

2 .0 0
In

te
ns

it
y

1 e 6 Mod e l re s u lt s ( 6 .4 -8 .5 p p m )

Un d e rlyin g  s ig n a l
Ra w d a ta
Fit t e d  m od e l
Re s id u a ls

(A)

Figure A.1: Zoom in on figure A of the deconvoultion output in chapter 5.
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Figure A.2: Zoom in on figure B of the deconvoultion output in chapter 5.
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Figure A.3: Zoom in on figure C of the deconvoultion output in chapter 5.
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Figure A.4: Zoom in on figure D of the deconvoultion output in chapter 5.
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Figure A.5: Zoom in on figure E of the deconvoultion output in chapter 5.
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Figure A.6: Zoom in on figure F of the deconvoultion output in chapter 5.
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Figure A.7: Zoom in on figure G of the deconvoultion output in chapter 5.
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Figure A.8: Zoom in on figure H of the deconvoultion output in chapter 5.
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Figure A.9: Zoom in on figure I of the deconvoultion output in chapter 5.
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Figure A.10: Zoom in on figure J of the deconvoultion output in chapter 5.
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Figure A.11: Zoom in on figure K of the deconvoultion output in chapter 5.

80 In-Situ NMR based Metabonomics of Microbial Secondary Metabolites



In-Situ NMR based Metabonomics of Microbial Secondary Metabolites 81



Appendix B

Backwards selection

Model backwards selection

(A) (B)

(C) (D)

(E) (F)

(G) (H)

(I) (J)

Figure B.1: Figure A-J shows the graphical backwards selection process of each
Sub-ROI (A=Sub-ROI1, B=Sub-ROI2 ... J=Sub-ROI10). Each line show the effect
size and confidence interval (CI) for each of the coefficients for the general linear
effect models at a given model size. A non-significant term is found and removed if
the coefficient confidence interval contain 0 (the CI overlaps with 0).
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Appendix C

Model visualizations

(A) (B)

Figure C.1: (A) visualization of model correlation of sub-ROI 2. (B) fixed effect
responses of sub-ROI 2.

(A) (B)

Figure C.2: (A) visualization of model correlation of sub-ROI 3. (B) fixed effect
responses of sub-ROI 3.
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(A) (B)

Figure C.3: (A) visualization of model correlation of sub-ROI 4. (B) fixed effect
responses of sub-ROI 4.

(A) (B)

Figure C.4: (A) visualization of model correlation of sub-ROI 5. (B) fixed effect
responses of sub-ROI 5.

(A) (B)

Figure C.5: (A) visualization of model correlation of sub-ROI 6. (B) fixed effect
responses of sub-ROI 6.

(A) (B)

Figure C.6: (A) visualization of model correlation of sub-ROI 7. (B) fixed effect
responses of sub-ROI 7.
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(A) (B)

Figure C.7: (A) visualization of model correlation of sub-ROI 8. (B) fixed effect
responses of sub-ROI 8, B=Lysine (yellow) and A=Cystiene (red).

(A) (B)

Figure C.8: (A) visualization of model correlation of sub-ROI 9. (B) fixed effect
responses of sub-ROI 9, B=Lysine (red) and A=Argininie (yellow).

(A) (B)

Figure C.9: (A) visualization of model correlation of sub-ROI 10. (B) fixed effect
responses of sub-ROI 10.
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Appendix D

Model diagnostics

(A) (B) (C)

Model diagnostics sub-ROI 1

Figure D.1: (A) Visualization of variance homogeneity. (B) Residuals vs factor
responses. (C) Normality visualization for fixed effects.
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(A) (B) (C)

Model diagnostics sub-ROI 2

Figure D.2: (A) Visualization of variance homogeneity. (B) Residuals vs factor
responses. (C) Normality visualization for fixed effects.

(A) (B) (C)

Model diagnostics sub-ROI 3

Figure D.3: (A) Visualization of variance homogeneity. (B) Residuals vs factor
responses. (C) Normality visualization for fixed effects.
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(A) (B) (C)

Model diagnostics sub-ROI 4

Figure D.4: (A) Visualization of variance homogeneity. (B) Residuals vs factor
responses. (C) Normality visualization for fixed effects.

(A) (B) (C)

Model diagnostics sub-ROI 5

Figure D.5: (A) Visualization of variance homogeneity. (B) Residuals vs factor
responses. (C) Normality visualization for fixed effects.
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(A) (B) (C)

Model diagnostics sub-ROI 6

Figure D.6: (A) Visualization of variance homogeneity. (B) Residuals vs factor
responses. (C) Normality visualization for fixed effects.

(A) (B) (C)

Model diagnostics sub-ROI 7

Figure D.7: (A) Visualization of variance homogeneity. (B) Residuals vs factor
responses. (C) Normality visualization for fixed effects.
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(A) (B) (C)

Model diagnostics sub-ROI 8

Figure D.8: (A) Visualization of variance homogeneity. (B) Residuals vs factor
responses (B=Lysine and A=Cystine). (C) Normality visualization for fixed effects.

(A) (B) (C)

Model diagnostics sub-ROI 9

Figure D.9: (A) Visualization of variance homogeneity. (B) Residuals vs factor
responses (B=Lysine and C=Arginine). (C) Normality visualization for fixed effects.
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(A) (B) (C)

Model diagnostics sub-ROI 10

Figure D.10: (A) Visualization of variance homogeneity. (B) Residuals vs factor
responses. (C) Normality visualization for fixed effects.
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Paper 1
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Abstract

Background Metabolomics data is often complex due to the high number of metabolites, chemical
diversity, and dependence on sample preparation. This makes it challenging to detect significant differ-
ences between factor levels and to obtain accurate and reliable data. To address these challenges, the
use of Design of Experiments (DoE) and Statistical Quality Control (SQC) techniques in the setup of
metabolomic experiments is crucial. DoE techniques can be used to optimize the experimental design
space, ensuring that the maximum amount of information is obtained from a limited sample space.
SQC techniques can be used to identify and monitor sources of variation, enabling researchers to con-
trol and reduce the variability in their experiments.
Aim of Review This review aims at providing a baseline workflow for applying design of experiment
(DoE) and statistical quality control (SQC) when generating metabolomics data.
Key scientific concepts of review The review provides insights into the theory of DoE and SQC
techniques. The review showcases the theory being put into practice by highlighting different examples
of SQC and DoE being applied in metabolomics throughout the literature, considering both targeted
and untargeted metabolomic studies in which the data was acquired using both nuclear magnetic res-
onance (NMR) spectroscopy and mass spectrometry techniques. In addition, the review presents DoE
concepts not currently being applied in metabolomics, highlighting these as potential future prospects

Keywords: Design of Experiments · Metabolomics · Nuclear magnetic resonance · Mass spectrometry ·
Statistical quality control

1 Introduction

Metabolomics is an important tool for analyzing
the metabolomic response in many biological
systems. The metabolomic response may be eval-
uated through a targeted or untargeted approach

focusing on determining the presence/absence
and/or concentration of specific metabolites,
related to specific experimental settings being the
end goal. Whereas a non-targeted analysis, there
is no specific target present, but the metabolome
as a whole is evaluated with respect to the

1
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impact of the experimental condition, the goal
being observing and examining the difference in
responses. Examples of targeted and non-targeted
analysis thought the literature are many, but some
of the major areas are food authenticity e.g. meat
(von Bargen et al, 2014) or wine (Pinu, 2018),
personalized medicine (Song et al, 2020; Zhang
et al, 2020; Breier et al, 2014) or within ecology
(Vetting et al, 2015; Poulin and Pohnert, 2019).

The aforementioned studies may be from
diverse scientific fields, but they all have the same
scope in mind.

• Can the acquired metabolomics data explain
a certain biological/sensory/chemical outcome
given different experimental conditions?

• Would certain conditions produce a different
metabolomics outcome?

Therefore, the metabolomic outcome can
either be seen as the response or a covariate,
explaining a different response such as in diagnos-
tics of diseases (Geng et al, 2020) or sensory inves-
tigations (Castro-Alves et al, 2021). Despite the
goal, of uncovering the effect of the metabolome
within the aforementioned fields, metabolomics
studies are highly driven by mathematical hypoth-
esis testing, that is can the significance of exper-
imental factors within the design space of the
study be identified? Or can the response be pre-
dicted from the metabolomic outcome (based on
an experimental design space)? The relation for
investigating the significance of experimental fac-
tors within a design linked to a metabolomic
outcome may be mathematically written as:

H0 : θi = θj (1)

H1 : θi ̸= θj , (2)

Here θ represents a vector of experimental fac-
tors such as temperature, media composition, pH,
species, etc., found at the factor levels of j and
i (or possibly more). As an example, a two-level
factor setting could be the recording of responses
based on pH at i = 7 and i = 5. The Null hypoth-
esis H0 states that the response of the factor levels
(i and j) are identical. This implies that a sig-
nificant difference between the response recorded
at the i′th and j′th level would only occur if the

probability (p-value) of H0 being true is lower
than a given level of significance (traditionally
set at α = 0.05). The reversely is stated in the
alternative hypothesis H1, given that factor levels
are assumed to be different. The goal of hypoth-
esis testing is thus falsifying the H0 at certain
levels, indicating a factor or sub-level of the fac-
tor would have a significant impact on the design
space. The most common statistical method of
hypothesis testing, within a design space, is that
of analysis of variance (ANOVA) (Girden, 1992),
while the design space itself is set up through
design of experiments (DoE) (Madsen and Thyre-
god, 2011). In addition to the DoE, the aspect
of statistical quality control (SQC) (Montgomery,
2009), ensures the reproducibility and validity of
data, increasing certainty that a possible signif-
icant effect does not occur due to instrumental
error or other measurement artifacts (Broadhurst
et al, 2018; van der Kloet et al, 2009).

To emphasize how an optimal design space
may be set up and analyzed within a metabolomic
framework, we have reviewed, recent literature
within DoE and SQC, highlighting the ongoing
efforts in the metabolomic field to secure the gen-
eration of optimal informative data which is of key
importance in an increasingly data-driven world.

2 Statistical study design

Within metabolomics, experiments are often for-
mulated to determine the effects of treatment
interventions based on data. However, the data
is not unlimited, as experiments can be tedious,
time-consuming, and expensive. Therefore, effec-
tive usage of sample size and replicates needs to
be considered when generating data, that is opti-
mal organization of samples within a design space
such that maximal information is achieved with
respect to (w.r.t.) treatments effects interventions,
utilizing as few samples as possible. To achieve
optimal design space organization, the concept of
DoE plays a key role in ensuring proper data gen-
eration. The principles of DoE are heavily used in
classical industries such as maintenance and repair
(Hill et al, 2017) as part of the six-sigma princi-
ple (Montgomery, 2009), but has also found its
way into many diverse fields such as surgery opti-
mization (Bertolaccini et al, 2015) or laboratory
efficiency improvements (Inal et al, 2018). The
increased usage is also evident in metabolomics in
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which the usage of DoE has been steadily increas-
ing over the past 20 years (see figure 1). However,
blindly applying DoE leads to poor results, as no
one size fit all design type exists and different
design types are suited for different types of exper-
iments. Therefore, to aid in deciding which types
of design may be helpful in common experiments,
we emphasize some of the more applicable designs
for metabolomics in the next paragraphs.

2004 2007 2010 2013 2016 2019 2022
Year

0

15

30

45

60

75

90

Pu
bl

ica
tio

ns

DoE publications in metabolomics
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Fig. 1 Journal papers within metabolomics involving DoE
over the past 20 years. Results found within Web of Science,
searching the phrase: ”metabolomics design of experi-
ments”

It should be noted that there are many other
types of design principles than presented in this
review, and for the more curious readers or those
not too familiar with DoE, we recommend the
books of Montgomery (Montgomery, 2008) and
Quinn (Quinn and Keough, 2002). Montgomery
explains DoE aimed at an audience with math-
ematical/engineering background, while Quinn
explains DoE based on a biological/chemical back-
ground.

2.1 Design types

There are many experimental designs, and choos-
ing the correct one can often be difficult. In
general, the choice of design should be made
based on the resolution level required to answer
a specific experimental question. In metabolomics
the experimental questions vary greatly, spanning
everywhere from cancer diagnostics to cheese qual-
ity optimization. However, despite differing fields,
two types of settings within DoE are commonly

encountered throughout all the metabolomics lit-
erature, being either screening or optimization
investigation studies.

2.1.1 Screening designs

When screening for factors of importance without
a proper design, the number of possible combina-
tions quickly becomes an issue. As an example,
investigating k=5 factors at p=2 levels with r=3
replicates would require 96 samples for the design
space to have full resolution, resulting in a pk full
factorial design (FFD). The term full resolution
refers to the design, being able to capture informa-
tion w.r.t all factor effects and their interactions.
In the case of 5 factors, the design would be able to
capture and test the significance of all main effects
and up to 5 order interaction effects. The FFD is
by no means wrong for screening, but is it suit-
able? Here, the concept of achieved resolution vs
needed resolution should be considered, that is one
should take into account resolution redundancy of
higher order terms when screening for significant
main effects or possibly including 2-factor interac-
tions.
The sparsity of effects principle (Wu and Hamada,
2011) that comes with the factorial design can be
applied to accommodate resolution redundancy.
The principle implies that interactions above a
certain resolution level do not contain significant
information and may safely be aliased with lower
order terms when modelling the data, leading to
a fractional factorial design (Frac-FD) of 2k−p.
To clarify the concept of aliasing and resolution,
we consider the previously mentioned five-factor
example, consisting of factors A, B, C, D, and
E. In a screening context, as often occurs in
metabolomics, the goal would be to assess the sig-
nificance of main effects and possibly two-factor
interactions. To do so efficiently, the goal would be
to make sure the two-factor interactions and main
effect are not aliased with one another (the sig-
nificance of an effect is not the result of an effect
being aliased/confounded). The simplest approach
would be a half-fractional factorial design of 25−1,
making the resolution V design of table 1.

The resulting effects of imposing the generated
design of table 1 onto an experimental set would
be a sample reduction from 32 to 16 samples per
replicate. How does this make sense? The idea is
to use a generator for the design I = ABCDE,
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Table 1 Overview of 25−1 fractional factorial design,
including treatments (Tr.) and aliasing structure.

Run A B C D E Tr. Alias

1 - - - - + E E = ABCD
2 + - - - - A A = BCDE
3 - + - - - B B = ACDE
4 + + - - + ABE ABE = CD
5 + - + - + ACE ACE = BD
6 + + + - + BCE BCE = AD
7 + + + - - ABC ABC = DE
8 - - - + - D D = ABCE
9 + - - + + ADE ADE = BC
10 - + - + - BDE BDE = AC
11 + + - + - ABD ABD = CE
12 - - + + + CDE CDE = AB
13 - - + + + ABD ABD = CE
14 + - + + - ACD ACD = BE
15 - + + + - BCD BCD = AE
16 + + + + + ABCD ABCD = I

with I being the identity column. Hence express-
ing the missing factor E as E = ABCD, therefore,
E is now aliased with ABCD. Consequently, as
higher order terms have less impact, the point is
E is effectively measured from I. One, may find
the aliasing structure for the rest of the effects and
interactions as I ·A = A2BCDE = BCDE, hence
A is aliased with the four order effect of BCDE.
A continuation of the calculation would eventually
generate all rows of table 1.
Ultimately, the defining relation in table 1 can be
modified further as I = ABD = ACE = BCDE
such that only main effects become distinguish-
able, imposing the design generator of D = AB
and E = AC, resulting in a resolution III 25−2

frac-FD design stated in table 2

Table 2 Overview of 25−2 fractional factorial design,
including treatments (Tr.) and aliasing structure.

Run A B C D E Tr. Alias

1 + - - - - A A = BD = CE
2 - + - - - B B = AD = CDE
3 - - + - - C C = AE = BDE
4 - - - + - D D = AB = BCE
5 - - - - + E E = AC = BCD
6 - + + - - BC BC = DE = ACD = ABE
7 - - + + - CD CD = BE = ABC = ADE
8 + + + + + ABCDE ABCDE = I

The design based on table 2, results in 8 sam-
ples per replicate. No further meaningful fractions
can be adapted, as main effects would be aliased
with main effects making for an indistinguishable

response. Generally, all designs based on facto-
rial design can be found in tables or generated
via computer programs such as R (RStudio Team,
2020) or SAS JMP (Institute, 1985). For none pro-
gramming experts we recommend SAS JMP over
R as a GUI is provided, though the program is
proprietary software.

The general two-level resolution screening
design types are visualized for 3,4,5 and 6 factors
in figure 2, stating both the number of runs (N)
and the effects of choosing a specific design.

Another design type extensively applied
within metabolomics is the designated screen
design method of the Plackett Burman design
(PBD) (Vanaja and Rani, 2007). This type of
design can be used for certain scenarios where
the number of runs is equal to a multiple of
4, testing up to k=N-1 factors with the largest
smallest design being N=12 and k=11 (when N
is a power of 2, a fractional factorial design is
achieved (Vanaja and Rani, 2007)). Unlike the
resolution III design, the PBD has a complicated
aliasing structure between main and quadratic
effects, in which partial aliasing is present. For
instance when N=12, the main effects are aliased
with two-factor interactions not involving the
effect itself. Hence, care must be taken with this
type of design, as it is excellent for determining if
a main effect has a significant contribution, but
not for determining the exact contribution of the
effect. Therefore, PBD is an efficient design, but
it has a risk of introducing type 1 errors (detect-
ing false positives). However, during early phase
screening type 1 errors are not crucial, as non-
significant factors would eventually be detected
through further testing. An upside is that the risk
of type 2 errors (false negative) is lowered with
this type of design, as potential significant effects
are not discarded, though they can be masked
by partial aliasing. In summary, PBD is suitable
for removing the most insignificant factors during
initial screening but should be backed up with
a different design for a more exact estimation of
effects (eg frac-FFD or FFD when sample space
has been lowered).

In addition to screening of identical factor lev-
els, the need for identifying factors of importance
within a mixed-level scenario is at times required
within metabolomics (eg. one factor may have 2



Springer Nature 2021 LATEX template

Article Title 5

Resolution III  : Aliasing of main effects and two factor interactions
Resolution IV : No aliasing of main effects with two factor interactions, two factors interactions aliased with other two factor interactions
Resolution V  : No aliasing of main effects with two factor interactions, two factors interaction aliased with three factor interactions
Resolution VI : No aliasing of main effects with two factor interactions, two factors interaction aliased with four factor interactions
Placket Burman : Partial aliasing structure between main effects and second order terms

Resolution III 
N=26-3

Resolution IV 
N=26-2

Resolution VI 
N=26-1

Full Resolution 
N=26

6 Factors

Plackett-Burman 
N=12

Resolution IV 
N=24-1

Full Resolution 
N=24

4 Factors

Resolution III 
N=25-2

Resolution V 
N=25-1

Full Resolution 
N=25

5 Factors

Plackett-Burman 
N=12

Resolution III 
N=23-2

Full Resolution 
N=23

3 Factors

Overview of different experimental designs for screening

Fig. 2 Overview of different screening designs for 3,4,5 and 6 factors including the effects of choosing a specific design
resolution.

levels whilst another has 3 levels). Efficient screen-
ing designs for mixed-level experiments may be
generated by applying the Taguchi designs (TD)
(Kacker et al, 1991). The main idea of TD is
to construct orthogonal arrays such that factors
may be evaluated independently, despite being
of a highly fractional design. Table 3 shows an
example of a mixed-level TD design of 4 two-level
factors (A, B, C, D) and 1 four-level factor (E),
resulting in N=8 runs, whereas a full combination
would yield N=20 runs. The design is denoted to
be L8(24×41), indicating eight experimental trials
capable of investigating up to 4 two-level factors
and 1 four level factor.

The side effect of the TD being highly orthog-
onal is that limited information about interaction
effects may be extracted, making TD suitable
for identifying main effects. We note that within
metabolomics the TD mixed-level design is rarely
if ever utilized (perhaps due to the usage of opti-
mal design algorithm instead), nevertheless, the
technique is included, as it is a standard method
implemented within most software.

Table 3 Overview of L8(24×41) Taguchi design,
numbers within each factor column indicate factor level.
A, B, C, and D can either be 1 or 2 whereas E can be 1,
2, 3, or 4

Run A B C D E

1 1 1 1 1 1
2 2 2 2 2 1
3 1 1 2 2 2
4 2 2 1 1 2
5 1 2 1 2 3
6 2 1 2 1 3
7 1 2 2 1 4
8 2 1 1 2 4

2.1.2 Optimization

Having identified significant main effects (possibly
including 2-factor interactions) during screening,
the subsequent step would often be the optimiza-
tion of experimental conditions. To achieve an
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optimized design, relaying the effects of higher-
order terms such as quadratic effects (A2,B2, etc.)
is often crucial. However, blindly applying a sim-
ple FFD design to extract quadratic information
be very costly. The increased cost arises from the
inclusion of an additional factor level needed for
proper investigation, that is a 2k design becomes
a 3k design, increasing from 8 samples per repli-
cate to 27 samples per replicate (see figure 3A).
To overcome the challenges of an additional fac-
tor level, a popular method is the use of response
surface methodology (RSM) designs (Box and
Wilson, 1951), in which the Box-Bekhen design
(BBD) figure 3B and central composite design
(CCD) (Bhattacharya, 2021) figure 3C are very
popular choices in metabolomics.

In principle, BBD and CCD achieve the same
goal of generating quadratic information, there-
fore it can be difficult to know when to apply
which of the two designs. In general, the BBD
should be applied if there is a high confidence in
the design space limits, that is no settings make
sense outside a certain concentration, tempera-
ture, pH, etc within the design space. The CCD
enables investigating settings outside a strictly
defined region (the range of factors in the facto-
rial design) via axial points (or star points) and
includes the corners of a design space - see figure
3C.

The concept of organizing axial points in the
CCD may not be very clear, for what is a suitable
range outside the factor range? To clarify, the
concept of design rotatability is introduced. For
a design to be rotatable, the response prediction
variance should be the same for all points with
an equal distance from the design center, such
that equal estimation precision is achieved in
all directions (Draper, 2008). To achieve rotata-
bility, some of the most common organizing
methods are the spherical design (SD) or the
general rotatable design (GRD). The SD provides
a uniform distance of α =

√
k from the center

with k=number of factors and are thus rotatable
since they have an equal prediction variance. The
GRD has a distance of α = (2k)1/4 this has the
same properties regarding rotatability, but at
larger values of k produces much larger distances
than the SD. Thus in many real applications,
the GRD-based star points may be difficult to
measure due to value constraints of the design

space, whilst the SD-based star points are more
obtainable. A special case occurs when α = 1,
resulting in axial points being on the boundary of
the design space known as a face-centered central
composite design (CCF) (Montgomery, 2008).
The CCF can be applied if one is uncertain of
the extremeness of axial points or if certain con-
ditions cannot be outside the range of the design
space. Comparing CCF with BBD, the difference
is still the extremeness, as CCF includes corner
points, whilst BBD does not. So, BBD produces
a more narrow design than CCF and can be used
if one is very certain of the design space.

2.2 Computer aided designs

For optimization, all of the above techniques only
work within a regular symmetric design space
(factors are varied systematically and uniformly
across samples). However, cases with irregular
design space (factors are not varied uniformly
across samples, or the experimental conditions
are not the same for all samples) often occur,
where the design space is not a cube or sphere.
The cause of irregularities can be experimental
constraints, for instance, a specific combination
of too high or too low pH and temperature may
cause the experiment to fail. A second cause
would be if one of the factors in the experiment
is categorical (non-quantitative factors, such as
solvent types, bacterial species, blood type, etc),
as no standard design exists (Montgomery, 2008)
involving categorical factors.
To overcome the aforementioned challenges,
computer-aided optimal designs were developed,
presenting a wide array of criteria for evaluating
the quality of an optimal design (Montgomery,
2008). There are multiple algorithms to perform
the optimal design for irregular design space.
Some of the most widely used are the D, A, G,
or V optimal design (Montgomery, 2008). Each
of these designs has different properties but is
essentially built using the same principle, relying
on the evaluation of candidate points for opti-
mal treatment combinations through computer
algorithms. One example is the Fedorov exchange
algorithm (Miller and Nguyen, 1994) which can
be applied (with some modifications) to generate
the D, A, and V optimal design. The A, V, and G
designs are not, to the best of our knowledge, used
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3 level 3 factor full
factorial design

A

(+1,-1,0)
(-1,-1,0)

(-1,+1,0)

(+1,0,-1)

(0,-1,+1)
(0,0,0)

(+1,+1,0)

(0,+1,-1)
(-1,0,+1)

3 level 3 factor Box-
Behnken design

(-1,-1,+1)

(-1,+1,+1)

(+1,+1,+1)

(-1,+1,-1)
(0,0,0)

(-α,0,0)

(0,+α,0)

C

3 level 3 factor
Central Composite

design

(-1,-1,-1)

(+1,+1,-1)

(α,0,0)

(0,0,+α)(0,0,-α)

(0,+1,+1)

(+1,0,-1)
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(0,-α,0)

BFactorial point
Axial point
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Fig. 3 Overview of different optimization designs for 3 three-level factors including design space spacial coordinates (-
1=low,0=medium,+1=high), α represents the distance from the center point

in metabolomics, this may be due to the G design
being computationally expensive (Hernandez and
Nachtsheim, 2018), whilst V and A might suffer
from the information matrix not being inevitable
(Shahmohammadi and McAuley, 2019). In this
review, we will mainly focus on the D-optimal
design and refer to (Montgomery, 2008) for an
extensive explanation of the rest of them.

The main idea of the D-optimal design is to
construct a design space, such that the variance
of the estimated coefficients is minimized. This is
achieved by selecting the design matrix X, such
that maximizing the determinant of the informa-
tion matrix occurs, resulting in an optimal design
matrix (Xoptimal), that is

Xoptimal = argmax
X

| XTX | (3)

The design matrix X is defined within the
scope of the study and can in principle be of
any size, programs such as SAS JMP will let
the user define the specific matrix of interest by
defining factors and their level of complexity (eg.
quadratic, interaction terms, etc.). To evaluate
the efficiency of a resulting design vs another
((X1) vs (X2)), the D-criterion can be utilized
(see (Montgomery, 2008)). The criterion produces
a number between 0 and 1, expressing how close
a resulting optimal design may be to the near-
est frac FFD, where values closer to 1 indicate
higher efficiency (less correlated design). The D-
optimal design may be applied for all kinds of
studies and data, but should not be a default

choice over the classic methods as designs gener-
ated from the D-optimal design may be correlated
in an unpredictable manner.

Another, often overlooked option, of the opti-
mal designs, are the augment or repair design
types (Federer and Raghavarao, 1975; Radson and
Herrin, 1995). These build on previous exper-
iments and lead to a way of expanding the
design space by identifying complementary points
based on previously recorded experiments (Lu
and Anderson-Cook, 2021). The augmentation
strategy has the advantage of expanding already
existing experimental data and thus increasing
statistical power. The augmentation design has
been applied in areas such as agriculture (Federer
et al, 2001) and plant bacterial interaction studies
(Montañez et al, 2012), but the design is seemingly
overlooked in metabolomics. Despite the lack of
usage, we believe that the augmented design has a
place in the design of non-temporal metabolomic
experiments (e.g. all studies which do not have
a time-dependent response) as the augmentation
may save time and effort by expanding designs in
a statistically efficient manner.

2.3 Application of DoE in
metabolomics

Within metabolomics, many cases of DoE are
found being applied within either a screening or
optimization setting. We have collected a wide
array of such studies which are based on the
techniques described in the previous paragraphs,
highlighting the practical use of DoE.



Springer Nature 2021 LATEX template

8 Article Title

Table 4 Overview of DoE-based metabolomics studies involving screening or optimization.

Screening

DoE Technique Analytical technique Type of study Reference

fractional factorial design HPLC-PDA targeted metabolomic (Zanatta et al, 2022)
SELDI-TOF-MS protomeics profiling (Szalowska et al, 2007)
UHPLC-IM-MS untargeted metabolomics (Tebani et al, 2016)
MS/MS targeted metabolomics (Yon et al, 2021)

Full Factorial design LC/MS untargeted metabolomics (Pezzatti et al, 2019)
Plackett-Burman NMR untargeted metabolomic analysis (Sokolenko et al, 2014)

LC/MS untargeted metabolomic analysis (Macioszek et al, 2021)
LC/MS untargeted metabolomic analysis (Zhao et al, 2017)

D-optimal design GC-TOF-MS untargeted metabolomics (Gullberg et al, 2004)
UPLC–MS untargeted metabolomics (Kellogg et al, 2017)

Optimization

Central Composite design HPLC targeted metabolomics (Guo et al, 2019)
GC-MS untargeted metabolomics (Silva et al, 2019)

Box-Bekhen HPTLC targeted metabolomic (Alam et al, 2021)
UHPLC–QTOF-ESI-MS targeted metabolomics (Zhou et al, 2009)
LC-MS Pharmacometabolomics (He et al, 2022)

D-optimal design GC/MS targeted metabolomics (Danielsson et al, 2012)
HS-SPME-GC-TOF untargeted metabolomic analysis (Fedrizzi et al, 2012)
LC-MS/MS targeted metabolomics (Njumbe Ediage et al, 2012)

2.3.1 Screening

To emphasize DoE-based screening in
metabolomics, we have collected various studies
(see table 4). Each study in table 4 exemplifies
how the sparsity of effect principle may be applied
to reduce the design space in various screening
settings, emphasizing acquired effect resolution vs
needed effect resolution, minimizing experimental
sample generation.
A case of applying frac-FFD for identifying signif-
icant main effects is found in the works of Zanatta
(Zanatta et al, 2022), here seven parameters
affecting the chromatographic separation process
were screened to identify the most influential
factors. A IV resolution 27−2 design was utilized,
reducing the number of samples from 128 for the
FFD to 32 per replicate whilst ensuring main
effects are not aliased with higher order terms.
The results concluded that flow rate, run time,
the final concentration of ethanol, and column
choice were significant factors.
A different example investigating the significance
of main effects is found in a study investigating
LC/MS optimization for untargeted metabolomics
(increasing number of total peaks and reliable
peaks) (Tebani et al, 2016). Here, the optimiza-
tion was split into two different experiments, with

the screening part investigating the influence of
7 UHPLC-MS parameters applying a IV reso-
lution 27−3 design, including center runs to test
for potential curvature. The design resulted in
the number of samples being reduced from 128
per replicate to 16 + 4 center runs per replicate.
The addition of center runs was successful in
concluding that no curvature was present, whilst
it was found that desolvation temperature, des-
olvation gas flow, extraction voltage, and sample
cone voltage had a significant effect on the total
number of peaks. In addition, only desolvation
gas flow had a negative influence on the number
of reliable peaks.

Successful employment of the PBD for screen-
ing is reported in the analysis of complex Mix-
tures, such as cell culture analysis though 1D
1H NMR (Sokolenko et al, 2014) and in sam-
ple preparation of gastrointestinal stromal tumor
samples utilized in untargeted metabolomic anal-
ysis via LC/MS (Macioszek et al, 2021). In the
first case, a mixture of 28 compounds was made
to mimic a cell culture metabolomic environment
(Sokolenko et al, 2014). 16 of the compounds were
set at two levels. This resulted in treatment inter-
vention estimations being based on a total of 16
factors, while the remaining 16 compounds served
as background. The PBD was an effective choice of
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investigation, as k=16 resulted in a sample space
of N=20 whilst a FFD would require 216 = 65536
for a full resolution. For the latter case, a PBD
was generated based on 10 factors resulting in the
12 samples including 3 center runs. Interestingly,
the analysis of the experimental data was based on
a Bayesian approach applying hierarchical models
instead of the traditional ANOVA approach.

An example of utilizing a FFD for screening
during sample preparation in LC/MS is showcased
in the study of Caulobacter crescentus (Pezzatti
et al, 2019). Here three factors were investigated
being cell retrieval, quenching and extraction sol-
vents, and cell disrupting mechanisms, resulting in
a 23 FFD. In conclusion, it was identified that all
main effects had a significant contribution to the
overall variance whilst no interactions were of sig-
nificance. The study is an excellent showcase that
FFD can be a valid design choice when the design
space is sufficiently small.

At last, we are highlighting an example of a
screening design based on the D-optimal design
utilized in the study of accelerated solvent extrac-
tion of catechins in tea (Kellogg et al, 2017) to
be analyzed via untargeted UPLC-MS. The study
involved 3 factors (extraction temperature, cycle
time, and solvent ratio), which each had three lev-
els. The D-optimal design was applied resulting
in a 15 experiment run with 3 center points. The
results showed that only solvent ratio had a signif-
icant impact on the measured concentration levels
of catechins, whilst the reaming factors emitted no
significant impact.

2.3.2 Optimization

For optimization of various processes within
metabolomics, the CCD and BBD dominate
throughout most of the literature. One example of
optimization comes in the form of the BBD being
applied to optimize the extraction of parthenolide
from stems of tarconanthus camphoratus (Alam
et al, 2021). Here the BBD was employed to
maximize parthenolide extraction, based on 3 fac-
tors (extraction temperature, extraction time, and
microwave power) of 3 levels. The resulting design
had 17 runs with a total of 5 center points.
The analysis of the design space generated by
BBD resulted in a model capable of predicting
parthenolide and from the model an optimum for
the three factors was identified.

Another example of the BBD is found in a
study setting up a model system for drug moni-
toring in plasma (He et al, 2022) using LC/MS.
The BBD was specifically utilized to optimize
a three-phase electroextraction step, optimizing
pH, extraction time, and voltage. The results
of the BBD identified a model where the main
effects of extraction time, pH and voltage, and
quadratic effect of extraction time were all of sig-
nificantly contributing to the prediction of optimal
enrichment factor.

A different approach to optimization via the
CCD was successfully utilized to identify potential
volatile biomarkers of breast cancer by applying
GC-MS to urine samples (Silva et al, 2019). The
CCD was constructed such that the process of
solid-phase microextraction for isolating volatile
metabolomics could be optimized. The experiment
was set up such that the extraction capability of
3 different fiber coatings was investigated with
their own CCD-based model. In total 3 factors
were investigated for each fiber coating being salt
amount, extraction time, and extraction tempera-
ture. Each factor had 5 different levels being center
level(middle), corner points (high, low), and star
points (extreme high, extreme low) with the star
point axial distance set to α = 2k/4 resulting in
45 sample points. From the study design, extrac-
tion temperature, and extraction time was found
to be of significant influence, whilst salt amount
had no effect in the given range. Additionally, no
quadratic effects nor interactions were found to be
of significance.

Apart from the classical methods of CCD and
BBD, cases of none symmetric designs have also
been observed throughout the metabolomic liter-
ature (see table 4). One such example is found
in the works of Njumbe (Njumbe Ediage et al,
2012). Here an assessment of mycotoxins in urine
samples was investigated via LC/MS, in which
optimization of analyte recovery and method sen-
sitivity was investigated via a D-optimal design. In
total five factors (one qualitative factor and four
quantitative factors) with three levels each was
considered for optimizing liquid–liquid extraction,
being extraction solvent, acid levels, the volume
of extraction solvent, and evaporation tempera-
ture. The D-optimal design resulted in a 37-sample
experiment for investigation. The results showed
that the percentage of acid, volume of extraction
solvent, and extraction time, whilst evaporation
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temperature and higher order terms were of no sig-
nificance. For the qualitative factor, ethyl acetate
showed the highest yield compare to the remaining
solvents. The study is an excellent demonstration
of how to incorporate qualitative factors within
the design itself.

3 Statistical quality control

Many different SQC methods can be used in
metabolomics, including control charts (Lörchner
et al, 2022), batch calibrations (Broadhurst
et al, 2018), and normalization techniques
(Biswapriya B, 2020). These methods can help
to ensure data is reliable and accurate, which is
essential for identifying biomarkers, understand-
ing metabolic pathways, and developing diagnos-
tic tools for a range of diseases. In short, SQC
plays an important role in ensuring the quality and
reliability of metabolomics data, which is essential
for advancing our understanding of metabolomic
systems.

3.1 Calibration

Calibration employing SQC is an essential step
in metabolomics research to ensure accurate and
reliable measurement of analytes. One common
approach for calibration is the use of pooled QC
samples (Broadhurst et al, 2018). Pooled QC sam-
ples are prepared by combining small aliquots of
each sample throughout the entire experiment and
are analyzed along with the individual samples
to monitor the quality of the data. The pooled
QC samples are used to assess the precision, accu-
racy, and reproducibility of the instrument, and
to detect any drift or bias in the data over time
(van der Kloet et al, 2009).

Another important calibration technique is
batch-to-batch calibration (Kuligowski et al, 2015;
van der Kloet et al, 2009). This involves analyzing
reference standards or quality control (QC) sam-
ples at the beginning and end of each batch or run
to ensure consistency and accuracy across different
batches. By comparing the results obtained from
the reference standards or QC samples, any drift
or variation in the instrument performance can be
detected and corrected (van der Kloet et al, 2009).

Lowering nuisance factors is another concept
to improve calibration, minimizing the impact
of variation not related to the analytes being

measured. This includes using internal standards
(Trygg et al, 2006), optimizing sample prepara-
tion and extraction protocols, and minimizing the
impact of matrix effects (Broadhurst et al, 2018).

Finally to correct intra-batch variations data,
mathematical techniques such as regression anal-
ysis (van der Kloet et al, 2009), support vector
regression (Kuligowski et al, 2015), and spline
regression (Dunn et al, 2011) can be utilized.
The aforementioned correction methods may be
applied to samples and QC samples by perform-
ing linear or more complicated non-linear correc-
tions. The goal of the correction is to achieve
a higher level of homoscedasticity, which results
in a lowering variability. The methods may be
evaluated either visually via PCA plots, or by
computing the residual standard deviation (RSD).
It should be noted that to tune the hyperpa-
rameters of the non-linear correction methods,
cross-validation Kuligowski et al (2015) should be
employed to improve model robustness. Within
the next subsection, examples from the litera-
ture on how to apply the aforementioned SQC
techniques in metabolomics are showcased.

3.2 Application of statistical quality
control

A diverse range of studies utilizing the methods
described in the preceding paragraph and show-
casing the practical application of SQC has been
gathered. For a complete short-form summary of
every study, we refer to table 5.

An example showcasing the usage of pooled
QC sampling is found in a study investigating
the urinary metabolome of children using NMR
(Maitre et al, 2017). Pooled QC was done by pool-
ing samples from all individuals for the urine,
summing a total of 24 QC samples made at reg-
ular intervals during the experiment. To analyze
the coefficients of variation (CV) for each detected
metabolite, the pooled QC was utilized. The pur-
pose of applying CVs with QC samples was to
investigate the reliability of the measurements (eg.
technical replicates). The mean and median CV
showed a total variation of 7.2 % and 7.7 % respec-
tively which was further refined by splitting QC
samples for nighttime and daytime samples.
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Table 5 Overview of SQC-based metabolomics studies.

SQC Technique Analytical technique Type of study Reference

pooled QC-sampling LC/MS untargeted metabolomic (Godzien et al, 2014)
NMR untargeted metabolomic (Maitre et al, 2017)
NMR and LC/MS untargeted metabolomic (Lau et al, 2018)
LC/MS untargeted metabolomic (Liu et al, 2022)
UPLC–Q-TOF-MS untargeted metabolomic (Liu et al, 2013)

Internal standards NMR untargeted metabolomic (Grasso et al, 2022)
LC/MS targeted metabolomic (Ulvik et al, 2021)
LC/ESI-MS/MS targeted metabolomic (Stokvis et al, 2005)

Normalization CE-TOF-MS targeted metabolomic (Cuevas-Delgado et al, 2020)
NMR untargeted metabolomic (Dieterle et al, 2006)
LC/MS untargeted metabolomic (Lee et al, 2012)
LC/MS untargeted metabolomic (Veselkov et al, 2011)

Batch to batch calibration NMR targeted metabolomic (Fages et al, 2013)
LC/MS targeted metabolomic (Yue et al, 2022)

A second example of utilizing pooled QC-
sampling was showcased in another study analyz-
ing the urine metabolome by applying UPLC–Q-
TOF-MS (Liu et al, 2013). Here, PCA was utilized
to analyze measurement repeatability. The clus-
tering of QC samples showed evidence that the
QC samples were adequately clustered indicating
accurate repeatability for the measurements.

For internal standards, a study evaluating the
effects of different types of standards in quanti-
tative bioanalytical LC-MS via relative standard
deviations (Stokvis et al, 2005) is highlighted.
Here it was concluded based on relative standard
deviations that cheaper structural analogs may
in some cases be an alternative to expensive SIL
internal standards.

Another interesting study testing a range of
internal standards for intact serum samples is
found in the works of Grasso (Grasso et al, 2022).
The purpose was to identify internal standards
which did not exhibit binding properties towards
proteins (as DDS and TSP are known for). The
suggested standards were evaluated by applying a
T2 filter with different delays. Here it was shown
that formate showed very little intensity loss as
relaxation time delays increased, compared to the
remaining internal standards.

Apart from internal standards and QC sam-
ples, normalization is another very important
technique utilized in calibration. One example
in which normalization was applied with the
aim of reducing the influence of nuisance fac-
tors is found in the study of Chronic kid-
ney disease applying CE-TOF-MS for untargeted
metabolomics (Cuevas-Delgado et al, 2020). The

study involved six different normalization meth-
ods applying Probabilistic quotient normalization
(PQN) (Dieterle et al, 2006), internal standard
(IS) normalization (Sysi-Aho et al, 2007), Median
fold change (MFC) (Veselkov et al, 2011), total
protein content normalization (Silva et al, 2011),
total useful signal (Warrack et al, 2009) and quan-
tile normalization (QN) (Lee et al, 2012). Each
method was tested using residual standard devia-
tion (RSD), within-group relative log abundance
(RLA) plots (Livera et al, 2012) and Partial least
squares discriminant analysis (PLS-DA) (Brereton
and Lloyd, 2014; Trygg and Wold, 2002) revealed
that the choice of method did change the over-
all variation of data. Specifically, only MFC and
QN exhibited similar results whilst the remaining
normalization methods exhibited responses not
matching any other responses.

Sample matrix effects are as mentioned also a
challenge to be solved as these highly contribute
to masking results. Apart from applying internal
standards as proposed in the works of Grasso and
Stovik (Grasso et al, 2022; Stokvis et al, 2005).
Examples of filtering during sample preparation
or during data acquisition are seen throughout the
literature. One example of filtration during sam-
pling preparation is found in the study of Human
Plasma applying LC-MS (Sitnikov et al, 2016).
Within the study, seven methods of solid-phase
extraction and solvent-based were evaluated using
standard analytes spiked into Human plasma and
buffer. The methods were evaluated by estimat-
ing the RSD for pooled QC samples containing all
targeted analytes.

The final technique to be covered is batch-
to-batch calibrations. Here Fages (Fages et al,
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2013) reported an interesting study on this topic.
The study applied grouped-batch profile (GBP)
calibration for NMR-based metabolomics data
used within a larger epidemiological study. The
results showed that by applying GBP to data, the
statistical predictive power, modelling cell infec-
tion status increased significantly. Specifically, the
effects of applying grouped-batch profile calibra-
tion were observed by investigating the second and
first principal components of QC samples taken
from each batch. Here it was found that the GBP
enabled more tightly clustered QC samples (one
QC sample per batch), indicating a lowering of
batch-to-batch variation.

A second example of batch calibration is found
in the works of Yue (Yue et al, 2022), investigating
intra-batch variations in LC-MS-MS. The purpose
of the study was to correct and quantify intra-
batch variations for targeted metabolomics by
investigating three methods being reversed-phase
liquid chromatography (RP-LC), ion-pair liquid
chromatography (IP-LC), and hydrophilic interac-
tion liquid chromatography (HILIC). To evaluate
the intra-batch variation of each targeted metabo-
lite for each method, an assessment of the mean
relative standard deviation (RSD) of peak areas
for QC samples was analyzed for continuous runs.
In addition, QC samples were investigated via
PCA score plots, assessing the clustering density
of each method. The correction was done by mod-
elling signal drift of the QC samples in which a
correction factor was chosen based upon an expo-
nential model. The results of the correction were
assessed using RSD and PCA score plots, in which
fewer intra-batch variations were observed.

4 Recommendations

To summarize there are mainly two types of
scenarios encountered within the DoE part of
metabolomics, that is screening and optimization
for which different techniques excels in achiev-
ing maximum information from a limited sample
space. For the SQC part, the main goal is to
minimize the impact of variation sources which
may mask the effect of specific treatment inter-
ventions set up via the experimental design. We
have set up two tables highlighting every DoE
(see table 6) and SQC techniques (see table 7)
covered in this review that is currently utilized
within metabolomics and marked potential new

techniques which may be applicable in future
studies.

Table 6 Summary of DoE techniques for screening and
optimization within metabolomics. Potential applicable
DoE techniques not current applied in metabolomics are
marked with ∗.

Technique Screening Optimization

Full Factorial design yes yes
Fractional factorial design yes no
D-optimal design yes yes
Box-Bekhen design no yes
Central composite design no yes
Taguchi designs∗ yes yes
Plackett-Burman design yes no
Augmentation design∗ yes yes

Table 7 Summary of SQC techniques for calibration.

Assessment subject Quantify effects

Batch to batch variations PCA score plot, RSD, QC-samples
Pooled QC samples PCA score plots, RSD
Internal standards quality PCA score plots, RSD
normalization PCA score plots, RSD, RLA plots

Problem correction method

Batch to batch variations regression, spline regression, GBP,
normalization

Nuisance effects Internal standards optimization,
normalization

In addition to the summary tables (table 6 and
7) we have generated two figures highlighting a
recommended workflow of setting up and ensuring
data quality of metabolomics experiments. Figure
4 visualizes the DoE workflow and Figure 5 the
SQC workflow.

The recommendations within DoE (see figure
4) are based on the concepts of acquired resolution
vs needed resolution, whilst also distinguish-
ing between screening and optimization tasks.
The setups are usable for both NMR-based and
various MS techniques. It does not distinguish
between targeted or untargeted metabolomics
analysis but relies purely on generating an opti-
mal design space based on the analysis treatment
intervention (e.g. the impact of different factors
levels - see table 4 for examples). The application
of DoE can further enrich the quantification of
treatment interventions, carried out via analysis
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Fig. 4 Visualization of recommended workflow for applying Design of Experiments for screening and optimization tasks
in metabolomics.
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Quantify the effects
RSD estimation

RLA plots
PCA score plots
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PCA score plots
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Design of Experiments

Fig. 5 Visualization of recommended workflow for applying Statistical Quality control quantification and calibration of
experimental accuracy in metabolomics.

of variance (ANOVA) methods. The enrichment
comes from the fact that a DoE framework will
ensure a controlled sum of squares allocation
such that significant treatments are not occurring
due to aliasing of effects. Hence DoE reduces the

chance of false positives (type 1 error) whilst
ensuring sample space is optimal, saving time and
effort in the process.



Springer Nature 2021 LATEX template

14 Article Title

The recommendations set for SQC (see figure
5) are assembled such that common challenges
encountered within metabolomics may be quan-
tified and potentially solved via calibration tech-
niques. The most important concept of this review
is to understand how to quantify experimental
accuracy and as such, the recommendation reflects
methods and metrics to make the accuracy of
experiments quantifiable. The quantification of
accuracy makes it possible to discover potential
nuisance factors affecting the analysis of data and
the methods of calibration make for potential solu-
tions, mitigating the nuisance effects (see table 7
for cases).

The DoE framework presents optimal sam-
pling space, but one challenge that remains to be
solved within metabolomics and DoE in general is
the settings of design space boundaries (e.g. factor
levels such as temperature and pH). The bound-
aries or factor ranges are currently set through
prior knowledge for specific systems and the DoE
itself does not guarantee successful results without
proper domain knowledge. One possible solution
in terms of metabolomics would be to work in
tandem with genomics. The connection may be
beneficial for setting experimental boundaries, as
apriori genetic profiling may indicate the pres-
ence/absence of specific gene clusters responsible
for expressing a metabolite of interest. The genetic
information could be a key as the genes may
only be expressed within specific ranges of abi-
otic factors, thus limiting the range of treatment
interventions during screening.

5 Conclusion

In conclusion, this paper has provided an overview
of Design of Experiments (DoE) and Statistical
Quality Control (SQC) techniques applicable in
metabolomics experiments. We have summarized
the different DoE and SQC techniques currently
used in metabolomics and highlighted potential
new techniques that could be applicable in future
studies. Furthermore, recommendations are pro-
vided for setting up metabolomics experiments
using DoE and SQC techniques that will ensure
optimal sampling space and experimental accu-
racy.

The highlighted DoE techniques are useful for
both screening and optimization tasks and can be
applied to NMR and various MS techniques, for

both targeted and untargeted metabolomics anal-
yses. By applying DoE, the experimental design
space can be optimized to ensure maximum infor-
mation is obtained from a limited sample space
while minimizing the chances of false positives due
to the controlled sum of squares allocation.

Finally, the use of SQC techniques in
metabolomics experiments is crucial for obtaining
accurate and reliable data, whilst also minimizing
significance occurring due to technical variation.
The recommendations provided in this review
can serve as a guide for researchers in the field
not too familiar with DoE and SQC. The guide
enables experimental designs that are more effi-
cient through the DoE recommendations. In addi-
tion, the SQC recommendations provide tools for
quantifying and potentially correcting the effects
of non-treatment-related variations, lowering the
chance of detecting false positives due to nuisance
variation.
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A B S T R A C T
We present an open source computationally efficient Python/PyTorch based algorithm, dubbed NMR-
Onion, capable of automatically assisting in deconvolution of 1D NMR spectra. The NMR-Onion
framework presents two novel time domain models capable of handling asymmetric non-Lorentzian
line shapes. The core modules for resolution enhanced peak detection and the digital filtering of
user selected key regions ensure high precision peak estimation and computational time efficiency.
NMR-Onion provides the user with three built-in statistical models, which are automatically selected
using the BIC criterion. Furthermore, NMR-Onion also quantifies the repeatability of the results
by evaluating post modelling uncertainty. Applying the NMR-Onion algorithm will aid in reducing
excessive peak detection.

1. Introduction
Deconvolution of especially 1D spectra in NMR spec-
troscopy is a key step when elucidating complex 1D 1H
NMR spectra. These spectra contain a vast amount of struc-
tural, quantitative and dynamic information. Information
may be extracted even from 1D spectra and are important
in many areas of science where complex mixtures are being
studied such as metabolomics [1] and in situ samples. As
complex spectra often contain hundreds of highly overlap-
ping signals from compounds present in different concentra-
tions, the traditional manual spectral analysis is inadequate
due to the complexity of the spectra. However, applying
different methodologies to achieve automated extraction
of spectral information, and subsequent comparison with
spectral databases can facilitate this process. The most com-
monly used approaches to extract data are based on either
deconvolution [2][3] or binning of frequency buckets [4][5].
The latter has been extensively applied in metabolomics
following the invention of intelligent bucketing [6] capable
of automatically bucketing various frequency bins. There
are many successful applications of this approach in many
scientific areas such as disease diagnotics[7][8], natural
product identification [9][10], foodomics [11] and drug dis-
covery [12]. Unlike binning, deconvolution aims at resolv-
ing single peaks, potentially uncovering more information
from small peaks otherwise lost in the binning process.
However, increased information content leads to an increase
in complexity both with respect to spectral interpretation,
mathematical modelling and computational demands. To
tackle the three issues of complexity, multiple contributions
have advanced the field of spectral deconvoultion during
the last 30 years. It started with the pioneering research

⋆Corresponding author.
E-mail address: chg@kemi.dtu.dk (Charlotte Held Gotfredsen).

of Bretthorst, who developed a probabilistic framework for
modelling the shape and number of NMR signals based on
free induction decay (FID) data [2]. On top of the mathemat-
ical framework of Bretthorst, the method of Craft [13] was
introduced, combining probabilistic modelling with digital
filtering, lowering the computational complexity of model
estimation. These approaches are focusing on time domain
data, where peaks are assumed to be a sum of exponentially
damped sinusoids, corresponding to the Lorentzian line
shapes in the frequency domain[14]. In recent research,
a weighted sum of Gaussian and Lorentzian line shapes
was combined into a frequency domain model known as
pseudo Voigt line shapes [15, 16]. This approach has been
implemented in the commercial MNOVA GSD software
[17] and also in the R software package of rNMRfit [18].
In rNMRfit a baseline correction method producing robust
results was further implemented. The frequency domain
methods have been incorporated into algorithms capable of
matching deconvoluted NMR signals with databases. This
has led to the automatic detection of compounds as seen in
the popular frameworks of NMRbatman [19], Bayesil [20]
and the commercial program of Chenomx [21].
Following 30 years of research, the field of deconvolution
has come a long way, but issues still remain. The challenges
being statistical evidence of model quality when compared
with other models (model selection), parameter uncertainty,
and the statistical evidence for the presence or absence of
highly overlapping peaks.
Here we propose a novel five-step process dubbed NMR-
Onion, which evaluates model quality by selecting the best
model for estimating frequencies, coupling constants (within
a frequency distance matrix), amplitudes, and parameter
uncertainty within a user-specified region of interest (ROI).
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Figure 1: Visual representation of the NMR-Onion algorithm outlined in the above five steps. The individual steps described
below are marked with numbers 1-5 in the figure.

Furthermore, during uncertainty evaluation, confidence in-
tervals are generated enabling a statistical-based evaluation
of overlapping signals. The five-step process making up
the NMR-Onion algorithm is outlined below and visually
presented in figure 1.

• First step: The computational burden of the algorithm
during the fitting process is reduced by applying a
digital band-pass filter, generating a user-specified
ROI.

• Second step: Peaks within a ROI are identified by ap-
plying the first and second-order derivative Savitzky
Golay filter [22] in tandem with resolution enhance-
ment. [14]

• Third step: Multiple times domain models are applied
to the ROI. To avoid multimodality of the frequency
estimations, the detected peak values are used as ini-
tial parameter input.

• Fourth step: The best model is selected using a likelihood-
based information criterion[23]

• Fifth step: The uncertainty of each parameter is found
using the wild bootstrap algorithm. [24]

2. Theory
2.1. Model formulation
Outlined in figure 1, one of the goals of the algorithm is
identifying chemical shifts, intensities, distances within a
given multiplet (to obtain J - spin-spin coupling constant
information) and the number of underlying signals found in
an NMR spectrum. Using the time domain, the spectrum
may be mathematically formulated as a sum of damped
complex sinusoids:

𝑦(𝑡) =
𝐾
∑

𝑘=1
𝐴𝑘 ⋅ 𝑒𝑥𝑝(2𝑗𝜋𝜔𝑘𝑡 + 𝑗𝜙𝑘) ⋅Ψ𝑛(𝝆𝒌), (1)
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where the term of Ψ𝑛(𝝆𝒌) in equation (1) corresponds to the
n’th decay function and 𝝆𝒌 is a vector representation of all
parameters belong to the n’th decay. The decay function can
be represented by a negative exponential function, Ψ1(𝝆𝒌) =
𝑒𝑥𝑝(−𝛼𝑘𝑡), as described by Keeler[14] and in equation (2).

𝑦(𝑡) =
𝐾
∑

𝑘=1
𝐴𝑘 ⋅ 𝑒𝑥𝑝(2𝑗𝜋𝜔𝑘𝑡 + 𝑗𝜙𝑘) ⋅Ψ1(𝝆𝒌). (2)

The parameters of equation (2) are defined as 𝜔=frequency
(Hz), 𝐴=amplitude, 𝜙=phase, 𝛼=decay rate for the k’th si-
nusoid. The relation of equation (2) holds true if no artifacts
impact the experimental data. However, in reality, shim-
ming, eddy current, temperature fluctuations, receiver gain
set too high/low, sample conditions, etc. may impact the ac-
quired spectrum in an unpredictable fashion[25]. To the best
of our knowledge, no one has managed to take into account
all distortions. Hence, we seek to expand the damping term
of Ψ(𝝆𝒌) such that some of the aforementioned distortions
may be accounted for by introducing a flexible decay rather
than a pure exponential decay. To achieve this flexibility we
introduce two novel time domain models. The first being
a weighted sum of Gaussian and exponential decays, also
known as a pseudo-Voigt shape in the frequency domain,
and the other being an exponential power law model. The
pseudo-Voigt will lead to a reformulation of the decay term
in equation (1) formulated as:

Ψ2(𝝆𝒌) = (1 − 𝜂𝑘) ⋅ exp(−𝛼𝑘𝑡) + 𝜂𝑖 ⋅ exp(−𝛼𝑘𝑡2) (3)
resulting in the full model of the weighed sums being

𝑦(𝑡) =
𝐾
∑

𝑘=1
𝑓 (𝐴𝑘, 𝜔𝑘, 𝜙𝑘) ⋅Ψ2(𝝆𝒌) (4)

With 𝑓 being equal to the harmonic term of equation (1):
𝑓 (𝐴𝑘, 𝜔𝑘, 𝜙𝑘) = 𝐴𝑘 ⋅ exp(2𝑗𝜋𝜔𝑘𝑡 + 𝑗𝜙𝑘). (5)

The addition of the 𝜂 term produces a weighting between an
exponential and Gaussian decay type. When 𝜂 = 0 a pure
exponential decay is produced and equation 4 is reduced to
equation (2). If 𝜂 = 1 a pure Gaussian decay is achieved
as the exp(−𝛼𝑘𝑡) term becomes zero. The second model is
a further generalization of (2), introducing a power term
Ψ3(𝝆𝒌) = exp(−𝛼𝑘𝑡𝛽𝑘 ) as the decay function, resulting in:

𝑦(𝑡) =
𝐾
∑

𝑘=1
𝑓 (𝐴𝑘, 𝜔𝑘, 𝜙𝑘) ⋅Ψ3(𝝆𝒌) (6)

The addition of the 𝛽 term creates a stretched exponential
decay when 𝛽 > 1 and a compressed exponential when
0 < 𝛽 < 1. Finally, when 𝛽 = 1 equation (6) is reduced
to the classic exponential decay shown in equation (2).
The advantage of the power law decay model of equation (6)
and exponential mixture model of equation (4) comes from
their flexibility to describe non-Lorentzian peak shapes. To

add further flexibility to the models of equation (2), (4) and
(6), asymmetric line shapes are included by following the
same line of thought as presented in works of Matviychuk
[25], introducing a complex skewing term of 𝑒𝑥𝑝(𝑗𝛾𝑘) for
each signal. This results in equation (2), (4) and (6) being
formulated as:

𝑦(𝑡) =
𝐾
∑

𝑘=1
𝑓 (𝐴𝑘, 𝜔𝑘, 𝜙𝑘) ⋅Ψ1(𝝆𝒌) ⋅ exp(𝑗𝛾𝑘)𝑡 (7)

𝑦(𝑡) =
𝐾
∑

𝑘=1
𝑓 (𝐴𝑘, 𝜔𝑘, 𝜙𝑘) ⋅Ψ2(𝝆𝒌) ⋅ exp(𝑗𝛾𝑘)𝑡 (8)

𝑦(𝑡) =
𝐾
∑

𝑘=1
𝑓 (𝐴𝑘, 𝜔𝑘, 𝜙𝑘) ⋅Ψ3(𝝆𝒌) ⋅ exp(𝑗𝛾𝑘)𝑡 (9)

respectively. The 𝑒𝑥𝑝(𝑗𝛾𝑘) ⋅ 𝑡 term results in the peak being
skewed to the left if 𝛾 > 0 and to the right 𝛾 < 0, where 𝛾 is
constrained within [−𝜋

2 ∶ 𝜋
2 ]. With the models formulated,

a routine for estimating the parameters can be generated
by turning equation (7), (8) and (9) into a non-linear least
squares optimization (NLS-opt) problem. For the NLS-opt a
matrix formulation of all models, including a residual term
E, is set up

𝑌 = 𝑍𝐴𝑇 + 𝐸 (10)
Here, A is a 1 × 𝐾 vector with each element defined as a
complex amplitude 𝑎𝑘 = 𝐴𝑘 ⋅ exp(2𝑗𝜋𝜙𝑘) and Z is a 𝑁 ×
𝐾 matrix containing the time-dependent terms of equation
(7),(8) and (9). Each column of the Z-matrix represents a
single sinusoid/signal with its own subset of parameters,
while the rows represent the signal value at the n’th time
point. Y is a 1 × 𝑁 vector with each element being a
measured time point in the FID. Finally, E is a 1×𝑁 residual
vector which is assumed to be identically, independently
distributed via a Gaussian distribution of 𝐸 i.i.d∼ 𝑁(0, 𝜎). The
model of equation (10) is reduced by integrating out the time
independent terms, following the same method originally
suggested by Bretthorst [2], the A matrix can be expressed
as a function of the Z matrix:

𝐴 = (Z𝑇 Z)−1YZ (11)
This enables us to turn the model into an NLS-opt problem,
by rewriting equation (10) as minimization of the sum of
squared errors (SSE) loss function only depending on the
Z-matrix.

𝐸 = 𝑌 − 𝐴𝑍 = 𝑌 − ((Z𝑇 Z)−1YZ)𝑍 (12)
where

SSE = 𝐸𝐻𝐸 (13)
and

�̂� = argmin
𝜽
(SSE) (14)
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Here, H refers to the complex conjugated matrix (Hermitian
transposed matrix) and �̂� is a vector of estimated parameters.
Ideally, the SSE formulation of equation (14) would be
a simple standardized criterion for minimizing. However,
due to the model being a superposition of sinusoids, the
possibility of spurious signals occurring is very high. Hence
a penalty term minimizing the phase variance is introduced
into equation (14)

�̂� = argmin
𝜽

𝑆𝑆𝐸 + 1
𝐾

𝐾
∑

𝑘=1
(𝜙𝑘 − �̄�) (15)

The penalty term of equation (15), where �̄� is the mean
phase, ensures that the phases do not get out of control,
preventing large reversed phased peaks from occurring. One
should note that the magnitude of a phase is very small,
being [−𝜋 ∶ 𝜋], compared to that of the SEE of an NMR
spectrum. So, for the penalty criterion to have an effect, all
FID data is normalized via the Frobenius norm [26]. The
loss function of equation (15) may seem simple enough.
However, estimation of a global minimum producing opti-
mal parameters for (7), (8) and (9) is notoriously difficult, as
the model has an unknown number of components (𝐾), is
non-linear, multi-modal with respect to the frequencies (𝜔𝑘)
and computationally expensive. Therefore the next sections
provide insights as how to reduce computational burdens,
estimation of model order, and handling multimodality. The
numerical constraints details for each parameter can be
found in the constraining parameters supplementary
2.2. Computational bottlenecks
When applying the NMR-Onion algorithm to a metabolomic
1D 1H NMR spectrum, it is common to have more than 1000
peaks present. This leads to a computationally expensive
problem, as the Z-matrix of equation (10) becomes very
large with 𝐾 > 1000 and 32768 < 𝑁 < 131072
time points, depending on the sample acquisition scheme.
Fortunately, 1D 1H NMR data is sparse (none overlapping
regions are independent), often containing large regions of
redundant noise and typically only specific regions of the
spectrum are of interest. Therefore, the Z-matrix dimensions
can be greatly reduced by selecting smaller regions of
interest (ROI’s), resulting in a lower number of columns
(K). Reduction is achieved by using a digital band-pass
filter as outlined in step 2 of figure 1. There are multiple
approaches to implement a digital filter, for instance, the
CRAFT algorithm applied a finite impulse response (FIR)
filter in combination with a Blackman window function
[13], while wavelet packet-like filter banks were used in
the works of Djermoune [27] to make an adaptive subband
filtering scheme. In NMR-Onion we have adapted the super-
Gaussian band-pass digital filter presented in the works of
Hulse and Foroozandeh [28] with some modifications for
how to handle baseline artifacts and noise estimation of
data. This approach was chosen, as the idea of incorporating
prior knowledge about the noise level is ideal for NMR
deconvolution, making it much easier to separate signals

ROI selection

super
Gaussian filter

Noise region
selection

ARpls
baseline

correction

resample
variance

filtered ROI

Filtered ROI with added synthetic noise

region outside
filter

synthetic noise

Figure 2: Visual representation of the digital filter workflow.
The ellipses represent user input which should be the targeted
ROI and noise region (in ppm). The output is a digitally filtered
ROI with only signal remaining at the target range while the
reaming part of the spectrum will contain synthetic noise

from noise.
The first modification to the filter was the incorporation of
a baseline correction step before estimating the noise level
found in a noise region. For baseline correction, the algo-
rithm of asymmetrically re-weighted penalized least squares
smoothing (ARpls)[29] was applied. Additionally, the noise
level was determined using, a re-sample scheme which was
constructed to achieve a more robust noise level estimation.
Assuming the noise is average Gaussian white noise, 1000
samples are randomly drawn from a Gaussian distribution
with 0 mean and variance found from the baseline corrected
noise region. Subsequently, the mean of the re-samples is
utilized to generate an artificial noise floor for the filter. The
modified filtering process is shown in figure 2.
Another bottleneck, apart from model dimensions, origi-
nates from the optimization technique, programming lan-
guage, and specification of loss function derivatives. To ad-
dress these challenges, we apply the modern tool of Pytorch
implementing the loss function of equation (15). We rely on
the quasi-newton optimizer based on the limited-memory
Broyden–Fletcher–Goldfarb–Shanno (LBFGS) algorithm[30],
which for the NMR-Onion algorithm, exhibited much faster
convergence than the Scipy implementation [31] and has
the capability of applying automatic differentiation (AD)
through the autograd module [32]. AD provides information
on both the gradient and Hessian needed to adequately esti-
mate the parameters of the model in a fast and efficient way,
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not relying on manual identification and implementation of
the first (gradient) and second (Hessian) order derivative
(vide infra discussion section).
2.3. Peak detection

Apart from computational bottlenecks, handling the
multi-modality of the frequencies and estimating the number
of signals for the model is notoriously difficult. This chal-
lenge was originally addressed by Bertthorst [2] by applying
a search pattern algorithm[33] coupled with the maximum
of power spectral density to identify initial values for the fre-
quencies, sequentially fitting peaks, until the number of com-
ponents was identified by a Bayesian generalized likelihood
criterion. Rubtsov and Griffin applied a different approach
by using reversible Monte Carlo Markov Chain (MCMC)
jump for model order selection and parameter estimation
[34]. For frequency-based methods, the combined use of the
first and second-order derivative Savitzky Golay (SG) filters
[22] can be applied for detection, as high field NMR data
is generating high-resolution data [35]. The NMR-Onion
algorithm utilizes the derivatives of a third-order SG filter for
peak detection, combined with resolution enhancements[14]
and a clustering algorithm for the potential merging of peaks.
We adopted the rNMRfind algorithm[36] and implemented
it within Python, forming the third building block of the
algorithm outlined in figure 1. The detection algorithm
revolts around having a user input defining the minimal peak
width parameter. In general, as shown in the original work of
rNMRfind[36], setting this parameter higher would decrease
the number of detected peaks, offering a more conservative
detection. The default noise threshold is set as 2 times the
standard deviation found by the inter quantile range (IQR)
of the first principle component from the SG-filtered first and
second-order derivatives of the real and imaginary spectrum.
2.4. Model selection
Post model fitting, the model selection outlined in the fourth
building block of figure 1 is carried out. The selection
criterion may be addressed using different approaches, but
for the NMR-Onion algorithm we have chosen to use the
Akaike Information Criterion (AIC) [37] or the Bayesian
information criterion (BIC) [38] and defined it as

𝐴𝐼𝐶 = −2 ⋅ (𝜃) + 2𝑝 ⋅𝐾 (16)
𝐵𝐼𝐶 = −2 ⋅ (𝜃) + 2 ⋅ 𝑝 ⋅𝐾 log(𝑁) (17)

Here p = number of parameters per sinusoid, K is the number
of sinusoids and (𝜃) refers to the log-likelihood of equation
(4) which according to the works of Nadler [39] may be
formulated as

(𝜃) = −𝑁
2

(1 + log(2𝜋)) − 𝑁
2

log[𝐸𝐻𝐸] (18)
corresponding to a Gaussian log-likelihood by applying the
maximum likelihood estimator (root mean squared error)
for the variance. The final model is the one which most
adequately describes the data with the fewest components,
here reflected in the lowest value obtained for equation (16)

or (17). The main difference between the approach using
(16) or (17) is the strictness of the penalty imposed related
to the number of model parameters. BIC imposes a harder
penalty for having more model parameters than AIC. Hence,
BIC would result in simpler models as opposed to AIC.
The NMR-Onion algorithm considers both options to be
valid and provides the option for testing both for different
scenarios. Other criteria have also been developed such as
the kmap criterion [40]. However, this has only been applied
to none decaying sinusoids and does not explicitly state how
the decay rate and flexibility constant should be weighted.
2.5. Parameter uncertainties
A key result, often not addressed within deconvolution
algorithms, are the estimation of uncertainties. In particular,
the uncertainty regarding the repeatability of a peak and
the estimation procedure of parameter uncertainties. The
uncertainty estimation may be addressed in several ways, a
popular method being the application of the second order
derivative of the model negative expected log-likelihood
function, producing the fisher information which may be
used in the Wald approximation confidence interval [41].
However, as shown by Wilson [3], the profile likelihood
of the parameters, particularly the frequencies, is far from
representing a second-order curvature. Therefore, to reliably
quantify uncertainties, different methods should be imposed.
A popular solid method is the use of various Monte Carlo
Markov chain (MCMC) schemes, as exemplified by Jie Hao
[19], but the increase in information comes at a price. In the
case of the MCMC schemes high precision is achieved, but at
the cost of heavy computational burdens, other alternatives
are addressed in the discussion.
Algorithm 1 Wild bootstrap algorithm

compute residuals based on best model fit
𝜀𝑖 = 𝑦𝑖 − 𝑦𝑖draw bootstrap samples
for 𝑏 = 1, 2, .., 𝐵 do

for 𝑖 = 1, 2..., 𝑁 do
�̃�𝑏𝑖 ∼ 𝑍𝑏

𝑖 ⋅ 𝜀𝑖, 𝑍𝑏
𝑖 ∼ 𝑁(0, 1)

�̃�𝑏𝑖 = 𝑦𝑖 + �̃�𝑏𝑖
𝜽𝒃 = argmin𝜽𝒃 𝑆𝑆𝐸(�̃�𝑏𝑖 )

end for
end for

Generate 𝛼 level confidence interval for the k’th parameter
𝜽𝒌𝑪𝑰 = [𝜽𝒌𝒃𝜶∕𝟐 ,𝜽𝒌𝒃𝟏−𝜶∕𝟐 ].
Here 𝜽𝒌𝒃 referrers to the k’th parameter CI of b’th estima-
tion at the upper and lower CI value of 𝛼
Generate sample variance for the k’th parameter
𝜽𝒌 = 1

𝑏
∑𝐵

𝑏=1 𝜃𝑘𝑏
𝜽𝒌𝒗𝒂𝒓 =

1
𝑏
∑𝐵

𝑏=1(𝜽𝒌𝒃 − 𝜽𝒌)2

return 𝜽𝒃,𝜽𝒌𝑪𝑰 ,𝜽𝒌𝒔𝒕𝒅

In the NMR Onion algorithm, we have not applied a Bayesian
5
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model but rather a frequency approach, applying the ad hoc
method of wild bootstrapping [24] to estimate parameter
uncertainties. The scheme is outlined in figure 1 step six
and formally outlined in algorithm 1 above. The idea behind
the bootstrap scheme shown in algorithm 1 is to enable the
estimation of the confidence interval (CI) for every parame-
ter. This is of particular importance for the frequencies as CI
overlaps would indicate that highly overlapping peaks have
a significant probability of not being detected in replicates,
as within a replicate the resolved peak may have been fused
into one peak. We classify peaks with overlapping CIs as po-
tential resolved peaks (PRPs). To evaluate the repeatability
of the PRPs, independent experimental replicates should be
made, investigating if the overlapping peaks are consistent
or occurring due to random sample variations.

3. Data acquisition
Here different spectra were acquired with two different ex-
perimental setups. The first experiment consisted of sample
mixtures between phenol and isopropanol dissolved in 90:10
𝐻2𝑂 ∶ 𝐷2𝑂 and 𝐷2𝑂. The mixture ratios of phenol:

Table 1
Experiment 1 sample compositions of phenol:isopropanol
mixtures

Sample No. phenol (mM) isopropanol (mM)

1 1 1
3 2 1
3 1 2
4 0.5 0.5
5 0.1 0.1

isopropanol was set according to Table1, producing a total
of 5 data sets. The second experimental set consisted of
a sample containing the complex molecule of phytosteroid
Diosgenin dissolved in chloroform. Two samples of the same
final concentration (4 mM) were made. All spectra were ac-
quired on a Bruker AVANCE III HD 800 MHz spectrometer
equipped with a 5 mm TCI cryoprobe. The 1H pulse pro-
grams depended on the solvent used, where spectra acquired
with only 10% D2O in water a zgespg pulse sequence was
used whereas for samples dissolved in CDCl3 a zg and zg30
pulse sequence scheme was used, for all spectra the baseopt
rectangular filter setting was used to minimize baseline and
first-order phase distortions. All spectra were acquired at
25◦ C, with a relaxation delay of 2 s, 128 scans, and 64K
data points. For the data analysis, the NMR-Onion program
was run on a virtual-box Ubuntu (64-bit) Linux operating
system with a Processor Intel(R) Core(TM) i9-9880H CPU
@ 2.30GHz, 2304 MHz, 8 Core(s), 16 Logical Processor(s).
In addition, all experimental data were normalized according
to the Forbinous norm prior to executing any model fitting
as part of the NMR-Onion algorithm. The modelling part
of NMR-Onion was performed using a learning rate (lr) of
0.1 and 20 epochs (iteration cycles) with an exponential lr
schedule reducing the lr by 30% per epoch.

Following data acquisition, pre-processing was carried out
in Bruker TopSpin version 4.0.7 [42]. This included apodiza-
tion using exponential line broadening of 0.3 Hz followed by
automatic phase and baseline correction (using a polynomial
5). The preprocessed data was then transferred from Topspin
to the Python environment using the NMR-Glue[43] pack-
age which enables importing of Bruker data along with pre-
processing and acquisition parameters.

All acquired data (raw and processed) for this paper can
be found in the attached supplementary material and is also
available for download on our GitHub: https://www.github.
com/Mabso1/NMR-onion

4. Results
4.1. Case Study 1
For the first experiment setup, the goal is to validate the
NMR-Onion algorithm against easily identifiable peak fre-
quencies and coupling patterns, covering a large area of the
proton spectrum. The main peaks of the phenol:isopropanol
composition are outlined in Table 2

Table 2
Experiment 1 theoretical peak locations and experimen-
tal coupling patterns

Compound 𝛿 (ppm) Coupling pattern J (Hz)

Phenol 6.84 broad doublet ∼8.9
Phenol 6.91 triplet of triplets 8.0, 0.95
Phenol 7.24 doublet of doublets 7.7, 8.6
Isopropanol 1.16 doublet 6.4
Isopropanol 4.01 septet 6.4

In addition to peak validity, the dilution series (see table
1) was made such that the lower limit of detection could be
identified. Hence, regions of interest (ROIs) aligning with
the theoretical peak locations were constructed, by applying
the filtering process described in section 2.2, generating four
ROIs in total (see table 3).

Table 3
Experiment 1 region of interest and noise region

Region No. lower cutoff (ppm) higher cutoff (ppm)

1 0.9 1.2
2 3.8 4.1
3 6.6 7.0
4 7.1 7.5

Noise region -0.1 -0.2

For a better description of detection capabilities, the SNR of
each ROI at all levels of concentrations was calculated, as
𝑆𝑁𝑅 = 10 log10

𝑆
𝑁 and used to compare the performance

of the algorithm (see table 4)
A graphical result is presented for the highest and lowest

SNR region samples in 3 and 4. The best model for each ROI
was automatically selected by the BIC of equation (17) (AIC
gave similar results)

6
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Figure 3: Visual model deconvoultion of sample No. 1 (concentrated sample - see table 4 for SNR values). (A) zoom in on the
targeted doublet of Region 1. (B) zoom in on the targeted septet of Region 2. (C) zoom in on the targeted doublet of doublet
region 4. (D) Zoom in on the triplet of triplets subpart of region 3. (E) zoom in on the board doublet subpart of region 3.

Table 4
Experiment 1 SNR values

Region No. Sample No. SNR (dB)

1 1 46.9
2 1 35.0
3 1 38.2
4 1 38.2

1 2 47.2
2 2 34.7
3 2 34.3
4 2 34.0

1 3 34.4
2 3 30.7
3 3 37.0
4 3 36.9

1 4 39.7
2 4 27.7
3 4 30.4
4 4 30.3

1 5 34.2
2 5 22.2
3 5 23.9
4 5 23.5

From figure 3 A and figure 4 A, the targeted doublet is
clearly identified, likewise the targeted septet is found within
figure 3 B and figure 4 B. For figure C, for both the lowest and
the highest SNR sample doublets of doublets were identified.

The third ROI contains two sub-ROI that exhibit second-
order effects, and for this reason, caution using a first-order
multiplicity analysis is needed. The first sub-region (figure
3 D and 4 D), is observed to be a triplet of triplets as
expected if applying a 1st order multiplicity analysis and
disregarding J𝑝𝑎𝑟𝑎, whereas for sample 5 broader signals
than for sample 1 are observed and the small J coupling
constant is not resolved when visually expected but only
after deconvolution. For the second sub-ROI of the third
region, sample one (figure 3 E) is a doublet of multiples,
whereas sample 5 (figure 4 E) shows different splits making
a 1st order multiplicity analysis non-applicable. As for the
residuals of each plot, none fulfills the assumptions of being
white noise and this will be further discussed within section
4.3 and 5.
In addition to individual deconvolution analysis, model sta-
bility across the 5 identical regions of different samples was
investigated, summarizing the best models selected across
all 4 regions of 4 in table 5.

Table 5
Experiment 1 model summary across all regions of
interests (ROI) for 5 different samples

ROI model 1 model 2 model 3

1 0 2 3
2 0 1 4
3 1 1 3
4 0 0 5

Total 1 4 15
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Figure 4: Visual model deconvolution of sample No. 5 (lowest concentration sample- see table 4 for SNR values). (A) zoom in
on the targeted doublet of Region 1. (B) zoom in on the targeted septet of Region 2. (C) zoom in on the targeted doublet of
doublet region 4. (D) Zoom in on the triplet of triplets subpart of region 3. (E) zoom in on the board doublet subpart of region
3.

From table 5, it is evident that model 3, the power law
model (equation (9)) serves as the general better model,
while in some cases, model 2, the mixture model (equation
(8)) is the second best, but model 1, the traditional model of
exponential decay (equation (7)) only occurs in 1 instance.
It should be noted that each model tested on the data has had
the skew term included (see equation (7), (8) and (9)).

A key feature from NMR-Onion is the ability to detect
PRPs in highly overlapping signals. The feature was utilized
to investigate how many of the total peaks detected in each
region may be less likely to appear in replicates as they
originate from very high overlapping peaks. The results are
summed up in table 6 for all 5 experiments including both
targeted peaks (see table 2) and peaks from 13C satellites:

Table 6
Experiment 1, summary of potential false peaks (PRPs)
found across all datasets

ROI Total PRPs Targeted peaks

1 2 0
2 3 0
3 130 66
4 39 9

From table 6, it is observed that the regions containing
the majority of PRPs are the third and fourth region, whilst
the first and second region barely contain any, this matches
well with the visual results of figure 3 and 4, as peaks are
highly overlapping and exhibit second-order effects and the

presence of small unresolved J coupling constants. However,
it should be noted that many of the PRPs do not come from
the targeted peaks of table 2, but rather from the smaller 13C
satellites and some impurities having CI overlaps in sample
1-3 where they could be detected. This was particularly
evident in ROI 3 as second-order effects caused different
multiplicity patterns within the signals of ROI 3. As for ROI
4, it was revealed that the targeted peaks, where PRPs were
identified, occurred only within sample 5 and sample 2 (see
more in the discussion section).
Finally, it was observed that across each sample, the consis-
tently detected peaks all appeared, within the range of CIs
of the first sample (or any other sample CI), indicating that
the model is adequately predicting peak location consistently
across concentration.

The analysis of the PRPs within this case may not enrich
the analysis too much, as it would take replicates of the same
concentrations to pinpoint specific PRPs occurring due to
sample-to-sample variation. Furthermore, experiment 1 also
has very distinguishable regions, making PRPs detection
less impactful. Hence, to truly showcase the value of the PRP
feature, a second case study was constructed utilizing a more
complicated molecule.
4.2. Case Study 2
The second case study revolts around analyzing the sample
containing the complex phytosteroid diosgenin molecule.
The goal of this experiment is to demonstrate how NMR-
Onion reliably identifies peaks and detects PRPs across two,
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Figure 5: Visual model deconvolution of two samples within case study 2, the black dots indicate that one peak is resolved to
potentially two peaks. (A) zoom in on sub-region 1, sample 1. (B) zoom in on sub-region 2, sample 1. (C) Zoom in on sub-region
3, sample 1. (D) Zoom in on sub-region 1, sample 2. (E) zoom in on sub-region 2, sample 2. (F) zoom in on sub-region 3, sample
2.

in principle, identical samples. We selected one ROI and
noise region outlined in table 7.

Table 7
Experiment 2 region of interest and noise region

Region No. lower cutoff (ppm) higher cutoff (ppm)

1 3.35 3.60

Noise region -0.1 -0.2

The underlying model of the ROI shown in table 7 was
selected by applying the same approach as stated within
section 4.1, resulting in both datasets being based on the
exponential power law model (equation (9)). The graphical
result based on the exponential power law in each replicate
is presented within figure 5, which gives rise to 3 different
small sub-regions.

Two of the sub-regions shown figure 5 A, B and D,
E, revealed no obvious difference as the same peaks were
detected within both samples. However, the third sub ROI
revealed a PRP might be present within the first sample
(figure 5 C), as the same peaks cannot be found within (figure
5 F). The detected PRP indicates that a replicate may have
low probability of resolving the same peaks. We also do note
that the second sample does have as many peaks detected
as the first sample, but the residuals do reveal that signals
missing in the second sample match the signals found in the
first sample (see more in the discussion section).

4.3. Comparison with other software
To better evaluate the results of the NMR-Onion algo-

rithm we choose to compare it with one of the most popular
and widely applied algorithms of MNOVA GSD. The same
experiments as within case study 1 and 2 are run with the
MNOVA GSD algorithm and the results are visually shown
in figure 6 and figure 7. Unfortunately, it is not possible to
directly compare metrics such as root mean squared error or
BIC/AIC as the internal normalization of data in MNOVA
and loss function cannot be extracted, therefore only visual
comparisons of residuals are evaluated here.

Comparing the Mnova output of figure 6 with the NMR-
Onion results of figure 4, it is evident that the resulting resid-
uals of both programs do not represent a normal distributed
white noise pattern (see more in the discussion section).
The results are summarized in table 8, counting the number
of detected peaks in each ROI (each region Number has
been marked with a letter corresponding to the sub-plot
numbering of figure 4 and 6).

We note that when comparing the number of peaks de-
tected (see table 8), NMR-Onion and MNOVA mostly detect
the same number of peaks, though it seems MNOVA detects
peaks with negative amplitudes as well (one example seen in
6 A). Despite many similarities, there are some differences,
one example being the underlying signals of the peaks found
around 7.24 where the signal is more highly resolved (more
peaks are detected) in NMR-Onion than MNOVA. Note
that, the peaks in this particular region are marked as PRP,
indicating that these may have low repeatability and would
have occurred due to sample-to-sample variations (see more

9
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Figure 6: Visual model deconvoultion of sample 5 found in table 1 and 4. The dark red lines indicate the original spectrum, the
purple lines are the fitted spectrum, the blue line underlying signals, the orange lines are the residuals and the black ticks are
detected peaks. (A) Zoom in on the targeted doublet of Region 1. (B) Zoom in on the targeted septet of Region 2. (C) Zoom
in on the targeted doublet of doublet region 4. (D) Zoom in on the triplet of triplets sub-part of region 3. (E) zoom in on the
doublet sub-region of region 3.
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Figure 7: Visual model deconvoultion of sample 1 found in table 7 and plotted in figure 5 A,B and C. The dark red lines indicate
the original spectrum, the purple lines are the fitted spectrum, the blue line underlying signals, the orange lines are the residuals
and the black ticks are detected peaks. (A) zoom in on sub-region 1. (B) zoom in on sub-region 2. (C) zoom in on sub-region 3.

Table 8
Experiment 1, MNOVA and NMR-onion comparisons of
sample 5

Region No.No. Peaks(MNOVA)No. Peaks(NMR-Onion)

1(A) 5 4
2(B) 9 9
3(D) 14 9
3(E) 12 10
4(C) 10 14

Total: - 50 46

in the discussion section).
For the second experiment, the results of MNOVA are plot-
ted in figure 7. Generally from visual inspection, MNOVA
and NMR-Onion are mostly consistent in their results for
sub-region 1 and 2, but within the third sub-region (figure 5

C and 7 C) differences are identified, as NMR-onion detects
a highly overlapping peak shoulder around 3.4 ppm whilst
Mnova does not. In addition, the models of both MNOVA
and NMR-Onion seem to be much closer to fulfilling the
model assumptions of white noise, than in the first experi-
ment (see more in the discussion).

5. Discussion
5.1. Case Study 1

From the results of section 4.3, regarding the first exper-
iment, it was in general observed that MNOVA and NNR-
Onion detect an almost identical amount of peaks across all
the range of SNR set up in 4, but in some cases, NMR-Onion
is capable of detecting more peaks than MNOVA, as exem-
plified in figure 4 C. Furthermore, we observed from table
5, that our novel models of equation(8) and (9) generally
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outperformed the traditional model of pure exponential de-
cay, making it suitable for fitting non-Lorentzian line shape.
Though our models are time domain based, we have not
shown the results in the time domain, in this paper, primarily
due to two reasons. One reason is that NMR is typically
evaluated in the frequency domain. The second reason was
that we had to rely on visual comparisons between software
results, which is difficult in the time domain as the fit is much
more convoluted (The time domain output can be generated
if needed and is done so in the tutorial of NMR-Onion at the
GitHub site - see supporting information).
Another result of interest is outlined in table 6 where ROI 3
was shown to have many confidence interval overlaps sug-
gesting that the peaks found around the targeted resonances
may be potentially resolved peaks and therefore should
be further investigated for consistency within independent
replicates. However, as presented in the results, the presence
of the targeted peaks was consistent across all samples,
but these had different underlying multiplet structure. We
believe this is due to the second-order effects occurring
particularly in ROI 3. In addition to the many PRPs in
ROI 3, ROI 4 also indicated a high amount of PRPs. The
detailed pinpointing of consistent PRPs were not pursued in
detail for this study. However, it may be addressed by adding
more replicates at the same concentration, revealing which
peaks are consistent but highly overlapping and which are
occurring due to the sample-to-sample variations.

Finally, it should be noted that in the first case study,
the residuals of both MNOVA and NMR-Onion are far from
fulling the model assumptions of having white noise. We
believe this to be caused by the fact that the data is very im-
perfect with respect to model formulations, occurring both in
MNOVA and NMR-Onion (non-flat baseline) and very little
preprocessing has been carried out. The reasoning behind
the imperfections was to investigate how our approach could
handle complex data without correction, which is based on
none automated procedures, heavily relying on the operator.
Interestingly, the minimal preprocessing scheme is applied
in the second experiment and here residuals are much in line
with the model assumptions which may be owed to a higher
SNR.
5.2. Case Study 2

For the second experiment, the results of section 4.3 and
4.2, revealed that one PRP was identified within the first
sample (figure 5 C), as the overlap was to present within
the replicate (figure 5 F), indicating that this particular peak
might have occurred due to sample variations. In addition,
the results from MNOVA and NMR-Onion were very similar
for the most part, but the last sub-region (3.36-3.43 ppm) did
indicate a difference in detection, as NMR onion was able to
detect a peak shoulder around 3.4 ppm which MNOVA could
not (see figure 7 C vs figure 5 C). Finally, it should be noticed
that figure 5 F does not have as many peaks detected as figure
5 C, which is clearly shown in the residuals indicating that
some peaks are missing. It is possible to detect these peaks
by decreasing the peak width cutoff, but we chose not to

do this, as having the same parameters for each experiment
makes much more sense when comparing output.

The last observation to address is that in case study 2, the
residuals are much closer to fulfilling the model assumptions
in this study than in the previous case study, but it should be
noted that perfect white noise is achieved in neither MNOVA
nor NMR-Onion. This makes sense, as this is real data and
one cannot create a perfect model accounting for every type
of distortion without introducing severe overfitting. Still, we
have managed to formulate a model and a framework capable
of accurately representing a spectrum in which residual
signals are very small without containing many obviously
missed peaks. A possible improvement could be introducing
that of a random effect to the model, resulting in a non-
linear mixed effect type of model that might be capable of
capturing random distortions. This has to the best of our
knowledge never been done and could potentially capture
stochastic sample variation.
5.3. The NMR-Onion Algorithm

An essential aspect of the NMR-Onion algorithm comes
from the ability to detect potential resolved peaks via over-
lapping CIs based on the wild bootstrap method (see algo-
rithm 1). The downside of this method comes from the high
computational time required as the model essentially has to
be refitted 1000 times (default value) or more. This chal-
lenge was resolved by decimating the time series signal[44]
which works given that proper initial parameter values from
the fit of the none decimated ROI was estimated prior to
executing the bootstrap. Alternative methods to the wild
bootstrap algorithm (see algorithm 1) does exist, these are
based on a Bayesian approach, however as addressed by
Wilson[3] the sampling schemes are often much slower for
pure MCMC approaches. Therefore, one might consider a
variational Bayesian (VB) inference sampling scheme[45] as
a possible alternative to the wild bootstrap and model fitting,
though how to specify appropriate priors for the parameters
should be considered. The Zellener prior has shown good
results for fitting sinusoids in general as seen in the works
by Rubtsov and Griffth [34] and could gain efficient speed
with a VB inference. Another essential aspect of the NMR-
Onion algorithm lies in the implementation of the models
and optimization routine utilizing the modern framework of
PyTorch. One of the main advantages of applying Pytorch
comes from the automatic differentiation (AD) properties,
that is when defining a loss function such as equation (15)
the Hessian and gradient are automatically optimally defined
making optimization much faster and more robust. Hence
AD enables robust models to be developed much easier as
one does not have to manually implement the derivatives.
We believe that in tandem with the peak detection and digital
filter modules, other models may be easily implemented
and tested using the Pytorch core optimization framework
of NMR-Onion making both time and frequency domain
model development much more accessible for all developers.
We attempted other non-quasi-newton approaches such as
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ADAM [46] and RSM-prop [47] algorithms, but these ulti-
mately failed (results not included) compared to that of the
LBFGS both in Pytorch [30] and Scipy[31].
In making the optimization routine using LBFGS, compu-
tationally feasible, alternatives to the digital band-pass filter
were also attempted. Inspired by deep learning methods, we
attempted mini-batch stochastic optimization, which is capa-
ble of handling much larger data sets. However, this did not
show promising results on real data or simulated data. We
believe this was largely due to the LBFGS algorithm of Py-
torch not being able to properly handle the mini-batch imple-
mentation rather than the method itself. As for the simulated
data, the non-quasi-newton approaches (Adam and RSM-
prop) worked properly with mini-batches for simulated data
but failed for the real data. Hence, an attractive improvement
to our algorithm would be to implement mini batches when
the LBFGS algorithm of Pytorch is further developed with
stochastic optimization, as this would make manual ROI
selection obsolete, fitting the full spectrum, all at once. In
the current state of NMR-Onion, the multiplets have to be
manually assigned based on the estimated amplitude ratios
and coupling constants. This can be problematic, especially
in untargeted studies. Hence for the future of NMR-Onion,
the implementation of automatic assignment of multiples
based on amplitude ratios and coupling constants is a desired
feature making NMR-Onion suited for faster targeted as well
as untargeted studies.

6. Conclusion
From the results and discussion, it can be concluded that

the NMR-Onion framework is a robust tool for analyzing 1D
1H NMR spectra, capable of targeting specific ROIs within a
spectrum for targeted analysis at a wide range of SNR values.
Additionally, we conclude that our new novel time domain
models are capable of fitting and detecting highly overlap-
ping signals. We believe that with the NMR-Onion being
open source, model improvements and further development
can be rapidly added due to the AD library, while the core
modules of digital filtering ensure computational feasibility
and the peak detection algorithm enabling multi-modality
of the frequencies to be handled. Furthermore, it can be
concluded that the detection of potentially resolved peaks in
combination with replicates will ensure that the risk of false
conclusions will be reduced significantly. This would be very
relevant for large metabolomics samples where many signal
overlaps are present and sample-to-sample variations would
potentially play a significant role. With the NMR-Onion
algorithm one would be made aware of the potential artifacts
and hence draw fewer false conclusions. With NMR-Onion
we have built an algorithm capable of statistically evaluating
the uncertainties of the results in a manner such that the user
will become aware of potentially resolved peaks appearing,
which coupled with replicates, would aid in reassuring that
highly overlapping peaks are consistent throughout samples
and not occurring due to sample to sample variations.
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1. Constraining specifications
The numerical challenges of fitting the parameters of

every model of the NMR-Onion paper are listed here and
the solution to the challenge is provided. The models of the
paper are outlined below for a better overview

𝑦(𝑡) =
𝐾
∑

𝑘=1
𝑓 (𝐴𝑘, 𝜔𝑘, 𝜙𝑘) ⋅Ψ1(𝝆𝒌) ⋅ 𝑒𝑥𝑝(1𝑗𝛾𝑘)𝑡 (1)

𝑦(𝑡) =
𝐾
∑

𝑘=1
𝑓 (𝐴𝑘, 𝜔𝑘, 𝜙𝑘) ⋅Ψ2(𝝆𝒌) ⋅ 𝑒𝑥𝑝(1𝑗𝛾𝑘)𝑡 (2)

𝑦(𝑡) =
𝐾
∑

𝑘=1
𝑓 (𝐴𝑘, 𝜔𝑘, 𝜙𝑘) ⋅Ψ3(𝝆𝒌) ⋅ 𝑒𝑥𝑝(1𝑗𝛾𝑘)𝑡 (3)

Where 𝑓 (𝐴𝑘, 𝜔𝑘, 𝜙𝑘) and Ψ(𝜌𝑘) are the harmonic and decay
terms of each model. These are formulated as

𝑓 (𝐴𝑘, 𝜔𝑘, 𝜙𝑘) = 𝐴𝑘 ⋅ 𝑒𝑥𝑝(2𝑗𝜋𝜔𝑘𝑡 + 𝜙𝑘) (4)

Ψ1(𝝆𝒌) = 𝑒𝑥𝑝(−𝛼𝑘𝑡) (5)

Ψ2(𝝆𝒌) = (1 − 𝜂𝑘) ⋅ 𝑒𝑥𝑝(−𝛼𝑘𝑡) + 𝜂𝑖 ⋅ 𝑒𝑥𝑝(−𝛼𝑘𝑡2) (6)

Ψ3(𝝆𝒌) = 𝑒𝑥𝑝(−𝛼𝑘𝑡𝛽𝑘 ) (7)

The first challenge comes from constraining parameters
to be positive, particularly the decay rate (𝛼), power law con-
stant (𝛽), and mixing constant (𝜂) are all positive parameters.
To avoid numerical overflows in the optimization routine the
softplus function (SPF) is applied

𝑆𝑃𝐹 (𝜌𝑘) =
1
𝛽𝑠𝑝

log(1 + exp(𝛽𝑠𝑝𝜌𝑘)) (8)

⋆Corresponding author.
E-mail address: chg@kemi.dtu.dk (Charlotte Held Gotfredsen).

where 𝛽𝑠𝑝 is set to 1 per default and the linearity threshold
was set as 𝛽𝑠𝑝𝜌𝑘 > 20. We found that applying the SPF
worked well for the power law constant of 𝛽 and also
partially for the decay rate, but additional twists had to be
made for the decay rates not rely heavily on initial values.
For the initial values of 𝛽 we set 𝛽𝑠𝑡𝑎𝑟𝑡 = 0.54 which
corresponds to 𝑆𝑃𝐹 (𝜂𝑠𝑡𝑎𝑟𝑡) ≈ 1. Prior to showing the decay
rate constraining method, we introduce the logistic sigmoid
function (LSF) which ensured the stability of the mixing
constant and later the decay rate as well. From equation (6)
it is evident that 0 ≥ 𝜂 ≥ 1 is a hard constraint for the
model. To avoid the problems of having hard constraints
on parameters, we transformed 𝜂 via the LSF such that the
transformed space is formulated as

𝐿𝑆𝐹 (𝜂) = 1
1 + exp(−𝜂)

(9)

Equation (9) constrains the parameters such that the
function values are always between 0 and 1 no matter how
large or small the values of 𝜂. For the initial values of 𝜂 we
set 𝜂𝑠𝑡𝑎𝑟𝑡 = 0.0 which corresponds to 𝐿𝑆𝐹 (𝜂𝑠𝑡𝑎𝑟𝑡) = 0.5.

The decay parameter was not as simple to constrain, as
peaks with very different heights would have very different
decay rates. Hence, we combined the SPF with the LSF
resulting in the transformation function Q seen in equation
(10)

𝑄(𝛼𝑘, 𝑆) = 𝑆𝑃𝐹 (𝑆)𝐿𝑆𝐹 (𝛼𝑘) (10)

The Q transformation of equation (10) works such that
each decay rate is constrained between 0 and 1 and is scaled
by a positive scalar 𝑆. The value of S would then represent
the peak with the highest decay rate which is scaled down by
𝐿𝑆𝐹 (𝛼𝑘) for the remaining peaks. For initial values of𝑆 and
𝛼 we set𝑆𝑠𝑡𝑎𝑟𝑡 = 0.0 and 𝛼𝑠𝑡𝑎𝑟𝑡 = 0.0. We attempted different
values and found that setting 𝑆𝑠𝑡𝑎𝑟𝑡 to low values between
[𝑆𝑃 (−1) ∶ 𝑆𝑃 (1)] worked well for all tested datasets and
therefore we chose the middle value of 𝑆𝑃 (0.0). Likewise,
we also choose the middle value of the LSF at𝐿𝑆𝐹 (𝛼𝑠𝑡𝑎𝑟𝑡) =
0.5. Finally, for the skewing term of 𝛾 we set the initial value
at 𝛾𝑠𝑡𝑎𝑟𝑡 = 0.0 no special transformation was needed as the
parameter seemed to be self-constrained between [−𝜋2 ∶ 𝜋

2 ]
regardless of data input.
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