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Abstract

Scale formation from mineral crystallization presents a widespread industrial challenge
and becomes increasingly costly within modern societies. It is a common cause of process
equipment fouling leading to deleterious impacts and sub­optimal operation, resulting in
equipment failure, higher energy consumption, and reduced output. Scale prevention and
removal processes involve extensive use of reaction inhibitors, solvents, and acids that
present a potential threat to aquatic life and ecosystems. Consequently, accurate modelling
and prediction of scale formation play a crucial role in efficiently managing the use of such
chemicals while minimizing their unfavourable side effects.

While scale formation most commonly causes deleterious effects in the industry, some
studies and industries induce scale formation intentionally. A relevant and recent example
is the use of carbonate scale as a permanent and stable solution for carbon storage. In
such applications, process control and optimization rely on a thorough understanding of
the wide range of mechanisms governing crystallization.

Universal to scale formation is the significance of the ionic transport within the fluid from
which the scale is crystallized. The present PhD thesis covers work carried out over the last
four years to improve the scientific modelling techniques applied in numeric modelling
of flow and scale formation. This thesis presents work on computational fluid dynamics
(CFD) modelling of the impact of flow conditions on scale formation processes.

The scope of the project is rooted in a specific challenge, namely the formation of barium
sulphate scale in the hydrocarbon producing pipelines in the Danish part of the North
Sea. Barium sulphate formation incurs significant costs to the industry. The modelling of
barium sulphate crystallization processes under flow conditions similar to those faced in
hydrocarbon wells require a multi­disciplinary understanding of crystallization.

Barium sulphate formation occurs from the crystallization of barium and sulphate ions
within the water. The governing physics of the process is commonly modelled using a
thermodynamic equilibrium reaction governed by a transition state from dissolved ions
to nuclei and by subsequent growth of those nuclei. This can occur in the fluid bulk as
suspended particles or at the interface between the fluid and solids as scale. The rates at
which these forming processes occur are controlled by a combination of stochastic pro­
cesses at molecular scale and larger­scale variations. The molecular scale is studied in the
field of physical chemistry, whereas the larger spatio­temporal variations are the subject
of three­dimensional modelling methods such as CFD. Within the present PhD thesis, dif­
ferent aspects of the impact of fluid dynamics on barium sulphate formation are examined,
and the results have been compiled into research papers.

The first paper published focuses explicitly on the modelling of the turbulent and dispersed
two­phase oil­water flow common to the aforementioned pipelines. An implementation of
a statistical and adaptive droplet size distribution model into an Eulerian two­fluid model
is presented. The model is used to replicate experimental studies of oil­water dispersion
quantified through phase distribution and droplet sizes. While the droplet­size distribution
results show a notable uncertainty, the ability to dynamically predict droplet sizes signifi­
cantly aids the ability to determine phase distribution without manual input of droplet sizes.
Such modelling helps predict water­wetting, which significantly affects scale formation.
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Due to the low solubility of barium sulphate, effective reaction rates are often limited by
mixing and transport. Within turbulent flow, mixing is strongly aided by the folding and
stretching of fluid structures. At the time of the PhD study, the availability of experimental
data to support numerical analysis of these effects was limited. Consequently, the research
group decided to build two different flow­reactive experimental setups; a Taylor­Couette
reactor and a pipe­flow­through reactor.

Based on experiments using the Taylor­Couette reactor, a research paper has been pub­
lished on the analysis of turbulent mixing and the impact on barium sulphate reactivity.
A validated procedure for such analysis has been presented along with a novel suggestion
for a turbulent Peclét number that supports numerical studies of turbulent mixing. The
outcome of the paper has given the research group insights into the significance of the hy­
drodynamics in the reactor for its net reactivity. This research is continued in a subsequent
study on inhomogeneous reactivity, which is attached to the thesis as a draft manuscript.

Finally, a phenomenological study of surface barite formation under different surface and
flow conditions has been carried out on the pipe­flow reactor. The produced paper dis­
cusses transport regimes and how they impact the processes of surface growth. The out­
come of the study highlights further areas of research which have been initiated at the time
of writing.

In summary, a range of techniques and methods modelling the impact of flow conditions
on scale formation have been studied. The process has led to improvements in the current
fundamental understanding of scale formation in complex flow conditions. Moreover, a
fundamental basis for future research has been laid from the output research papers and
data.
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�G = kBT ln
 (1.9)

In a super­saturated brine (
 > 1), the energy level of a precipitated crystal is prefer­
able over that of the dissolved ions. However, the crystallization process typically has an
unstable transition state between the dissolved state and the solid crystal states. In this
transition state, the dissolution of the crystal is predominant. Consequently, sufficient
anions and cations have to collect through collisions for a stable crystal to form. Using
statistical mechanics, transition state theory models this stochastic process using the level
of thermal energy as a driver for the rate of formation of stable crystals. The energy­level
after which a crystal becomes stable, i.e., further growth of the crystal is fully exergonic, is
referred to as the Gibbs free energy of activation (�GA). Based on transition state theory
and originating in Boltzmann statistics and the Maxwell­Boltzmann distribution, different
models have been developed to determine the rate at which the transition to a meta­stable
state occurs (Arrhenius, 1889; Eyring, 1935). These models agree on the “forward kinetic
rate constant”, kf , being proportional to the Boltzmann factor, i.e., to the negative expo­
nential function of the ratio between the Gibbs free energy of activation and the product
of Boltzmann’s constant and the temperature (T ):

kf / exp
�

�
�GA

kBT

�
(1.10)

Classical nucleation thermodynamics describes the Gibbs free energy of activation as the
difference between the cost of surface formation and the release of chemical energy. This
field has been the base for nucleation across many disciplines, such as droplet conden­
sation in vapour and cavitation in water. Herein, by modelling the Gibbs free energy of
activation as a function of nucleus size, the activation energy can be found as the max­
imum energy state, after which further growth reduces the net Gibbs free energy of the
nucleus. An assumption of the nucleus geometric assumption must be taken to determine
the relationship between volume and surface area. As shown in figure 1.1, the activation
energy is the maximum of the Gibbs free energy as a function of the crystal size (Mullin,
2001).

The nucleation process may occur either “isolated” in the fluid bulk or attaching to foreign
interfaces of the solvent. These two processes are categorized as homogeneous and het­
erogeneous nucleation, respectively. In classical nucleation theory, the thermodynamic
difference between the two nucleation processes is typically described using geometric
considerations, most commonly that the nuclei are spherical. With a surface tension (�)
and a molar volume of the crystal (Vm), a spherical nucleus becomes stable after reaching
its critical Gibbs free energy level (�Gc):

�Gc =
16��3V 2

m

3 (NAkBT ln (
))2 (1.11)

where NA is Avogrado’s number. For heterogeneous nucleation, the spherical assumption
may be altered to account for a different surface­to­volume ratio, thereby lowering the
activation energy. This correction is done by introducing a contact angle � between the
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(DNS) classifies numerical CFD simulations with a grid size that resolves all relevant
gradients, thereby solving the governing equations to numerical accuracy. While such
simulations are scientifically preferable, computational resource limits make such simula­
tions highly time­consuming and rarely feasible. Where DNS is infeasible, higher­order
statistical physics can be introduced into the numerical models. Common examples in­
clude the modelling of the effects of turbulence and of the effects of interfacial forces in
multi­phase flow.

1.3.1 Modelling the effects of turbulence
Turbulence arises from instabilities of the fluid motion causing chaotic, complex fluid
flow patterns. From a mathematical perspective, the chaotic solution to Navier­Stokes
equations arises from the non­linear momentum advection term (u
u). Hence, turbulence
is often expected when the magnitude of this term is high compared to the momentum­
diffusive term from viscosity. This ratio is commonly described through the Reynolds
number of the flow:

Re =
�fUL

�f
(1.19)

where U and L are characteristic velocity and length scales of the flow, respectively.

In turbulent flow conditions, the scale at which variability and thus heterogeneity occurs
has been analyzed in (Batchelor, 1959). In a turbulent diffusion­advection system, the
Batchelor length scale describes the smallest wavelengths at which variations in concen­
trations and temperature can be sustained. For most chemical solutions in water, the ratio
of the momentum to molecular diffusivity denoted by the Schmidt number (Sc) is multiple
orders of magnitude larger than one. Under such conditions, the Batchelor length scale
becomes much smaller than the Kolmogorov length scale, which describes the smallest
velocity fluctuation.

DNS simulations of turbulent flows would require a computational grid size smaller than
the Kolmogorov and Batchelor length scales. Unfortunately, the Kolmogorov and Batch­
elor length scales get progressively smaller as the Reynolds number increases. Conse­
quently, the most common compromise is to “Reynolds decompose” the equations, i.e.,
separating each quantity into a fluctuating and a Reynolds­averaged component. With
such decomposition, the Navier­Stokes equations can be rewritten into the equations for
the average component. This method is commonly known as Reynolds Averaged Navier­
Stokes (RANS). As most engineering problems focus on time­averaged metrics, it makes
sense not to resolve the fluctuations. However, from the decomposition of the governing
equations, it follows that the fluctuations play a role in the non­linear terms of the time­
averaged equations. Consequently, the field of turbulence modelling delves into methods
of modelling these effects rather than resolving them.

As computational power has increased over the last decades, another method, large eddy
simulation (LES), has gained popularity. This method filters the governing equations spa­
tially rather than temporally, allowing both temporal and spatial modelling of variations
down to the computational grid size of the model. Consequently, LES is generally consid­
ered a middle ground between RANS and DNS modelling. Like RANS decomposition,
the filtering of sub­grid­scale eddies leaves an artefact in the filtered equations that LES
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concentrations are assumed uniform, effectively filtering away variations smaller than the
grid size.

The filtering of sub­grid scale concentration variations impacts the net reactivity within
each cell. Turbulence kinetic interaction modelling accounts for the in­cell reactivity de­
pendence on turbulence. Where kinetic rates follow the law of mass action, the reaction
rate of a simple system (A + B *) P ) in a finite volume cell of volume V with constant
density can be calculated as

dmA

dt
=

dmB

dt
= �

1
V

Z

V
kaAaBdV (1.20)

In the hypothetical case of perfectly homogeneous reactant concentration throughout a cell,
the activities are spatially uniform and equal to the cell average. Thus the right­hand side
simplifies to �kaAaB. However, in the case of local variations within the cell sustained
by a concentration gradient across the cell, the cell­averaged rate from (1.20) will differ
significantly from the homogeneous case. As such, it is necessary to account for changes
in the net cell reaction rate due to concentration variations filtered away through either
Reynolds averaging or spatial filtering.

1.3.2 Implications of multi­phase flow
In the case of multiple immiscible fluid phases, such as oil and water flow, added com­
plexity arises from momentum­interaction between the phases. Such flow adds further
complexity to the Navier­Stokes equation through complex variations in density and vis­
cosity and added surface tension forces. Commonly applied multi­phase flow modelling
techniques consider each phase discrete, either by solving a set of momentum equations
for each phase, or by tracking the phase distribution through an Eulerian transport equa­
tion. Alternatively, Lagrangian tracking of the droplets of one phase in the other can
prove effective for dispersed droplets. For the Eulerian methods, DNS can be achieved
by fully resolving the gradients of the interfaces between the fluids. However, achieving
such resolution is seldomly possible in dispersed or transitional flows. Eulerian models
can therefore be supported by empirical formulations for unresolved interface interaction,
e.g., by assuming sub­grid droplet sizes and applying transfer of momentum between the
phases based on these assumptions.

Withinmodelling ofmineral deposition, the effects ofmulti­phase flow conditionsmay sig­
nificantly affect formation rates. Typically, scale reactions only occur within the aqueous
phase, and consequently, phase distribution may significantly govern the spatio­temporal
reactivity. Due to the accelerated crystallization from heterogeneous nucleation and be­
cause surface deposition generally is principal in fouling, the degree to which the wall is
in contact with water, i.e., water­wetting, becomes an essential metric for scale formation
in multi­phase flow.

1.4 Assessment of the current state­of­the­art
Throughout the last century, modelling methods for crystallization prediction and physical
chemistry have been studied extensively (Asimov, 1965). However, due to the complexi­
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Figure 1.5: Stirred reactor with free air­water surface.

air is present. As the water phase is stirred to mix the brine, this free surface curves from
the centrifugal effects, significantly altering the state of the flow in terms of turbulence
characteristics and shear forces.

Whereas dispersed flow modelling often is carried out by using a multi­fluid approach,
free surface simulations focus on resolving the interface shape between the fluids. The
most commonly applied method is the volume­of­fluid (VOF) approach (Hirt and Nichols,
1981). Such simulations have, over the last decades, been successfully applied to a range
of simulations such as maritime modelling,

1.4.3 Advances in thermodynamic and kinetic modelling of barium
sulphate

Within the thermodynamic modelling of electrolyte chemistry, the activity coefficients of
species have been a central focus of research. The main driver for this focus has been
that mixtures are highly complex in most engineering aspects and, as a consequence, devi­
ate significantly from ideal­solution­like behaviour. However, even under more idealized
experimental conditions, highly insoluble minerals like barium sulphate are significantly
affected by the presence of other ionic species.

The concept of chemical activity is introduced to account for the observed difference be­
tween the chemical potential of a reactant in a given mixture (�i) and its potential in a
defined standard state (�0

i ):

kBT ln (ai) = �i � �0
i (1.22)

where the standard state is defined as a pure mixture of 1 molal of that reactant (Guggen­
heim, 1929; Pitzer, 1986). A molal activity coefficient 
i is introduced as the ratio of the
reactant’s activity to its molality mi:


i =
ai

mi
(1.23)
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Figure 1.7: Schematic illustration of the Taylor­Couette reactor designed in this project.

rotors. The outer casing is encapsulated in a heat exchanger to control the temperature
of the experiments. Two inlets are located at the bottom, allowing injection of different
brines and two outlets are attached at the top and connected to an inductively coupled
plasma optical emission spectroscopy device (ICP­OES) to analyze effluents in real­time.
The reactor design is illustrated in figure 1.7

This reactor design was chosen to provide several advantages, namely:

1. The cell has easily modelled flow boundaries with laminar inlet velocities and no
mixing prior to the cell. This makes a numerical model confined to simple and
well­defined boundary conditions.

2. The residence time of the reactor, i.e., its volume divided by the flow rate, is decou­
pled from other flow properties such as Reynolds number and shear stresses and vice
versa. This means that the residence time and, thereby, the total injected brine may
be kept constant across a series of variation experiments such as differing Reynolds
numbers.

3. Two independent parameters, namely the rotational rate and ratio of the rotor ra­
dius to the stator radius, allow advanced manipulation of the fluid dynamics within
the reactor. This allows us to conduct experiments with, e.g., varied shear stress
magnitude under constant Reynolds number.

4. The axis­symmetry of the reactor means that CFD can be modelled with a static
mesh, drastically reducing computation time compared to reactors where mesh de­
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formation is necessary.

5. Continuous monitoring of effluents. This gives well resolved non­intrusive time­
series data to validate CFD against.

6. Easy assembly and disassembly allow for experiments with different surface mate­
rials. This means that different surface treatments and conditions can be tested. It
has also been conceptualized to use a glass stator to experiment with brines causing
fluorometric reactions uponmixing, such as those used in (Wheat and Posner, 2009).
Such experiments will illustrate the mixing rate and, thereby, reaction through the
fluorescence intensity.

This reactor has been used for the experimental results published in the paper included
as Chapter 3 as well as in the manuscript attached as Chapter 5. In the former of those
studies, we focused on quantifying the fluid dynamics inside the reactor at a fixed rotor
radii of 80mm yielding a rotor­stator radii ratio of � = rrotor/rstator = 0:82 operated at
turbulent Reynolds numbers in the range of 1 � 104 to 4 � 104. Under these conditions,
we conducted non­reactive mixing experiments in tandem with simulations, coherently
indicating that the reactants were well mixed, with effluent concentration time­series not
showing significant change within the range of Reynolds numbers tested.

In addition to illustrating typical fluid dynamics such as velocity and pressure fields and
fluid forces exerted on the surfaces, we went into detail with quantification of the effects of
turbulence on the reactor operation. We started this quantification by exploring the effect
of turbulence on the Damköhler number, i.e., the ratio of reaction rate to the transport
rate. Here we based the reaction rate and transport rates from the terms on the right hand
side of the transport equation (1.16). By considering the added turbulent diffusivity as the
source of change to the Damköhler number, we arrived at a derivation of a turbulent Peclét
number as a candidate for accurately quantifying the expected enhancement of reactivity
from turbulence when the Damköhler number is relatively high (meaning reactivity is
largely limited by transport).

By comparing simulations of experiments at Reynolds numbers 2�104 and 4�104 we see
a significant increase in the added diffusivity leading to a 29% increase in the turbulent
Peclét number. In parallel, we conducted reactive experiments with barium sulphate pre­
cipitating from mixing barium chloride and sodium sulphate brines and saw a significant
shift in chemical conversion. This finding illustrates the significance of turbulence even
under considerably well­mixed conditions.

In summary, we conclude that even though a reactor is well mixed at macro­scale level,
turbulence on a micro­scale level plays a significant role for the effective Damköhler num­
ber and hence reactivity. We illustrate that through turbulent mixing state quantification
such as through the turbulent Peclét number justifies these observations based on data
obtained in non­reactive simulations.

After submitting the paper mentioned above, we compared the output of simple reactive
simulations to visual observation of deposition patterns on the stator of the Taylor­Couette
cell. Apparent coherence between the expected zones of higher turbulent Peclét number
and the deposition location was observed for a range of different Reynolds numbers and
radii­ratios. An example of such visual comparison is coherence is shown in figure 1.8.
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6 Conclusion and ongoing work

This chapter serves to summarize the outcomes of each individual concrete research study,
of the project in a broader context, and of the unpublished studies with perspectives on
commenced and planned areas of future research.

6.1 Conclusions from the published studies
From a general review of the governing physics supported by recent and current research,
it is evident that scale formation and crystallization in an industrial context is a complex
multi­disciplinary challenge. In my PhD studies, I have sought to add knowledge from the
field of fluid dynamics and computational methods to both qualitatively and quantitatively
unravel some of the complexities arising from spatio­temporal effects of the flow in which
the scale­forming reactions occur.

Motivated by concrete challenges faced in hydrocarbons production in the North Sea, bar­
ium sulphate deposition under comparable flow conditions has been considered. These
challenges occur under a turbulent multi­phase flow of mixtures with a wide range of elec­
trolytes dissolved. As parallel studies are undertaken to study the significance of complex
brine compositions, the scope has been reduced to simple brines consisting of dissolved
sodium sulphate and barium chloride.

The first research paper explores the influence of multi­phase flow conditions on the scale
formation rates in oil­water flow. It was conducted to evaluate relatively novel methods
to obtain key quantitative measures such as droplet size and surface wetting. The ability
to predict these measures can, for example, help predict the effects of different water cuts
and the placement and design of flow­obstructing equipment. The concrete outcome of the
research paper was validation of the ability of the tested methods to obtain such data with
a lower requirement for supporting experimental studies under the given flow conditions.

The second paper explores the influence of varying turbulence intensity on reactant trans­
port and mixing in the aspect of barite deposition. This paper is the first outcome of a
decision taken to build a novel reactor to provide data for combined numerical and experi­
mental studies into scale formation under varying hydrodynamic conditions. As a first step
in a range of studies in this reactor, the study focuses on validating a structured methodol­
ogy for CFD simulations on the reactor. The simulations use a combination of large eddy
simulations (LES) to harvest microscale statistical insights, and Reynolds stress models
(RSM) to produce Reynolds averaged simulation results. The outcome of this study is a
foundation for concrete studies into flow­reactive studies with a wide degree of freedom
to examine different flow regimes, surface characteristics and chemical combinations.

Additional to a novel reactor accompanied by a validated CFD approach, the paper delves
into ways of deriving relevant statistical insights from microscale LES simulations for
subsequent use in Reynolds averaged simulations. We illustrate a model for obtaining an
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estimate for the turbulent Schmidt number from LES simulations, although these were sub­
jected to a high degree of variability from our results. We also suggested a new turbulence­
mixing quantity, namely the turbulent Peclét number, which we compared across different
experiments with varying degrees of turbulence. Observing this turbulent Peclét number
from non­reactive simulations shows that microscale mixing was significantly increased at
the higher Reynolds number, even between two turbulent conditions. These findings align
with observations from reactive experiments showing a significant increase in reactivity
between the two cases.

The third paper has been conducted to take the first steps to enhance the phenomenolog­
ical understanding of scale formation in different flow conditions over different surfaces.
A simple sample of two different surface designs with two flow rates has been used to
generate four different experimental situations. CT scans have been obtained after three
different experimental durations and reconstructed to 3D surfaces, allowing us to visualize
scale growth accurately. The CT reconstructions are supported by simple numerical sim­
ulations of the reactive transport in the cell without attempting predictive precision. The
paper presents a qualitative review of a range of previous studies, with their conclusions
discussed through relatively simple means of experimental and numerical observations
along with an inference of the characteristics of the results we obtained.

Through the publications mentioned above, our phenomenological understanding of the
impact of fluid dynamics on the formation and growth of scale has been improved. Fur­
thermore, a solid basis is laid for further research into concrete unresolved questions. This
has led to the conduction of a range of experiments and simulations that will lead to more
publications on the subject in the coming months and years.

6.2 Prospective outcomes of ongoing and future work
At the time of this writing, large efforts have been made to progress the state of knowledge
in the field of flow­kinetic modelling surrounding the area of scale precipitation. The
devising of the Taylor­Couette reactor and the models to simulate its operation has a range
of prospective studies lined up.

Furthermore, the studies into surface deposition using CT morphology has left a range of
questions unanswered, to which a new range of experiments, with finer time resolution
of in­situ deposition scans are possible. These studies will allow us to make much more
accurate flow modelling including the formation of crystals and how fluid forces act on
those.

6.2.1 The significance of spatio­temporal variability on global
reaction kinetics

Attached in Chapter 5, a manuscript presents a study­in­progress on accurate modelling of
inhomogeneous reaction kinetics within stirred reactors. Stirred reactors are used widely
to examine kinetic rates. Stirring is an essential process to mix miscible brines added
at the beginning of the experiment or continuously through the experiment. The current
work attempts to use CFD simulations to examine the mixing rate of the brines to measure
the effect on reactivity. It aims to bridge the difference between the ideal state of mixing,
where reactant concentrations and thus kinetic rates are uniform throughout the reactor,
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