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Abstract
Nanophotonics represents a dynamic and rapidly expanding area of research focused
on investigating fundamentals of light-matter interactions and developing cutting-
edge nanoscale devices for high-speed computation, medicine, different kinds of sen-
sors, and renewable energy. To effectively address these technological and social
challenges, nanophotonics necessitates a robust and efficient platform. Historically,
plasmonics, a branch of nanophotonics harnessing the tightly confined optical reso-
nances in metallic nanoparticles, emerged as a compelling option for both applica-
tions and fundamental investigations, but plasmonics suffers from unwanted energy
dissipation. In recent years, a novel approach rooted in Mie resonances in dielectric
nanostructures has gained attention, offering the prospect of high quality factors and
tunable resonances accompanied by negligible losses, in contrast to plasmonics. This
paradigm shift, termed ”Mie-tronics,” has brought significant advancements, includ-
ing photonic bound states in the continuum, supercavity modes, optical anapoles,
superscattering, and perfect absorption, giving rise to groundbreaking technologies
like nanolasers, Huygens metasurfaces, and metalenses, among others. Thus, further
investigations of Mie resonances in connection to other research topics, such as op-
tical levitodynamics and extreme electromagnetic field confinement, are significantly
relevant. Moreover, combining Mie resonances with complex frequency excitation,
namely, virtual absorption and gain, presents a promising avenue for theoretical stud-
ies that can potentially result in new energy-efficient nanophotonic devices.

This thesis investigates approaches provided by Mie resonances and virtual exci-
tations to boost optical trapping, low-loss electromagnetic field confinement, Purcell
effect, and tunability of optical properties. The thesis is a collection of the research
papers produced during the PhD studies, and, therefore, it consists of a broad intro-
duction including the most central theoretical background and the papers. First, a
comparative study of the emission rate enhancement in plasmonic and dielectric nanos-
tructures is carried out. Second, the tunability of nanophotonic structures composed
of phase-change materials and photochromatic materials coupled to Mie resonances is
explored. Based on these explorations, a tunable phase-change core-shell nanoparticle
capable of reversibly switching between nanolaser and cloaking regimes is designed.
In addition, a reconfigurable Fano resonance in a hydrogen-rich silicon Mie nanopar-
ticle coupled to a photochromatic material that can change the refractive index when
exposed to intense ultra-violet and visible light is proposed. Third, capabilities of
dielectric metasurfaces, such as quality factor and spatial localization of light, are
extended through the photonic bound states in the continuum and antiferromagnetic
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order of magnetic Mie resonances. Fourth, Mie-resonant nanoparticles are shown to
master optical levitodynamics by enhancing the gradient optical forces induced by
counterpropagating gaussian beams. Finally, the impact of virtual excitations on
light scattering and optical forces in Mie-resonant nanoparticles is investigated. It
is revealed that signals with complex frequencies, i.e., exponentially growing or de-
caying temporal profiles, can induce pulling optical force or increase pushing force in
Mie-resonant nanoparticles. This observation challenges the conventional understand-
ing of the optomechanical interaction of plane wave signals with photonic structures.
Also, a significant improvement of optical Kerker, anti-Kerker, and transverse Kerker
effect under the complex frequency excitation is uncovered, revisiting the optical the-
orem in the complex frequency plane. These groundbreaking fundamental results can
pave the way for nanophotonic devices beyond the existing constraints, improve their
tunability and sensitivity.



Resume
Nanofotonik repræsenterer et dynamisk og hurtigt voksende forskningsområde, hvis
fokus er at undersøge de grundlæggende principper for lys-stof-vekselvirkning samt at
udvikle banebrydende nanoskala-enheder til højtydende computere, medicin, forskel-
lige former for sensorer og vedvarende energi. For effektivt at adressere disse tek-
nologiske og sociale udfordringer kræver nanofotonik en robust og effektiv platform.
Historisk set er plasmonik, som en gren af nanofotonik, der udnytter de tæt indeslut-
tede optiske resonanser i metalnanopartikler, som en interessant mulighed til både
anvendelser og grundlæggende undersøgelser, men plasmonik lider af uønskede en-
ergitab. I de seneste år er der opstået interesse for en ny tilgang baseret på Mie-
resonanser i dielektriske nanostrukturer, hvilket giver udsigt til høje godheder og
justerbare resonanser ledsaget af negligerbare tab, hvilket står i kontrast til plas-
monik. Dette paradigmeskifte, kaldet ”Mie-tronics”, har ført til betydelige fremskridt,
herunder fotoniske bundne kontinuum-tilstande, superkavitets-egentilstande, optiske
anapoler, super-spredning og perfekt absorption, hvilket videre har ført til bane-
brydende teknologier heriblandt nanolasere, Huygens-metaoverflader og metalinser.
Derfor er yderligere undersøgelser af Mie-resonanser i forbindelse med andre forskn-
ingsemner, såsom optisk levitodynamik og ekstrem elektromagnetisk feltindeslutning,
ganske relevante. Derudover udgører kombinationen af Mie-resonanser og excitationer
med kompleks frekvens, navnligt virtuel absorption og forstærkning, en lovende ret-
ning for teoretiske studier, der potentielt kan føre til nye energieffektive nanofotoniske
enheder.

Denne afhandling undersøger brugen af Mie-resonanser og virtuelle excitationer
til forstærkning af optiske fælder, elektromagnetisk feltindeslutning med lave tab,
Purcell-effekten og justerbarheden af optiske egenskaber. Thesisset er en samling af
de forskningsartikler, der er produceret under ph.d.-studierne, og den består derfor af
en bred introduktion, der inkluderer den mest centrale teoretiske baggrund og artik-
lerne. Først laves en sammenlignende undersøgelse af emissionsrateforstærkning i plas-
moniske og dielektriske nanostrukturer. Dernæst udforskes justerbarheden af nanofo-
toniske strukturer som er sammensat af faseændrende materialer og fotochromatiske
materialer der er koblet til Mie-resonanser. Baseret på disse undersøgelser designes
en justerbar kerne-skal faseændrings-nanopartikel som reversibelt kan skifte mellem
nanolaser- og cloaking-regimet. Derudover foreslås en rekonfigurerbar Fano-resonans
i en Mie-nanopartikel af hydrogenrig silicium som er koblet til et fotochromatisk ma-
teriale, der kan justere brydningsindekset, når det udsættes for intens ultraviolet og
synligt lys. For det tredje udvides dielektriske overfladers egenskaber, såsom godhed
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og rumlig lokalisering af lys, ved brug af fotoniske bundne kontinuum-tilstande og
antiferromagnetisk orden af magnetiske Mie-resonanser. For det fjerde vises det, at
Mie-resonante nanopartikler mestrer optisk levitodynamik ved at forstærke de optiske
gradientkræfter induceret af modsatrettede gaussiske stråler. Endelig undersøges ef-
fekten af virtuelle excitationer på lysdispersion og optiske kræfter i Mie-resonante
nanopartikler. Det findes at signaler med komplekse frekvenser, altså eksponentielt
voksende eller aftagende tidsprofiler, kan inducere en trækkende optiske kraft eller
øge den skubbende kraft i Mie-resonante nanopartikler. Denne observation udfordrer
den konventionelle forståelse af optomekanisk interaktion mellem planbølgesignaler
og fotoniske strukturer. Desuden afdækkes en betydelig forbedring af de optiske
Kerker-, anti-Kerker- og transverse Kerker-effekter ved excitation med en kompleks
frekvens, hvilket giver anledning til at genbesøge det optiske teorem. Disse banebry-
dende resultater kan vise vejen mod nanofotoniske enheder som omgår eksisterende
begrænsninger og derved forbedrer deres justerbarhed og følsomhed.

Kongens Lyngby, 18th October 2023

Sergei Lepeshov
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Introduction
In the last century, extensive technological growth, fueled by prodigious scientific
discoveries, has led humankind to tremendous advances in manufacturing, educa-
tion, and health care. The agricultural industry has reached a new level, providing
food for the majority of countries in the world and postponing global hunger for
at least decades. Modern transportation and navigation methods have significantly
shortened travel times, enabling people with different social backgrounds to journey
between cities and continents easily. Thanks to sustainable progress in medicine and
pharmacology, human lifespan upraises steadily; humanity courageously confronts
global challenges such as pandemics and improves medical treatment of cancer and
hereditary and chronic diseases. The World Wide Web allows people from different
corners of the Earth to keep in touch with each other, exchange information, and even
learn new professions remotely. All of the aforementioned technological and social
breakthroughs are a part of our reality owing to the ubiquitous implementation of
electronics.

Electronic gadgets have become deeply ingrained in human life, seamlessly inte-
grating into daily routines, taking the form of household appliances and computa-
tional devices. The last ones, well-known as computers, are versatile tools for infor-
mation processing and data analysis, various calculations, communication, and even
recreation. The improvement of computers has boosted progress in computationally
consuming research fields, from cosmology and spacecraft to molecular biology and
bioinformatics. Hence, the significance of electronics and its impact on modern so-
ciety cannot be overestimated, yet the persistent challenges, such as acceleration of
information processing, early disease detection, and environmental crisis, to name a
few, demand further intensive development of new energy-efficient, high-performance
instruments.

Another crucial branch of science and technology that has brought metrology,
sensing, and construction to a new level of accuracy is optics. Optics, on its own,
has given birth to high-precision telescopes for near- and far-space observation and
microscopes for detecting low-dimensional objects. More than that, when combined
with electronics, it has triggered a revolution in renewable energy with solar cells,
enabled advanced imaging with digital cameras, and facilitated high-speed signal
transmission over long distances using optical fibers and lasers.

The shift of optics from merely observing objects and phenomena to its appli-
cation in mission-critical technologies has marked the inception of photonics. This
new science explores the fundamentals of light-matter interactions and develops new
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principles and devices for light generation, manipulation, and detection. To this day,
the greatest achievement of photonics is the invention of the laser, a source of spa-
tially and temporally coherent light, and the optical fiber, a transparent medium
that can guide light over long distances. Optical fibers have emerged as an efficient
replacement for their electrical counterparts, metal wires, for high-speed information
transfer. Since then, opposing photonics as an effective substitution for electronics
in many technical fields has become a trend [1–5]. While electronics is based on
the transformation and routing of electrical currents in metals and semiconductors,
i.e., moving electrons and holes, photonics is meant to bend and convert light, that
is the flow of photons. At low frequencies, electrical signals are indispensable in-
formation carriers; however, as the frequency rises up to 50 GHz, significant losses
occur in electrical circuits, resulting in signal distortion and heating [6]. Contrarily,
high-frequency optical signals encounter minimal losses and can propagate over dis-
tances exceeding 10 km in highly transparent silica fibers without amplification and
heating [1]. Moreover, electrical signals are highly susceptible to external electrical
fields, which can result in interference [7]. On the other hand, photons carrying the
optical signals exhibit weak interactions with other electromagnetic fields and with
each other, making optical signals highly resistant to interference. Thus, replacing
electronics with photonics can substantially improve ultra-fast computational devices
that require high-frequency signal processing and energy efficiency [2].

Nowadays, photonics is not only a rapidly developing fundamental science about
light-matter interactions [8] but a burgeoning industry of optical sensors [9], telecom-
munication equipment [1] and lasers of various kinds and purposes [10]. Attempts
to reproduce electronic computing on a photonic platform have laid the foundation
for nanophotonics, light manipulation at the nanoscale, and photonic integrated cir-
cuitry [11]. Modern photonics aims to find solutions for unaddressed challenges of
all-optical quantum computing based on the quantum superposition principle [12],
quantum cryptography [13], and secured optical networks based on quantum entan-
glement [14]. To produce an adequate replacement of electronics, the interaction be-
tween light and quantum emitters should be sufficiently strong [15]. For that reason,
new materials, including graphene and monolayer semiconductors, are proposed as a
platform for optical counterparts of electronic transistors, offering enhanced quantum
efficiency [16–18]. Another approach is compressing the light down to the scale of
electronics using the interaction between photons and plasmons, which are collective
oscillations of electron gas in metals [19]. The coupling strength between emitters
and photons can be substantially increased in various kinds of artificial media known
as photonic crystals [20], metamaterials [21], and metasurfaces [22], composed of iden-
tical nanoparticles or nanoparticle assembles, meta-atoms, extending the concept of
a crystal from solid-state physics to optics.

Carefully designed photonic nanostructures can establish a new generation of
nanosized sensors, empowering single molecule detection [23–25], intracellular mi-
croscopy [26, 27], and targeted drug delivery [28]. A nanophotonic device with a
specially engineered shape can squeeze photons to the size of a biological molecule,
thereby significantly enhancing molecule visibility in an optical microscope [23]. Plas-
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monic nanoparticles [29], nanolasers [30], and quantum dots [31] are developed for
fluorescent imaging of biological cells for real-time monitoring of underinvestigated in-
tracellular molecular processes; the new findings have the potential to advance human
understanding of biology and medicine, offering new avenues for the treatment of var-
ious pathologies. Nanocarriers can deliver drugs directly to tumors and blood clots,
enabling more effective and precise cancer treatment and stroke prevention [32, 33].
On the other hand, nanoparticles themselves can be harnessed for therapeutic pur-
poses by utilizing their ability to generate heat when exposed to light (thermo-optical
heating) [34].

Although, as discussed above, nanophotonics promises to establish a sustainable
platform for future innovations in high-speed data processing and to address the
global issues in sensing technologies and life sciences, the current solutions have se-
rious problems that prevent the practical realization of fundamental findings in in-
dustry [35–37]. Firstly, nanophotonics suffers from low precision of nanostructure
manufacturing and respectively arising fabrication imperfections [38]. Divergencies
in geometrical parameters of the fabricated structures from the design result in an un-
desired shift of spectral position of optical resonances, and the impurities decrease the
overall performance by inducing scattering and dissipation losses [39]. The problem
can be overcome by utilizing silicon, the most prominent material for nanophotonics
due to its well-developed and mature fabrication techniques resulting from its exten-
sive use in electronic integrated circuits [40]. However, photonic circuits require a
versatile material platform that combines light sources, guides, and receivers on the
same chip [41]. Despite silicon-based devices supporting good transmissivity [42] and
silicon photodetectors being widely used [43,44], silicon suffers from insufficient quan-
tum efficiency of photon radiation following from its indirect bandgap [45]. Thus,
research into new materials that combine excellent light emission properties with
high-precision manufacturing is still ongoing.

Secondly, weak interactions between photons and the guiding medium, as well
as among photons themselves, resulting in small losses and insignificant interference,
is rather a disadvantage in applications where light is controlled by light, such as
all-optical computing [46]. Recent trends in the miniaturization of bulky optical de-
vices, including non-linear crystals for high harmonic generation, down to nanosized
flat structures, bring forward the challenge of dealing with poor non-linear material
properties [47,48]. To overcome these limitations, one could capture photons in time
and space to strengthen the interaction using specially designed nanocavities possess-
ing both high quality factors (Q-factors) and local field enhancement [49]. However,
sufficiently high Q-factors usually require a large-scale photonic structure [50, 51],
while spatial localization of photons in small volumes comes at the cost of scattering
and dissipation losses [52–54]. To compete with electronics, the scale of a photonic
structure unit should be less than 100 nm, but as the structure’s size reduces, the
resonances’ Q-factors drop drastically, providing weak light-matter interactions [55].

Thirdly, nanoscale optical memory, ultra-fast photonic switches, and post-fabrication
adjustment demand not only sustainable and highly efficient nanophotonic structures
but also tunability of their properties [56]. Nevertheless, most existing solutions for



4 Introduction

tunable nanostructures possess at least one disadvantage: they either reconfigure at
long time scales, lack reversibility and repeatability, cause superior damage to the
structure after several switching cycles, or combine hardly compatible fabrication
techniques [57–59].

Thus, it is essential to develop new approaches to break the barriers limiting the
penetration of nanophotonics into applications.

Recently, a new field in nanophotonics has emerged based on high-refractive in-
dex dielectric nanoparticles supporting optical resonances of electric and magnetic
nature [60,61]. These resonances were first discovered in 1908 by Gustav Mie and ap-
pear when the optical size of the particles is compared to the wavelength of light [62].
A few years ago, it was recognized that the Mie-resonant nanoparticles might serve
as an efficient replacement for metal nanoparticles, exhibiting surface plasmon res-
onances due to low material losses and internal field localization, and replacement
of bulky photonic crystal cavities due to nanoscale sizes and more straightforward
design and fabrication procedures [61]. Besides, the multipolar nature of the Mie
resonances enables the engineering of optical beam shape [63], scattering response in
the frequency domain [64], thermo-optical properties [65], and non-linear harmonic
generation [66]. The research field focusing on the investigation and application of
Mie-resonant nanoparticles is called Mie-tronics [67, 68]. It has been observed that
the Mie resonances can turn to a supercavity mode [69], providing high Q-factors, en-
able anti-reflection coatings [70], and improve light coupling to quantum emitters [71],
empowering single-photon sources, LED, and nanolasers. Utilizing Mie nanoparticles
as building blocks for artificial 2D and 3D media, metasurfaces, and metamaterials
opens the door for tunable flat lenses [72], vortex beam generation [73], and on-chip
sensing [74].

Conversely, a new family of optical phenomena has been discovered when a pho-
tonic structure is pumped by electromagnetic waves with a complex frequency -
monochromatic waves with exponentially growing or decaying amplitude in the time
domain. The unique phenomena occurring under the complex frequency excitation
are called virtual effects in the literature [75–77]. In 2017, coherent virtual absorption
has been demonstrated, which can store energy with significant efficiency in a lossless
material and then release it on demand [75]. Exponential modulation of the temporal
profile of the incoming field can suppress scattering and transmission through the res-
onant structure due to destructive interference between input and output fields. Thus,
the light captured inside the resonator remains unreleased as long as the excitation by
an exponentially modulated field continues. Virtual absorption is analogous to coher-
ent perfect absorption, appearing in photonic structures with balanced radiative and
non-radiative losses under monochromatic excitation [77]. The concept of complex
excitations has been extended to coherent virtual gain, facilitating the realization of
systems requiring material gain, such as lasers, and parity-time symmetry [76].

The purpose of this thesis is to investigate new approaches, enabled by Mie reso-
nances, along with the phenomena of virtual excitation, to enhance light-matter in-
teractions in nanophotonic devices, such as nanoantennas and metasurfaces, thereby
increasing their performance. First, I explore the spontaneous radiation rate and
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near-field localization intensity enhancement in the presence of plasmonic (metal) and
dielectric nanostructures. I study the performance of unconventional self-organized
dendrite nanostructures for surface-enhanced Raman spectroscopy. Then, I focus on
a dielectric disk resonator made of bulk transition metal dichalcogenides exhibiting
excitonic transitions. I investigate the dependence of the emissivity of the excitonic
disk on the order of the modes and disk radius and observe a 100-fold improvement
in photoluminescence intensity compared to an unpatterned flake. Second, I exam-
ine the tunability of nanophotonic structures composed of phase-change materials,
which can significantly change their optical properties upon transition between amor-
phous and crystalline phases. I design a tunable phase-change core-shell nanoparticle
capable of switching between nanolaser and cloaking regimes reversibly. I estimate
laser threshold, betta- and confinement factors, and nanolaser parameters crucial to
enter coherent light emission. I demonstrate that the tunable nanoparticles can be
arranged into a metasurface switching between coherent light emission and trans-
parency, suitable for large-scale applications, such as optical transceivers in LIDAR.
Also, I demonstrate a reconfigurable Fano resonance in a hydrogen-rich silicon Mie
nanoparticle coupled to a photochromatic material that can change the refractive
index when radiated by intense ultraviolet and visible light. Third, I reveal new
mechanisms to extend the capabilities of dielectric metasurface made of multipolar
Mie-resonant particles. I engineer an artificial photonic analog of antiferromagnetic
material and numerically study its optical characteristics, comparing it with experi-
mental measurements. I observe that antiferromagnetic properties in these materials
can be associated with photonic bound states in the continuum. Further, I explore the
phenomenon of bound states in the continuum to improve spatial localization of light
in dielectric periodic nanostructures approaching the limit of plasmonics. Fourth, I
demonstrate that Mie resonances can master optical levitodynamics, increasing the
gradient optical force in counterpropagating Gaussian beams. I calculate the trap
depth of optical potential and nanoparticle oscillation frequency inside the trap of a
high-index Mie nanoparticle, showing its supremacy over an ordinary non-resonant
particle conventionally used in optical levitodynamics. I discover that multipolar reso-
nance configuration in Mie nanoparticles creates alternating bright and dark trapping
regimes depending on the nanoparticle size. Finally, I explore the light scattering
and optical forces under virtual excitation of Mie-nanoparticles. I show that under
complex frequency signals with a negative imaginary part, a nanoparticle with con-
stant permittivity exhibits negative absorption, i.e., virtual gain. Conversely, signals
with a positive imaginary part of the frequency result in virtual absorption in the
same nanoparticle. I find regimes in the lower complex frequency half-plane, where
the pushing optical force generated by a plane wave, typically occurring in optome-
chanics, changes to the pulling force. This observation challenges the conventional
understanding of the optomechanical interaction of plane wave signals with photonic
structures. I uncover a significant improvement in optical Kerker, anti-Kerker, and
transverse Kerker effect under the complex frequency excitation, revisiting the op-
tical theorem in the complex frequency plane. These groundbreaking fundamental
results can pave the way to extend the limitation of standard nanophotonic devices
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and improve their tunability and sensitivity.
The thesis is a collection of the research papers produced during my PhD stud-

ies, and it is split into four chapters. In Chapter 1, I present the basic theory of
light-matter interactions in various nanophotonic structures. Using coupled mode
theory and scattering matrix formalism, I explain general light scattering phenomena
in resonant nanophotonic structures. I present the basic theory of a cavity interact-
ing with a dipole in weak and strong coupling regimes. Additionally, I discuss the
Purcell effect of an emitter near a resonant particle using coupled mode theory and
classical electrodynamics. Furthermore, I provide an introduction to the theory of
Fano resonances in optics and the phenomenon of photonic bound states in the contin-
uum. I present a standard Mie theory of light scattering by a spherical non-magnetic
nanoparticle, viewing it in a new light by extending it into the complex frequency
plane. I give theoretical background on optical forces induced by plane waves, and
Gaussian beams acting on arbitrary structures, particularly planar resonators and
spherical nanoparticles. In Chapter 2, I overview the current state of the research
field of Mie-tronics. I discuss the recent advances in the design and manufacturing of
Mie-resonance-based nanostructures for wavefront engineering, sensing, tunable pho-
tonics, non-linear optics, and nanolasers. In Chapter 3, I explain the fundamentals of
coherent virtual phenomena and comprehensively review the pioneering works in this
emerging research field. In Chapter 4, I summarize and conclude the thesis and pro-
vide an outlook on the future development of Mie-tronics and phenomena induced by
virtual excitations. The peer-reviewed journal papers are included in the Appendices
A-J.



CHAPTER 1
Fundamentals of

light-matter interactions in
nanophotonic structures

This Chapter presents the theoretical background for investigating optical phenom-
ena in nanophotonic structures. Starting with the Lippmann-Schwinger equation in
Section 1.1, I introduce the derivation of coupled mode theory (CMT) and scattering
matrix formalism, versatile tools to describe various systems of coupled resonators or
emitters. I discuss the properties of CMT equations and scattering matrix, focusing
on poles and zeros of scattering matrix eigenvalues emphasizing their significance for
light-matter interactions. Further, in Section 1.2, I attribute the poles of the scat-
tering matrix to Hamiltonian and explore different regimes of interaction between
subsystems of photonic structures. I reveal a condition for the strong and weak cou-
pling regime as well as for exceptional points. In Section 1.3, I present a derivation
of a standard formula for spontaneous emission rate modification factor, namely, the
Purcell factor, from CMT and make a connection between the Purcell effect and an-
tenna effect in classical electrodynamics. I explain the physical significance of Fano
resonances for optical systems and derive the famous Fano formula for a single-mode
system in Section 1.4. I introduce bound states in the continuum (BIC), unique states
in nanophotonic systems without radiative losses, and derive conditions for BICs in
two-mode systems. The presence of BICs in periodic structures, their impact on Q-
factors, and the role of topological charges are discussed in Section 1.5, alongside the
non-existing theorem in compact 3D structures. In the next section, I give a classical
derivation of the Mie theory for a scattering of electromagnetic field on non-magnetic
spherical nanoparticles and generalize it to complex frequencies, attributing the Mie
resonances in scattering spectra to the poles in the lower complex frequency half-plane.
Beyond the effects of light bending by nanostructures, I consider the optomechanical
effects of nanostructures manipulated light in Section 1.7. I obtain the average op-
tical force acting on a plate and a nanoparticle in dipole approximation. Finally, I
summarize the Chapter in Section 1.8.
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1.1 Scattering matrix formalism and coupled mode
theory

Interacting with photonic structures, light, as an electromagnetic wave, experiences
absorption or amplification, reducing or gaining its intensity (I) respectively, elas-
tic scattering, resulting in a change of the wave vector (k) direction, or non-elastic
scattering, accompanied with photon frequency (ω) conversion [78]. Considering the
scattering phenomena in photonic structures, different scattering regimes can be dis-
tinguished depending on the structure size and optical density [79]. Rayleigh scatter-
ing regime occurs when the object size is significantly less than the wavelength of light
λ, which is typically valid for dielectric particles smaller than 100 nm. The intensity
of Rayleigh scattering increases as I ∼ 1/λ4. Onwards, when the particle size rises to
values comparable with the wavelength (λ = nD, n is the refractive index), it enters
the Mie scattering regime. Mie scattering is enabled by the excitation of Mie modes
and characterized by resonant behavior of the scattering intensity; in other words,
peaks of scattering intensity appear when the frequency of the modes coincides with
the frequency of the incident wave. One should mention that plasmonic nanoparti-
cles in the Rayleigh regime also demonstrate resonant behavior, diverging from 1/λ4

relationship, owing to the excitation of localized surface plasmons. In macroscopic
(λ << D) or planar objects such as mirrors, lenses, waveguides, and metasurfaces,
the light scattering phenomena is referred to as reflection whose spectral behavior is
mainly defined by the material constants and geometrical resonances.

Absorption of light exhibits due to the excitation of higher energy states of elec-
trons, atoms, and molecules inside the material and the transformation of the energy
of these states to other forms, primarily heat or spontaneous light emission that is,
photoluminescence. On the contrary, a material, initially in the excited state, serves
as a gain medium for incoming photons; each generates a new identical photon in
the stimulated emission process, thus contributing to the intensity amplification of
the incoming optical signal. Propagating through more exotic active (gyrotropic)
and non-linear media, light experiences conversion of polarization and frequency. In
non-linear materials, the light with sufficiently high intensity can induce other elec-
tromagnetic fields at lower or higher frequencies, giving rise to high-harmonic gen-
eration, parametric down-conversion, frequency comb generation, Raman scattering,
and supercontinuum generation. In gyrotropic materials, different circular polariza-
tion components of light couple differently to atomic transitions within the material,
resulting in rotation of the electric field polarization vector. Piezoelectric crystals
support the acoustic-optical effect, enabling modulation of amplitude, frequency, and
phase of light by mechanical waves or, conversely, inducing acoustical waves through
light propagation.

Generally, most of the phenomena mentioned above are effectively described by
Maxwell’s equations. However, certain phenomena, such as spontaneous light emis-
sion, can only be explained via quantum mechanics approaches [12]. Nevertheless,
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Figure 1.1. (a) An illustration of a typical photonic system and electromagnetic wave
scattering process. (b) Representation of light scattering problem in coupled mode theory
with the interplay between quasinormal modes and scattering channels.

associated effects, namely, the Purcell effect and electromagnetically induced trans-
parency (EIT), do not require quantum mechanical formalism and can be addressed
by classical electrodynamics, as shown further. Figure 1.1(a) illustrates a typical elec-
tromagnetic wave scattering problem, appearing in nanophotonics: light propagates
inside a waveguide made of a periodic structure, penetrating to a microring cavity
and exciting cavity resonances that scatter the light back to the waveguide and sur-
rounding medium. The material of the waveguide, microring, and the material of
the host medium are described by complex value dielectric permittivities ϵ and ϵh.
Here, the consideration is restricted to linear isotropic non-magnetic optical materi-
als without temporal or spatial dispersion. The incoming optical signal is described
by Einc(ω, r) while the scattered signal is Esca(ω, r). For solution of the problem of
light propagation in such systems, Maxwell’s equations can be derived as follows:

∇ · D = ρf, (1.1)

∇ × E = −∂B/∂t, (1.2)

∇ · B = 0, (1.3)

∇ × H = jf + ∂D/∂t, (1.4)

where ρf and jf are the free charge density and free current density. In the absence of
free charges and external currents in frequency domain, Maxwell’s equations can be
rewritten as follows:

∇ · D = 0, (1.5)

∇ × E = iωB, (1.6)
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∇ · B = 0, (1.7)

∇ × H = −iωD. (1.8)

Dielectric displacement D and magnetic field B are related to the electric E and
magnetizing H fields through constitutive relations, that, in the frequency domain,
are:

D = εε0E = ε0E + P,

B = µµ0H = µ0H + µ0M.
(1.9)

Here, P is the electric polarization expressed through bound currents as P = −iωjb,
M is the magnetization, identical to zero in non-magnetic media, ε0 and µ0 are
dielectric and magnetic constants, ε and µ are material dielectric permittivity and
magnetic permeability. Substituting Maxwell’s equations one into another, one can
get a Helmholtz equation for the electric field with the electric polarization as a source
of the field:

∇ × ∇ × E − ω2/c2E = ω2µ0P. (1.10)

Using the electromagnetic boundary conditions in the absence of free charges and
currents:

n × (E1 − E2) = 0,
n × (H1 − H2) = 0,
n · (D1 − D2) = 0,
n · (B1 − B2) = 0

(1.11)

together with the Helmholtz equation, one can find analytical solutions for certain
1D, 2D, or 3D photonic structures possessing different kinds of symmetry, such as
a multilayer sphere, infinitely long cylinder, or alternating layers of metals or di-
electrics [79, 80]. For more complicated geometries, the solution can be found using
Green’s function approach:

∇ × ∇ ×
↔
G − ω2/c2

↔
G= ω2µ0δ(r), (1.12)

where
↔
G is the dyadic Green’s function, δ is the Dirac delta function. Then, the

scattered field can be derived from the Lippmann-Schwinger equation:

Esca(ω, r) =
∫
dr′3[ε(ω, r′) − εh]

↔
G (ω, r, r′)[Einc(ω, r′) + Esca(ω, r′)]. (1.13)

One can notice that Equation 1.13 is an integral equation. Formally, one can simplify
the task by introducing an integral operator L̂ [81]: Esca = L̂(Einc + Esca). Then,
the solution of the integral equation can be written as Esca = ŜEinc, where Ŝ is the
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scattering operator. Einc and Esca can be expressed in the basis of incoming and
outgoing waves, that propagate in scattering channels Einc =

∑N
n=1 s

+
n ein,n, Esca =∑N

n=1 s
−
n eout,n. Here, s+ and s− are the amplitudes of the ingoing and outgoing

fields ein,n and ein,n respectively. Scattering channels are the solutions of Helmholtz
equations in the absence of scatterers and may be represented as spherical, cylindrical,
or plane waves existing in the host environment (vacuum modes) or as waveguide
modes.

In tasks involving optical interactions between multiple photonic subsystems, it
is often more convenient to transit from a strict solution of Maxwell’s equation to a
solution for scattering channels and amplitudes of system modes. This solution can
be found utilizing coupled mode theory (CMT) [82]. Figure 1.1(b) demonstrates a
transition from classical electrodynamics representation to CMT that describes cou-
pling between amplitudes of the modes am and scattering channels s+

n , s
−
n . CMT is

a phenomenological approach that was initially developed for coupled optical waveg-
uides [83] and microwave transmission lines [84]. Although there are different ways
to derive CMT, including Schrodinger equation [81,85], one can show a derivation of
CMT equations from the Lippmann-Schwinger equation. The scattered field outside
and inside the photonic structure can be expanded into the basis of open system
modes, quasinormal modes (QNMs) [86]:

Esca(ω, r) =
M∑

m=1
a(ω)mEm(r), (1.14)

where Em is normalized electric field of a m-th QNM. QNMs are solutions of the
Helmholtz equation in the absence of incoming fields:

∇ × ∇ × Em − εω2
m/c

2Em = 0, (1.15)

where ωm is the eigenfrequency of a m-th QNM. The Green’s function of the photonic
system can be rewritten using the QNM expansion approach [87]:

↔
G (ω, r, r′) =

M∑
m=1

ω

2(ω − ωm)
Em(r) ⊗ Em(r′). (1.16)

Substituting Equation 1.14 into the left and right sides of the Lippmann-Schwinger
equation, using Equation 1.16 for the Green’s function, and expanding the incident
field into the basis of modes of the scattering channels, one can derive the following
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system of M linear equations:

(ω − ωm)amEm =

= Em(r) ⊗
(
ω

2

∫
dr′3[ε(r′) − εh]Em(r′) ·

N∑
n=1

s+
n ein,n(r′)

√
vg,n

)
+

+ Em(r) ⊗
(
ω

2

∫
dr′3[ε(r′) − εh]Em(r′) · Em(r′)

)
+

+ Em(r) ⊗

ω
2

∫
dr′3[ε(r′) − εh]Em(r′) ·

M∑
q ̸= m

Eq(r′)

 .

(1.17)

The first term of the right-hand side of Equation 1.17 represents the interaction
between the m-th QNM and N scattering channels. The temporal dispersion of the
scattering channel modes is implicitly included in the group velocity vtextrmg, n =
|∂ω/∂k| [81]. The second term denotes the interaction of the QNM with itself, i.e., the
internal losses. The third term depicts the coupling of the m-th QNM to other modes.
Multiplying Equation 1.17 by −i and integrating over the volume of the system, one
can come up with the following system of equations for the QNM amplitudes in the
frequency domain:

−i(ω − ωm)am =
N∑

n=1
κmns

+
n − γmam −

M∑
q ̸= m

gmqaq. (1.18)

Here, κmn is the coupling strength between the m-th QNM and n-th scattering chan-
nel, γm is the sum of mode losses, gmq is the interaction energy between m-th and
q-th modes. Similarly, an equation for the scattering channel amplitudes can be
obtained by substitution of the Green’s function for a waveguide [88]

↔
G (ω, r, r′) =∑N

n=1
iaω

2vg,n
eout,n(r) ⊗ eout,n(r′) into Equation 1.13 and expanding the scattered field

Esca into the series Esca =
∑N

n=1 s
−
n eout,n:

s−
n =

N∑
k=1

cnks
+
k +

M∑
m = 1

ηnmam, (1.19)

where cnk is the element of the matrix of direct scattering from n-th to k-th scattering
channel, ηnm is the coupling constant between n-th channel and m-th mode. It can be
shown that κmn = ηnm∗ are complex conjugates of each other, indicating reciprocity
in the interaction between the QNMs and scattering channels [89]. Finally, one can
obtain CMT for mode and scattering channel amplitudes in a general form in the
frequency domain:

d

dt
|a⟩ = −iĤ0|a⟩/ℏ − iV̂ |a⟩/ℏ + K̂T |s+⟩, (1.20)
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|s−⟩ = Ĉ|s+⟩ + K̂|a⟩, (1.21)

where |a⟩ = a1, a2, a3, aM, |s+⟩ = s+
1 , s

+
2 , s

+
3 , s

+
N, |s−⟩ = s−

1 , s
−
2 , s

−
3 , s

−
N , |s−⟩ and

|s+⟩ are related through the scattering matrix |s−⟩ = Ŝ|s+⟩, Ĥ0 is the interactionless
Hamiltonian, i.e., a diagonal matrix of QNM eigenfrequencies, V̂ is the perturbation to
Hamiltonian representing QNM coupling to each other, K̂ is the operator of coupling
between QNMs and channels, Ĉ is the direct scattering matrix. Substitution of
Equation 1.20 to 1.21 gives a general expression for the scattering matrix:

Ŝ = Ĉ + K̂
i

ω − Ĥ0 − V̂
K̂T , (1.22)

revealing a close connection between scattering matrix properties and the Hamilto-
nian. Further, it can be shown that the Hamiltonian eigenvalues result in poles of
the scattering matrix, which is an important conclusion that benefits the analysis of
the optical properties of the system.

To unfold the connection between scattering matrix properties and the Hamilto-
nian of the system, one can diagonalize the scattering matrix by solving the eigen-
problem [81]:

Ŝ|ψ+
k ⟩ = σk(ω)|ψ+

k ⟩, (1.23)

where σk form a set of N scattering matrix eigenvalues, |ψ+
k ⟩ is a corresponding eigen-

vector composed of scattering amplitudes s+
1 , s

+
2 , s

+
3 , s

+
N. According to Equation 1.23,

excitation of the system through scattering channels with the wave amplitudes con-
forming to the k-th eigenvector reflects to the same set of channels with an amplitude
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Figure 1.2. Scattering matrix eigenvalue poles and zeros in the complex frequency plane
and their configuration illustrating different phenomena in the photonic system concern-
ing the imaginary part of dielectric permittivity: perfect absorption when the permittivity
reaches critical value ε′′ = εcr, absorption at positive values ε′′ > 0), lack of dissipative
losses when the permittivity is Hermitian ε′′ = 0, amplification or gain at ε′′ < 0, and laser
generation when the system reaches a threshold ε′′

th).
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multiplier σk. In the case of the system described by Hermitian dielectric permittivity
ε, the scattering matrix is a unitary operator ŜŜ† = 1̂. The absolute value of the
unitary matrix eigenvalue is equal to one (|σk(ω)| = 1), signifying that the incident
field, given by |ψ+

k ⟩, merely experiences a phase shift of arg σk. Injection of losses
into the system by supposing a positive imaginary part of permittivity (ε′′ > 0) re-
duces |σk(ω)| such that 0 < |σk(ω)| < 1. Oppositely, systems with gain, i.e., negative
imaginary permittivity (ε′′ < 0), increase |σk(ω)|. Furthermore, one can analytically
continue σk(ω) in the plane of complex frequencies ω = ω′ + iω′′. In the complex
frequency plane, |σk(ω)| can reach any values between 0 and inf, matching zeros and
poles of the scattering matrix, that have direct physical meaning. The poles of the
scattering matrix originate from the zeros of the denominator of Equation 1.22, when
ω coincides with the Hamiltonian eigenfrequencies and are associated with excitation
of QNMs. The causality principle dictates that these poles can only be located in the
lower complex frequency half-plane unless the system is unstable, which can be the
case for amplifying media (ε′′ < 0) [90]. On the other hand, zeros of the scattering
matrix correspond to the vanishing of outgoing field amplitudes. The eigenvalues of
the scattering matrix can be expanded into a special product using the Weierstrass
factorization theorem [91]:

σk(ω) = A exp(iBkω)
M∏
m

ω − ωz,m
ω − ωp,m

, (1.24)

where ωz,m and ωp,m are the complex frequencies of zeros and poles of the m-th QNM,
indicating that the response of the system is fully determined by their position in the
complex frequency plane. Under time-reversal transformation of Ŝ-matrix of the sys-
tem with Hermitian permittivity, the poles and zeros exchange the position in the
complex plane, implying that for ε′′ = 0, pole and zero frequencies are complex con-
jugated, i.e., ωz,m = ω∗

p,m, as depicted in Figure 1.2. In the systems with ε′′ = 0, the
distance between pole/zero and the real frequency axis determines radiative losses
provided by leakage of energy to scattering channels γr,m = Im [ωz,m] = −Im [ωp,m].
In the case of absorptive media ε′′ > 0, the permittivity becomes non-Hermitian, and
ωz,m and ωp,m are no longer conjugated. Instead, upon increasing ε′′, the pole and
zero drift downwards in the complex plane. At ε′′ = εcr, the zero reaches the real
axis, and the system turns into a perfect absorber. The regime of perfect absorption,
referred to as critical coupling in the literature [92], occurs when the non-radiative
losses γnr,m, induced by the imaginary part of permittivity, balance radiative losses
γr,m. When ε′′ > εcr, one can say that the system is undercoupled, meaning that
the rate of dissipation losses exceeds the excitation rate. Otherwise, if ε′′ < εcr,
the system is overcoupled, as a part of the field scatters back to the channels. The
opposite zero-pole dynamics is observed in the complex plane when ε′′ < 0: pole
and zero migrate towards the upper half-plane. As ε′′ reaches a threshold value εth,
the pole reaches the real frequency axis, and the system turns into a laser, a source
of coherent emission, whose coherence is insured by the singular spectral response.
The farther decrease ε′′ results in unstable system behavior characterized by expo-
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nentially increasing mode amplitude. Those systems, that are usually tricky to treat
mathematically and to physically interpret, find their application in structures with
parity-time symmetry [93].

1.2 Light-emitter interaction. Strong and week
coupling regimes

Interactions between light and a quantum emitter play a central role in the function-
ality of nanophotonic devices. However, generally, these interactions are quite weak
due to the significant mismatch between the emitter characteristic size and the wave-
length of light – the emitter size is much smaller than the wavelength, particularly in
the visible and near-infrared spectral ranges [94]. This can be understood from the
analysis of the spontaneous emission decay rate of a two-level system with electric
transition dipole moment d and transition energy ℏω0:

γ = ω3
0 |d|2

3πϵ0ℏc3 (1.25)

where ℏ is the Plank’s constant. The spontaneous emission decay rate, also known as
one of Einstein’s coefficients [95], describes the rate with which the emitter undergoes
a transition from the excited to the ground state accompanied by photon radiation
and characterizes the efficiency of the emitter’s coupling to the “bath” of the photonic
modes of the surrounding environment [12]. Remarkably, the decay rate scales with
ω0 similar to the Rayleigh scattering, implying that the emission efficiency drops
in the long-wavelength limit. Although Equation 1.26 is typically derived in Wigner-
Weisskopf theory after the second quantization of electromagnetic field [12], the decay
rate can be obtained using classical electrodynamics, considering a point dipole p
oscillating at frequency ω0 in vacuum. The electric field induced by a point dipole
can be found as follows:

E(ω, r) = ω2
0µ0

↔
G0 (ω, r, r′)d, (1.26)

where
↔
G0 is the Green’s function of the point dipole located at r, which can be

obtained from Equation 1.12. Averaged power, dissipated in the point dipole, is
described by the Pointing theorem:

P = −1
2

Re [iω0p∗E(ω, r′)] = ω3
0µ0

2
p∗Im

[
↔
G0 (ω, r′, r′)

]
p. (1.27)

Using Green’s function for a point dipole, one can get the final expression for the
power radiated by the point dipole:

P = ω4
0 |p|2

12πε0c3 . (1.28)
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The time-averaged radiated power and the decay rate can be related through the
photon energy γ = P/ℏω0. Substituting Equation 1.28, one can derive a formula of
a classical decay rate resembling the Wigner-Weisskopf decay rate:

γ = ω3
0 |p|2

12πε0ℏc3 . (1.29)

It has to be mentioned that the classical dipole moment differs p from the quantum
mechanical expectation value of the transition dipole moment operator d̂ [96]. While
p is associated with the charge distribution induced by external electromagnetic fields,
d̂ provides coupling between the ground and excited states assisted by electromagnetic
fields, those amplitudes can be zero ⟨Ê⟩=0 as in the case of vacuum fluctuations.

Equation 1.27 reveals the dependence of the emitter decay rate on the Green’s
function. It signifies that the decay rate depends on the electromagnetic environment
and can be substantially modified for quantum emitters placed in a dielectric media
or in the vicinity of a photonic structure. Furthermore, one can show that the emitter
decay rate is directly proportional to the photonic local density of states ρ(ω0, r′) at
the position of the emitter r′ [80, 96]:

γ = πω0

ℏε0
|d|2ρ(ω0, r′), (1.30)

where ρ(ω0, r′) = 2ω0
πc2|d|2 d∗Im

[
↔
G
]

d.

The photonic local density of states (LDOS) reflects the number of photonic states,
i.e., electromagnetic modes, per unit volume and frequency. Equations 1.27, 1.30 pro-
vide useful insights into manipulating the emitter properties, enabling enhancement
of the spontaneous emission rate or, conversely, trapping the emitter in the excited
state for a sufficiently long time [97]. Moreover, when the emitter is coupled to a
photonic cavity, it opens the door for achieving hybrid states of photons and matter,
known as polaritons [15].

The interaction between the cavity and emitter, as well as effects arising from such
interaction, can be effectively described within CMT. Here, a single mode cavity with
field amplitude a and resonance frequency ω0 + ∆ is considered to be coupled to an
emitter with oscillation amplitude b and transition frequency ω0 −∆. The oscillations
of the cavity and emitter are dumped with dumping rates γa and γb, respectively.
The cavity is coupled to a single scattering channel with a coupling constant

√
2γa,

implying lack of dissipation losses. The emitter is assumed to be weakly coupled to
the radiation continuum. Consequently, its interaction with the external fields is fully
assisted by the cavity. Then, the CMT equations for two coupled subsystems in the
time domain can be derived as follows:

da

dt
= −i(ω0 + ∆ − iγa)a− igb+

√
(2γa)s+(t), (1.31)

db

dt
= −i(ω0 − ∆ − iγb)b− iga, (1.32)
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s−(t) = −s+(t) +
√

(2γa)a, (1.33)

where g is the interaction energy between the emitter and the cavity, defined as dE/ℏ,
and which accounts for polarization of the dipole with respect to the cavity field. The
scattering matrix of the single-channel system is represented by a scalar and defined
in the frequency domain as:

Ŝ(ω0) = −1 + 2iγa(∆ + iγb)
(−∆ + iγa)(∆ + iγb) − g2 . (1.34)

The poles of the scattering matrix can be determined from the denominator of the
scattering coefficient Ŝ and coincide with the eigenvalues of the Hamiltonian Ĥ =

ℏ
[
∆ − iγa g

g −∆ − iγb

]
. The eigen energies of the Hamiltonian are given by the

following expressions:

ℏΩ1,2 = ℏω0 − iℏ
γa + γb

2
± ℏ

√(
2∆ − iγa + iγb

2

)2

+ g2. (1.35)

The eigenfrequencies Ω1,2 correspond to the new eigenstates of the system, referred to
as “dressed” states in contrast to “bare” initial states of uncoupled emitter and cavity.
For ∆ = 0, Equation 1.35 can be simplified to Ω1,2 = ω0 − iγa+γb

2 ± i

√(
γa−γb

2
)2 − g2.

One can notice that the eigenfrequencies of the dressed states are entirely determined
by the interplay between the coupling rate and damping, giving rise to different
coupling regimes between the cavity and emitter. The interactions can be classified
based on the relative value of g with respect to the loss difference of the cavity and
emitter γa − γb.

When the difference between the cavity and emitter losses γa and γb exceeds the
interaction energy g, the cavity and emitter are in the weak coupling regime. In the
weak coupling regime, the modes of the cavity and emitter are generally considered
nearly unperturbed by each other [82]. Therefore, the cavity and emitter oscillation
frequencies remain unchanged (see Figure 1.3(a), panel (i)). However, the dumping
rates of the dressed states, i.e., the imaginary part of the eigenfrequencies, can be
sufficiently modified. Figure 1.3(a), panel (i) illustrates the situation when the emitter
decay rate γb is less than the cavity decay rate γa, indicated in the literature as a
“bad cavity” limit [98]. Approaching ∆ = 0, one can observe a significant modification
of the decay rates of the oscillators. Specifically, the decay rate of the emitter rises
while the cavity decay rate drops. In the “good cavity” limit, the situation is reversed:
when the emitter decays faster than the cavity, the radiative decay rate of the emitter
is decreased compared to the uncoupled state. Below, a detailed analysis of the
eigenfrequencies in the bad cavity limit is presented. Applying the assumptions g ≪
(γa − γb)/2 and γa ≫ γb, Equation 1.35 can be reduced to:

Ω1 = ω0 − iγb − i
g2

γa
, (1.36)
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Figure 1.3. Coupling regimes occurring at the interplay between the cavity and emitter.
(a) Weak coupling regime is observed at g < (γa − γb)/2; (b) strong coupling regime is
characterized by g > (γa −γb)/2; (c) exceptional point (EP) in the parametric space appears
when g = (γa − γb)/2. Entering one of the coupling regimes affects real and imaginary parts
of eigenfrequencies (panel (i)), spectral properties such as absorption (panel (ii)), and time-
domain response (panel (iii)).

Ω2 = ω0 − iγa + i
g2

γa
. (1.37)

Ω1 describes the eigenfrequency of the emitter perturbed by interaction with the
cavity. It can be deduced that the emitter’s decay rate is augmented in comparison
to its bare state by a factor known as the Purcell factor (FP) [97]. The Purcell factor
is given by the ratio of Im [Ω1] to γb, which can be expressed as:

FP = Im [Ω1]
γb

= 1 + g2

γaγb
. (1.38)

The effect of modification of the emitter’s decay rate by the cavity is referred to as the
Purcell effect [97] and is discussed in detail in the next section. Figure 1.3(a), panels
(ii-iii) depict the impact of the Purcell effect on the emitter’s spectral and temporal
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characteristics. The linewidth of the absorption peak in the spectrum, associated with
the energy dissipation in the emitter, increases by FP (Figure 1.3(a), panel (ii)). The
oscillation amplitude of the emitter exponentially decays upon time evolution with
a rate Γ = FPγb, clearly showing that the decay rate of the emitter in the presence
of the “bad” cavity is sufficiently higher compared to the single emitter embedded in
the free space.

When the coupling strength between the cavity and emitter surpasses the differ-
ence between cavity and emitter losses (g > (γa −γb)/2), the system enters the strong
coupling regime. The states in the strong coupling regime are commonly addressed as
polaritonic states – the hybrid states of photons and other particles such as excitons,
phonons, and plasmons, where the emitter and cavity cannot be distinguished [15].
One of the key features of the strong coupling regime is the repulsion of the energy
levels resulting in anti-crossing of the real parts of the eigenfrequencies upon detun-
ing in contrast to the imaginary part of Ω1,2 experiencing crossing at ∆ = 0 (see
Figure 1.3(b), panel (i)). The strong coupling regime is particularly intriguing since
it enables electromagnetically induced transparency [99]. In this regime, losses at
the resonance can be significantly reduced or even completely eliminated due to the
coupling between the oscillators. The absorption spectrum in Figure 1.3(b), panel (ii)
demonstrates a pronounced dip between two peaks associated with polaritonic states.
In the time domain, the energy exchange between the cavity and emitter gives rise to
oscillations known as Rabi oscillations (Figure 1.3(b), panel (iii)). These oscillations
were first observed as a periodic variation in the population of the emitter’s excited
and ground states induced by classical electromagnetic fields [12]. The frequency of
these oscillations is referred to as the Rabi frequency ΩR and related to the interaction
constant in CMT formalism as ΩR =

√
4g2 − (γa − γb)2.

The regime of exceptional point (EP) emerges at the interface between weak
and strong coupling regimes when the coupling strength and losses are in balance
(g = (γa − γb)/2). EPs are spectral features in the parameter space of the system,
corresponding to full degeneracy of both real and imaginary parts of Ω1,2 and, re-
markably, their corresponding eigenvectors (Figure 1.3(c), panel (i)). As shown in
a number of recent works [100–102], the optical properties of systems in the vicin-
ity of such spectral features are changed dramatically, which makes them extremely
promising, for example, for supersensitive optical detectors and for control of mode
composition in multimode lasers. Figure 1.3(c), panel (i), illustrates that the extreme
sensitivity in the EP is owing to divergence of ∂Ω1,2/∂∆. That implies a more signif-
icant response of the system to a small disturbance. This property of EPs is, at the
same time, their main disadvantage and an obstacle to their experimental observation
since, in practice, the parameters of the manufactured sample always differ from the
nominal ones due to the fabrication imperfection, presence of roughness, and various
kinds of fluctuations. Figure 1.3(c), panel (ii), shows that the EP is manifested as
a significantly broadened absorption peak, those width approaches the limit of the
Purcell decay rate enhancement. Therefore, in the time domain (Figure 1.3(c), panel
(iii)), both dressed states of the emitter and cavity evolve indistinguishable as expo-
nentially decaying curves with a decrement equal to the averaged losses of the system
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Γ = (γa + γb)/2.

1.3 Purcell effect
The modification of the spontaneous decay rate is a crucial phenomenon that gov-
erns the functioning of light sources at the nanoscale [103, 104]. The concept that
spontaneous emission can be enhanced by a cavity was first proposed by E. Purcell
in his renowned work in 1946 [97]. By following Purcell’s approach, one can delve
deeper into the modification of the spontaneous emission rate of an emitter by a
cavity. Equation 1.38 denotes that the Purcell enhancement factor, dictated by the
ratio of the decay rate in the presence of a cavity and in vacuum Ff = Γ/γb, is in-
versely proportional to the coupling intensity between the emitter and the cavity g,
and inversely proportional to the cavity decay rate γa. That implies that the decay
rate increases with the cavity Q-factor:

Q = ω0

2γa
, (1.39)

which represents the number of oscillations before the mode energy decays by a factor
of e. Based on the second quantization of the electromagnetic field, one can rewrite
the formula for the coupling constant between the dipole moment d and the electric
field of QNM of the cavity polarized along ea in the location of dipole moment r′ [12]:

g = dE(r′)
ℏ

=
√

ω0

2ℏεε0Veff
dea(r′), (1.40)

where Veff is the effective mode volume obtained from the following equality [105]:

1
Veff

= Re
[

1
ε(r′)|E(r′)|2

(∫
V

ε(r)|E(r)|2dr3 + ic

ω0

∮
S

|E(r)|2dr2
)]

. (1.41)

Here, the volume and surface integrals from the right-hand side of Equation 1.41
stand for the normalization of QNMs proposed in Ref. [105]. Noteworthy, the effective
mode volume is a local quantity determined by the normalized electric field value in
the point of the emitter location. Substitution of Equations 1.40–1.41, as well as
Equation 1.25 for the decay rate of the emitter located in a dielectric medium with
refractive index n =

√
varepsilon, to Equation 1.38 in the limit of sufficiently high

Purcell factors, one can obtain the famous formula proposed in [97]:

FP = 3
4π2

(
λ

n

)3
Q

V

dea

|d|
. (1.42)

It is worth mentioning that Equation 1.42 is applicable only in the absence of detuning
between the resonance frequencies of the emitter and cavity; otherwise, it requires a
pre-factor γ2

a/(γ2
a + 4∆2) [106].
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Figure 1.4. Different representations of light emission exhibitting the same Purcell en-
hancement. (a) Quantum optics model of TLS interaction with a photonic bath of vacuum
modes and cavity mode, governing spontaneous emission rate enhancement. (b) Classical
point dipole radiation loss enhancement provided by dipolar nanoantenna.

Although spontaneous emission can be fully described only in quantum mechanics,
the paradigm of the Purcell effect can be expanded to classical electrodynamics, where
it is related to antenna radiation (see Figure 1.4). Then, the Purcell factor can be
redefined as Ff = Γ/γb = P/P0, where P and P0 stand for the power radiated by a
dipole source in the presence of a photonic structure and vacuum respectively [94].
Merging the concepts of quantum emitter’s spontaneous emission modification and
antennas has given rise to optical nanoantennas [71]. Figure 1.4(b) shows a sketch of a
typical nanoantenna: an optically small plasmonic nanoparticle exhibiting a localized
surface plasmon resonance is placed in the vicinity of a dipole source of light polarized
along z. Diamond nanoparticles with point defects in the crystalline lattice (NV and
CV centers) [107], quantum dots [108], or different types of dyes [109] have been
proposed as potential light source candidates for nanoantennas. In the frequency
domain, the optical response of the plasmonic nanoparticle of a radius R can be
described within quasi-static approximation and effective electric polarizability:

αe = 4πR3ε0
ω2

0
ω2

0 − ω2 − iγaω
. (1.43)

When placed in the vicinity of the dipole source at r, the dipole moment of the
nanoparticle obeys the following relation:

p = αe(ω)E(ω, r) = αe(ω)ω2µ0
↔
G (ω, r, r′)d. (1.44)

On the other hand, the field scattered by the plasmonic nanoparticle back to the
dipole can be found as follows:

Esca(r′) = ω2
0µ0

↔
G (ω, r′, r)p(ω). (1.45)
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Using Equation 1.45 together with Equation 1.44, applying Pointing theorem, and
considering resonant scenario (ω = ω0), one can come up to the solution for the
modified radiated power:

P = ω0

2
Im
[
d∗ω2

0µ0
↔
G (ω0, r′, r)αe (ω0)ω2

0µ0
↔
G (ω0, r, r′)d

]
+ P0. (1.46)

In the quasi-static limit (λ ≫ |r − r′|), the Green’s function can be replaced by
ω2

0µ0
↔
G (ω0, r′, r) = − 1

4πε0|r−r′|3 . Normalizing the modified radiated power P by the
radiated power in vacuum P0, one can receive an expression for the Purcell factor of
a dipole in the presence of a plasmonic nanoparticle:

FP = 1 + 3
4π2λ

3Q
R3

2π|r − r′|6
, (1.47)

which confirms the direct correspondence between classical and quantum Purcell en-
hancement. R3

2π|r−r′|6 performs as the mode volume of plasmonic nanoparticle, indi-
cating that the electric field scattered by the nanoparticle increases with its size.

1.4 Fano resonance
Asymmetric resonance shape of the scattering response is a widespread phenomenon
arising in resonant systems under certain circumstances, specifically when a sharp
scattering peak interferes with a spectrally broad background reflection. At first,
asymmetric peaks were discovered in the absorption spectrum of Rydberg spectral
lines of atoms by H. Beutler in 1935 [110] and theoretically explained by U. Fano in
the same year [111]. The formula proposed by Fano allows to describe and predict the
shape of resonance based on the quantum superposition principle – it was revealed
that the asymmetry in the atomic spectra exhibits due to the interference between
alternative channels of excitation. The description provided by Fano has made a
significant breakthrough in understanding interactions between waves and oscillators
not only in quantum optics but also in a broader field of wave physics. The Fano
line shapes, which are referred to as Fano resonances in the literature [112, 113],
have been observed as optical Wood anomalies in diffraction gratings, where the
asymmetric sharp resonances were successfully fitted by the Fano formula with good
accuracy [114]. The Fano resonances play one of the key roles in modern photonics as
they provide sharper resonant features compared to symmetric Lorentzian resonances,
consequently providing higher sensitivity of the amplitude and phase to external
perturbations [115]. In its critical limit, Fano resonance is observed as a symmetric
dip in the scattering spectrum, which can reach zero, enabling electromagnetically
induced transparency [116] and cloaking [117]. The properties of the Fano resonance
make it attractive for a variety of applications, including high-sensitive detectors,
tunable photonic devices, modulators, low-threshold lasers, perfect absorbers, and
non-linear optical components [115].
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The Fano line shape in the scattering spectrum of photonic structures can be
effectively explained within the CMT approach, incorporating direct wave scattering
between two or more channels and indirect scattering assisted by the cavity mode [89].
Here, for the sake of simplicity, the consideration is restricted to a single mode cavity
coupled to two scattering channels (see Figure 1.5(a)), yet it provides a response
function suitable for fitting more complex systems. CMT equations for such a system
in the time domain can be derived as follows:

da

dt
= −i(ω0 − iγa)a+ K̂†|s+⟩, (1.48)

|s−⟩ = Ĉ|s+⟩ + K̂a, (1.49)

where K̂ and K̂† are Hermitian conjugated 2 × 1 matrices of coupling constants of
the cavity to the scattering channels, indicating their reciprocal interaction, Ĉ =(

r it
textit r

)
is the direct scattering matrix of reflection r and transmission t coef-

ficients with |r|2 + |t|2. According to Equation 1.22, one can rewrite the scattering
matrix of the system under consideration:

Ŝ = Ĉ + iK̂K̂†

ω − ω0 + iγa
. (1.50)

To obtain the coupling operator K̂ in an explicit form, one can examine the case
of the absent external incoming waves |s+⟩ = 0. In this case, Equations 1.48– 1.49
turns into an eigenmode problem and can be rewritten for the energy of the mode
and outgoing waves:

d|a|2

dt
= −2γa)|a|2, (1.51)

⟨s−∗|s−⟩ = K̂†K̂|a|2. (1.52)

Using the energy conservation law, such that the energy lost by the cavity mode
is transformed to the outgoing waves d|a|2/dt = −⟨s−∗|s−⟩, one can come to the
following relationship between coupling coefficients:

K̂K̂† = 2γa, (1.53)

signifying an obvious equivalence between the coupling rates to the scattering
channels and the cavity decay rate in a system with Hermitian permittivity. Further,
one can perform a time-reversal transformation of Equations 1.48– 1.49, implying that
the system is excited at zero of the scattering matrix by a signal with amplitudes |s−∗⟩,
and no outgoing waves are observed. At the same time, one can make a substitution
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|s−∗⟩ = K̂∗a∗, obtained from Equation 1.52, to the time-reversed Equations 1.48–
1.49 resulting into the following equalities:

0 = Ĉ|s−∗⟩ + K̂a∗ = ĈK̂∗a∗ + K̂a∗, (1.54)

0 = ĈK̂∗ + K̂, (1.55)

which identifies a connection between cavity excitation and de-excitation processes
and direct scattering. Combining Equations 1.54–1.55 and applying the direct scat-
tering matrix definition, one can determine the matrix elements of K̂ and get the
final expression for the scattering matrix of the considered system:

Ŝ =
(
r t
t r

)
− iγa

ω − ω0 + iγa

(
r ∓ it r ∓ it
r ∓ it r ∓ it

)
. (1.56)

Here, it is assumed that the system possesses a mirror symmetry as depicted in
Figure 1.5(a), such that the coupling rates between the channels and the cavity are
identical, and ∓ stands for the odd (+) and even (−) field distributions of the mode.
The diagonal element of the scattering matrix represents the amplitude reflection
coefficient, and the intensity reflection coefficient can be derived as follows:

|Ŝ11|2 = R = r2

(
ω−ω0

γa
∓ t

r

)2

(
ω−ω0

γa

)2
+ 1

, (1.57)

which coincides with the famous Fano formula for the scattering cross section provided
elsewhere [113]:

Csca = C0
(ϵ∓ q)2

ϵ2 + 1
. (1.58)

The parameter q = r/t defines the asymmetry of the Fano line shape and mea-
sures the scattering ratio to the direct (background) scattering process. In a multi-
mode system, the Fano resonance can appear between a low-Q (bright) mode and
a high-Q (dark) mode, interacting through scattering channels [118]. Generally, it
implies that the scattering spectrum of the bright mode is substantially perturbed by
the dark mode and can give rise to electromagnetically induced transparency in the
weak coupling regime depending on detuning between the modes [113]. Figure 1.5(b)
demonstrates different cases of the Fano resonance in the reflection spectrum of the
cavity depending on the asymmetry parameter. When the reflection coefficient r of
the direct scattering matrix Ŝ is equal to 0, the Fano asymmetry parameter turns to
infinity (q → inf), and the spectral response of the cavity behaves as a symmetric
Lorentzian (Figure 1.5(b), blue curve). As the value of r rises up to 0.5, the resonance
gets an asymmetric shape and acquires a minimum and a maximum (Figure 1.5(b),
red curve). It is worth noticing that the relative position of the minimum and maxi-
mum with respect to ω − ω0 = 0 experiences a mirror reflection with a change of the
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Figure 1.5. (a) A sketch of a single mode cavity coupled to two scattering channels
exhibiting an asymmetric Fano resonance due to interference between direct and indirect
scattered waves. (b) Intensity reflection spectra of the single mode cavity depending on
direct reflection coefficient r. Different values of r correspond to different Fano line shapes:
at r = 0 the resonance resembles a standard Lorentzian curve (blue line); upon increasing of
r, the resonance becomes asymmetric (red curve); finally, it turns into a dip at r = 1 (violet
curve).

sign of q. Approaching r to 1 and, therefore, q to 0, one can observe a dip rather
than a peak in the reflection spectrum, which is a signature of electromagnetically
induced transparency (Figure 1.5(b), violet curve).

1.5 Bound states in the continuum

In the previous sections, it has been shown that the imaginary part of an emitter
or a cavity can be dramatically changed by coupling to another oscillator. For the
cavity, it results in modification of its Q-factor, which is one of the key parameters
characterizing the performance of the cavity in nanophotonic devices for sensing,
non-linear optics, and lasing [30, 119, 120]. The Q-factor determines the number of
oscillations of the wave before its amplitude decays by a factor of e. It means that
the Q-factor defines how long the cavity can trap photons. The Q-factor can be
substantially increased, theoretically reaching infinity, in so-called bound states in
the continuum [121]. Bound states in the continuum (BICs) are unique states of
optical, acoustic, or quantum mechanical systems that lack radiative losses, yet they
are located in the domain of leaky modes. It has to be mentioned that non-radiative
losses associated with the non-Hermitian part of dielectric permittivity, as well as
scattering dissipation on fabrication imperfections, can still be present in the system,
saturating the Q-factor of the state [122]. Nevertheless, as soon as the radiative part
is absent, the BIC is not coupled to any scattering channel, which forbids both light
coupling and radiation, making BIC hardly observable [123].

There are multiple ways to achieve BIC in a photonic system. One of the ap-
proaches is to completely isolate the cavity mode by utilizing materials with ε = 0,
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ε = ∞, µ = 0 or µ = ∞ [124,125]. However, this approach fails, as no real materials
possess inf values of material parameters, and, generally, when the real part of ε is
equal to 0, the imaginary part of ε becomes significant, turning the BIC into a leaky
mode. Another way, which is also the most common, is coupling between two or more
resonances [121]. The BICs appeared upon the interaction between the resonances of
two unperturbed sub-systems or two modes of an individual cavity can be effectively
described within CMT. One can consider a system of two cavity modes coupled to
two scattering channels, as depicted in Figure 1.6(a). The CMT equations in the
frequency domain can be derived as follows:

−iωa1 = −iω1a1 − γ1a1 − iga2 − i
√
γ1s

+
1 − i

√
γ1s

−
i , (1.59)

−iωa2 = −iω2a2 − γ2a2 − iga1 − i
√
γ2s

+
i , (1.60)

s+
i = s+

1 + i
√
γ1a1e

iϕ, (1.61)

s−
i = i

√
γ2a2e

iϕ. (1.62)

Here, the direct reflection from the cavities to the scattering channels are considered
to be 0, and ϕ = kr is the phase obtained by the waves propagating from one cavity
to another within the scattering channel. Substituting s± to Equations 1.59–1.60,
one can receive the full Hamiltonian of the system:

Ĥ = ℏ
(
ω1 g
g ω2

)
− iℏ

(
γ1

√
γ1γ2e

iϕ+iπ

√
γ1γ2e

iϕ+iπ γ2

)
(1.63)

The BIC non-leakage condition implies that the imaginary part of one of the Hamil-
tonian eigenfrequencies turns to 0 at specific parameters of the system. Given that,
one can find the conditions for BIC formation in a coupled cavity scenario:

g(γ1 − γ2) = √
γ1γ2(ω1 − ω2), (1.64)

ϕ = πn, n ∈ Z, (1.65)

where Equation 1.64 represents the condition for two modes of the same cavity, as-
suming ϕ = −π (Friedrich-Wintgen BICs) [126], and Equation 1.65 corresponds to
two identical cavities separated in space (Fabri-Perot BICs) [127].

Figure 1.6(b) illustrates the dynamics of poles and zeros of the scattering matrix
of two identical spatially separated cavities and demonstrates the formation of Fabri-
Perot type BIC. It can be seen that the variation of ϕ from π/2 to 2π brings one of the
poles from the lower complex frequency half-plane to the real frequency axis. At the
same time, the other pole migrates down to the lower complex half-plane. The state
with reduced radiative losses is the dark state, while the other one with increased
losses is the bright state. Importantly, the zeros of the scattering matrix manifest
the same behavior in the upper complex half-plane, and one of the zeros merges with
the pole at the real axis. The phenomenon of merging poles and zeros is an inherent
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Figure 1.6. (a) Schematic representation of a two-mode system coupled to two scattering
channels that can be tuned to BIC. (b) Dynamics of poles and zeros in the complex frequency
plane of the two-mode system upon the phase change ϕ from π/2 to pi. (c) The reflection
spectrum of the system experiencing the transition from BIC (blue curve) to quasi-BIC (red
curve) and leaky state (violet curve) upon the change of ϕ.

attribute of any BIC, signifying its disappearance from the observer’s field of view [81,
123]. The real frequency spectrum of the system with Fabri-Perot BIC is shown in
Figure 1.6(c). The spectrum reveals a broad resonant response corresponding to the
bright state. Diverging ϕ from the BIC condition, dictated by Equation 1.65, leads to
“backlighting” of the BIC appearing as a Fano resonance, revealing a direct connection
between them [128, 129]. Such an imperfect and lossy BIC can be called quasi-BIC
and is indicated in most experiments with BIC in photonics [130].

BICs are commonly observed in periodic structures such as sub-wavelength and
diffraction gratings, photonic crystals, and metasurfaces [121]. The discovery of BICs
in periodic structures has attracted a lot of attention due to the singular behavior
of BIC’s Q-factor [131]. The singularities in the Q-factor appear when the averaged
electric field of the unit cell, associated with far-field radiation in the subwavelength
regime, is nullified [132]. It was later revealed that the existence of BICs in periodic
structures is owing to the conservation of a certain symmetry [133]. Preservation of
parity with respect to the plane perpendicular to the reciprocal grating vector leads
to the indispensable formation of a BIC in Γ-point of the Brillouin zone, usually
called symmetry-protected BIC (see Figure 1.7(a)). Simultaneously, the preservation
of in-plane symmetry of the grating sustains an off-Γ BIC located in an accidental
point of the Brillouin zone. Importantly, the location of this “accidental” BIC in the
reciprocal space is strongly affected by the geometrical and material parameters of the
grating [134]. Figures 1.7(b) and (c) demonstrate the direct correspondence between



28 1 Fundamentals of light-matter interactions in nanophotonic structures

singularities of the Q-factor caused by symmetry-protected and accidental BICs and
the cancellation of the averaged electric field. While the averaged electric field, namely,
the 0th order Fourier coefficient of the Fourier expansion of the field, is turned to 0,
the 1st and −1st Fourier coefficients, responsible for the near-field localization, are
boosted, giving rise to the enhanced electric field localization, detailly discussed in
Appendix A.

Furthermore, it has been shown that the creation and annihilation of BICs are
related to the conservation of topological Chern numbers, sometimes referred to as
topological charges, defined as [132]:

Cn = 1
2π

∫
∇kΦdk, (1.66)

where Φ is the Berry phase of polarization vector (Ex, Ey), and the integration is taken
in the closed contour in the complex plane around the BIC in the reciprocal space.
The non-trivial topology of the polarization vector in the vicinity of BIC causes vortex
beam generation in the far-field. Besides, tuning of the grating parameters affects
the location of topological charges in the Brillouin zone, leading to the annihilation
and creation of positive and negative charges as well as migration of charges below
the light line [132].

It must be underlined that the true BIC cannot appear in a compact 3D structure
unless the structure is isolated by non-transparent boundaries. This comes from
the non-existence theorem of BICs in compact structures [135]. The theorem can
be proved by expanding the electric field of eigenmodes into a basis of spherical
harmonics and spherical Hankel functions. One can observe that, to ensure the BIC,
all far-field components of the field should be canceled out, yet all expansion terms
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Figure 1.7. Band diagram of a subwavelength dielectric grating with the refractive index
of 3. Symmetry-protected and accidental BICs are indicated in Γ point and an off-Γ point
of the diagram. (b) Q-factor of a mode with BICs. (c) Averaged electric field (0th Fourier
coefficient) of the grating unit cell along with the 1st and −1st Fourier expansion coefficients.
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carry the far-field components. Consequently, in order to provide non-leakage, all
terms should turn to 0. This situation can be partially realized in anapole states and
supercavity modes, which are discussed in the next sections.

1.6 Light scattering by nanoparticles. Generalized Mie
theory

First described in spheres by Gustav Mie in 1908 [62] to explain different colors pro-
duced by colloidal particles, Mie resonances are associated with the spectral response
of individual nanoparticles, whose dimensions are comparable with electromagnetic
wavelength in the nanoparticle material (a ≈ λ/n). It has been shown that Mie
resonances can facilitate all the above-discussed phenomena, such as inter-resonant
strong and weak coupling [136], exceptional points [137], electromagnetically induced
transparency [138], Fano resonances [139], and Purcell enhancement of embedded
and surrounding emitters [140]. In contrast to localized surface plasmon resonances,
Mie resonances concentrate the electric field in the particle volume, enabling thermo-
optical and non-linear effects in the particle material. One of the intriguing properties
of the Mie resonances is the magnetic response at optical frequencies, even in com-
pletely non-magnetic materials. The magnetic response arises due to the circular
currents induced in Mie particles by external fields, as indicated in Figure 1.8(a).
Besides, when the wavelength of the incoming waves is larger than the particle size,
resonances corresponding to high-order multipoles (quadrupole, octupole, etc.) can
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Figure 1.8. Polarization field distributions of different electric and magnetic modes of a
spherical Mie particle: (a) dipole, (b) quadrupole, and (c) octupole. Black arrows point in
the direction of polarization currents.
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be excited. Figure 1.8(a-c) represents a family of Mie resonances in a dielectric spheri-
cal particle from dipole to octupole of both electric and magnetic nature. The maps in
Figure 1.8 show the normalized polarization field distributions of Mie modes, and the
black arrows indicate the direction of polarization currents. It is worth mentioning
that at sufficiently large sizes, plasmonic nanoparticles also demonstrate high-order
multipolar resonances, but exclusively of the electric type.

Generally speaking, multipolar Mie resonances appear in a scattering problem
of nanoparticles, which can be formulated as follows: a nanostructure of a certain
shape and size composed of materials with given a permittivity is illuminated by a
monochromatic plane wave with a given frequency and polarization [79]. Then, the
linear optical response of such a nanostructure can be quantified using scattering
(Csca), absorption (Cabs), and emission (Csca) cross-sections:

Csca = Psca
I
, (1.67)

Cabs = Pabs
I

, (1.68)

Cext = Pext
I
, (1.69)

where Psca and Pabs define the power scattered/absorbed by the nanostructure, Pext =
Psca + Pabs, and I is the intensity of the incoming plane wave, sometimes called
irradiance. The cross sections are a common measure in particle physics, intended
to identify the probability of a particle or particle assembly interacting with a beam,
irradiating a fixed area. In the physics of Mie resonances, it is common to normalize
the cross sections by geometrical cross-section, which is the area of the nanoparticle
projected onto a plane. For a spherical nanoparticle, it is defined as Cgeo = πR2. In
order to calculate the power loss upon scattering and overall extinction processes, one
can utilize the Pointing theorem, considering incident and scattered fields Einc, Esca,
Hinc, Hsca on a spherical surface S inclosing the nanostructure:

Psca = 1
2

∮
S

Re [Esca × H∗
sca] dS, (1.70)

Pext = 1
2

∮
S

Re [Einc × H∗
sca + Esca × H∗

inc] dS. (1.71)

The scattered electromagnetic fields in Equations 1.70– 1.71 can be obtained by solv-
ing the Helmholtz equation. Nevertheless, the analytical solution can be found for
a limited number of systems, including a spherical nanoparticle and infinitely long
cylindrical rod. The consideration is restricted to non-magnetic dielectric spheres to
demonstrate theoretical approaches widely used to describe nanostructures in Mie-
tronics. The incident and scattered electric and magnetic fields in spherically sym-
metric problem can be expanded into a basis of vector spherical harmonics M1,3

plm and
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N1,3
plm, which satisfy the Helmholtz equation, as follows:

Einc = E0

∞∑
l=1

il
2l + 1
l(l + 1)

(M(3)
ol1 − iN(3)

el1), (1.72)

Hsca = E0

∞∑
l=1

il
2l + 1
l(l + 1)

(−blM(1,3)
el1 + ialN(1,3)

ol1 ), (1.73)

Hinc = −
E0

√
εh

c

∞∑
l=1

il
2l + 1
l(l + 1)

(M(3)
el1 + iN(3)

ol1), (1.74)

Hsca =
E0

√
εh

c

∞∑
l=1

il
2l + 1
l(l + 1)

(alM(3)
el1 + iblN(3)

ol1), (1.75)

where the lower subscripts indicate the parity of the functions (p), angular momentum
or multipole order (l), azimuthal number (m) always identical to 1 for spherically
symmetric tasks, and the upper index represents the kind of functions, for which
(1) stands for standing waves and (3) corresponds to propagating waves. The vector
functions M1,3

plm and N1,3
plm can be derived from a scalar function ψ(r, ϕ, θ) using the

relations:

M = ∇ × (rψ),

N = c

ω
∇ × M,

(1.76)

and ψ(r, ϕ, θ) is a solution of the scalar Helmholtz equation in spherical coordinates.
The particular form of M1,3

plm and N1,3
plm can be found, for instance, in Ref. [141]

and commonly serves for visualizing fields inside and outside nanoparticles, as well
as for multipolar decomposition of nanostructure response and complex electric and
magnetic fields in various numerical methods [142]. The expansion coefficients al

and bl are of greater interest for Mie-tronics because they provide useful insight into
the spectral response of the system. al and bl correspond to electric and magnetic
multipoles of the order of l, where l = 1 stands for a dipole, l = 2 for a quadrupole,
etc., and can be determined from the boundary conditions (Equation 1.11) of the
fields at the interface between the nanoparticle and host media:

al = nψl(nx)ψ′
l(x) − ψl(x)ψ′

l(nx)
nψl(nx)ξ′

l(x) − ξl(x)ψ′
l(nx)

, (1.77)

bl = ψl(nx)ψ′
l(x) − nψl(x)ψ′

l(nx)
ψl(nx)ξ′

l(x) − nξl(x)ψ′
l(nx) (1.78)

where n is the relative refractive index n =
√
ε/εh, x is the dimensionless size of

the sphere x = 2πR/λ, ψ and ξ are the spherical Bessel and Hankel functions, and
subscript ′ refers to the derivative with respect to the argument of the function.
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Substitution of Equations 1.72–1.75 to Equations 1.67– 1.71 gives the final answer for
the normalized cross sections of a spherical nanoparticle:

Csca
Cgeo

= 2c2

ω2a2

∞∑
n=1

(2l + 1)(|al(ω)|2 + |bl(ω)|2), (1.79)

Cext
Cgeo

= 2πc2

ω2a2

∞∑
n=1

(2l + 1)Re [al(ω) + bl(ω)] , (1.80)

Cabs = Cext − Csca. (1.81)

Equations 1.79– 1.81 allow to visualize the spectral response of a spherical nanopar-
ticle. In fact, Equation 1.79 can be used to compute the scattering efficiency of any
compact system if the expansion coefficients al and bl are properly found. M1,3

plm and
N1,3

plm form a basis and satisfy Maxwell’s equations, thus, the electric and magnetic
field of any structure can be expanded into series of blmM1,3

plm and almN1,3
plm vector

harmonics. Such decomposition is called spherical multipole decomposition and can
be useful for predicting the near-field properties of the nanostructures based on their
far-fields and vice versa [142].

Figure 1.9(a) demonstrates the scattering cross-section of a nanoparticle and its
multipole decomposition with respect to the wavelength. The dielectric permittivity
of the nanoparticle is taken 16 and real. The scattering spectra demonstrate distinct
peaks associated with Mie resonances, such as magnetic dipole (MD), electric dipole
(ED), magnetic quadrupole (MQ), electric quadrupole (EQ), magnetic octupole (MO),
and electric octupole (EO). One can notice that the higher the multipole order, the
higher the Q-factor of the resonances, which is a signature of weaker interaction of the
high-order multipole modes with light. It can be easily understood from the expansion
of an incident plane wave in Equation 1.72: the impact of the multipole term to the
field drops with the multipole order. Consequently, the coupling constant between
the multipole excited in the nanoparticle is smaller for the high-order multipoles.
Moreover, multipole contributions to the total scattering, such as ED and MD, possess
numerous peaks in the spectrum, indicating the excitation of several modes associated
with the same multipole. It must be noted while each mode of a spherical nanoparticle
is linked to a specific vector spherical harmonic, a single spherical harmonic does
not exclusively correspond to a single Mie mode. This is because a single spherical
harmonic describes the fields of a series of Mie modes of the same kind. In non-
spherical nanostructures, spherical harmonics lose their physical meaning and rather
serve as a convenient basis for analyzing the nanostructure modes.

The Mie expansion coefficients al and bl are analytical functions, and, therefore,
Equations 1.77– 1.78 can be analytically continued in the plane of complex frequencies.
Figure 1.9(b) reveals the scattering cross-section map in the complex frequency plane.
While the function in the upper half-plane remains analytical, in the lower half-plane
it manifests singularities, which are exactly the QNMs of a spherical nanoparticle.
Such a map provides a useful tool for analyzing the response of nanoparticles and
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Figure 1.9. (a) Normalized scattering cross section (Csca) of a dielectric nanoparticle
with ε = 16 in vacuum depending on dimensionless real frequency. Csca is expanded into
a multipole series of magnetic dipole (MD, violet solid), electric dipole (ED, blue solid),
magnetic quadrupole (MQ, violet dotted), electric quadrupole (EQ, blue dotted), magnetic
quadrupole (MO, violet dashed) and electric quadrupole (EO, blue dashed). (b) A map
of Csca in the complex frequency plane. The map reveals poles in the plane of negative
imaginary frequencies corresponding to Mie QNMs. Grey shadowed area highlights Csca
spectrum at the real frequency axis.

establishes a direct relation between the peaks of the real frequency spectrum and
the poles in the lower half-plane.

Another property of Mie nanoparticles, which is worth mentioning, is the non-
scattering or anapole regime [143]. In Figure 1.9(a), one can observe pronounced
dips in the scattering spectrum originating from complete cancellations of one of the
multipole contributions. Such an intriguing behavior of the scattering coefficients,
referred to as anapole states or anapole modes, has attached a particular interest due
to the nullification of the external nanoparticle fields with the preservation of the
internal fields localized in the nanoparticle volume. This situation can lead to various
optical phenomena, including perfect absorption and cloaking [144, 145]. It’s crucial
to emphasize that while the anapole suppresses scattering, it does not necessarily
result in complete scattering suppression. The formation of anapoles in compact
systems is commonly explained as interference between ED and toroidal modes [146].
Moreover, one can observe the anapole-like features in the scattering response of all
other multipoles. Therefore, the nature of anapoles can be explained as the Fano
resonance, appearing due to the interaction between the multipole modes of the same
kind. Figure 1.9(b) indicates that no additional poles stand behind the anapole in the
complex frequency, revealing that the anapole is a feature of the scattering response
of Mie QNMs rather than another mode.
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1.7 Light action on photonic structures: Optical forces
Beyond just the effects of light controlled by nanostructures, photonics investigates
and applies the phenomena of mechanical driving of nanostructures by light [147,148].
Particularly, when the electromagnetic field is exposed to nanostructures, it can in-
duce attractive and repulsive forces or even torque [149, 150]. The area of research
which aims to study the mechanical action of light is called optomechanics. Optome-
chanics has attracted a lot of attention in the last decades because it allows the
manipulation of the position and orientation of nanoscale objects, including nanopar-
ticles and molecules [151]. Optical tweezers, namely, focused laser beams invented by
Arthur Ashkin in 1970 [152], have not only revolutionized the field of physics but have
also provided an invaluable playground for research in molecular biology [153]. Specif-
ically, the attractive force created by optical tweezers can effectively trap and manip-
ulate DNA, proteins, and even living cells in liquids, which has brought numerous
discoveries in intrasaccular biology [154]. Besides, the boom in optical tweezers has
led to a rise in optical levitodynamics, which explores the dynamics of nanoparticles
levitated in gases or vacuum by means of optical forces [155]. Optical levitodynamics
of nanoparticles is promised to establish a platform for high-precision measurements,
sensors, and fundamental tests in quantum mechanics, as one can draw parallels
between a mesoscopic particle and an atom captured by an optical trap [156].

The physics of optomechanical interaction between nanostructures and light can
be effectively described within Maxwell stress tensor formalism, which introduces the
momentum conservation law in electrodynamics [80]. The equation for momentum
conservation can be easily obtained from the Lorentz force density fL, derived as
follows:

fL = ρE + j × B, (1.82)

Substituting Maxwell’s equations to Equation 1.82 and using the vector identities, one
can come up with the following relation between the force density and electromagnetic
fields:

fL = ε0(∇ · E)E + ε0(E · ∇)E + µ0(∇ · H)H + µ0(H · ∇)H−

− 1
2

∇(ε0|E|2 + µ0|H|2) − ε0µ0
∂

∂t
(E × H).

(1.83)

Further, one can rewrite Equation 1.83 introducing a second rank tensor
↔
T, namely,

the Maxwell stress tensor:

fL = ∇·
↔
T − 1

c2
∂

∂t
(E × H), (1.84)

where
↔
T is given by:

↔
T= ε0

(
E ⊗ E − 1

2
↔
I |E|2

)
+ µ0

(
H ⊗ H − 1

2
↔
I |H|2

)
. (1.85)
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In Equation 1.84, the Lorentz force term on the left-hand side represents the me-
chanical momentum density flux, while the cross-product on the right-hand side is
associated with the field contribution to the overall momentum density flux. Aver-
aging over the time period of the field oscillations cancels out the field contribution;
therefore, the averaged Lorentz force density is obtained as:

⟨fL⟩t = ∇ · ⟨
↔
T⟩t, (1.86)

and can be rewritten in the integral form:

⟨F⟩t =
∫

S

⟨
↔
T⟩tdS, (1.87)

where S is a conveniently chosen surface surrounding the object. Equation 1.87 is
typically used for calculations of optomechanical forces acting on different objects. For
instance, one can consider monochromatic light passing through an infinitely long and
wide dielectric plate with a finite thickness, a simple example of a 1D electromagnetic
system exhibiting Fabri-Perot resonances and characterized by Fresnel reflection (r)
and transmission (t) coefficients. E and H fields from the sides of the plate can be
written as follows [80]:

E1 = nxE0
(
eikzz + re−ikzz

)
e−iωt, (1.88)

E2 = nxE0te
ikzze−iωt, (1.89)

H1 = ny

√
ε0

µ0
E0
(
eikzz + re−ikzz

)
e−iωt, (1.90)

H2 = ny

√
ε0

µ0
E0te

ikzze−iωt. (1.91)

Substitution of the fields from Equations 1.88– 1.91 to Equation 1.85 for the Maxwell
stress tensors reveals cancellation of non-diagonal terms and leads to the following
expression for the radiation pressure for the dielectric plate:

p = ε0E
2
0

2
(
1 + |r|2 − |t|2)

)
, (1.92)

and may also describe the pressure produced by monochromatic fields into planar
nanostructures, i.e., metasurfaces. Similarly, one can obtain an optical force for
a spherical particle of radius a, illuminated by a monochromatic plane wave with
intensity I [79]:

F = πa2I

c
(Cext − Csca⟨cos θ⟩) = 2πI

k2c

∑
l

Re [(2l + 1)(al + bl)] +

+ 2πI
k2c

∑
l

Re
[

2l(l + 2)
l + 1

(ala
∗
l+1 + blb

∗
l+1) + 2l + 1

l(l + 1)
alb

∗
l

]
,

(1.93)
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where θ is the polar angle characterizing the direction of light scattering. Equa-
tions 1.92– 1.93 show that plane and monochromatic waves can provide only repul-
sive action onto nanostructures, which is the direct consequence of the momentum
conservation law [80]. However, this statement can be reviewed, considering a nanos-
tructure based on an amplifying medium or complex frequency excitation, detailly
discussed in Appendix B, where an attractive action is discovered.

The attractive optical force is a key feature of optical tweezers utilizing non-
paraxial Gaussian beams with spatially varied intensity (see Figure 1.10(a)). The fun-
damentals of the optomechanical response of nanoparticles in Gaussian laser beams
are convenient to demonstrate in a dipole approximation. One can rewrite Equa-
tion 1.82 for the Lorentz force density using the relations ρ = −∇ · P(r, t), j(r, t) =
∂P(r, t)/∂t, P(r, t) = αε0E(r0, t)δ(r − r0):

fL(r, t) = αε0(−E(r0, t)∇δ(r − r0))E(r, t) + αε0
∂E(r0, t)

∂t
× B(r, t)δ(r − r0), (1.94)

where r0 is the position of the dipole, δ(r − r0) is the 3D Dirac δ-function, and
spatial derivatives are taken with respect to r. Using the properties of δ-function and
its derivative, one can perform volume integration and obtain the Lorentz force FL

acting on a dipole located at r0:

FL = αε0(E(r0, t)∇)E(r0, t) + αε0
∂E(r0, t)

∂t
× B(r0, t), (1.95)

and the spatial derivatives are now taken with respect to r0. Applying vector identities
and Maxwell’s equations, one can transform Equation 1.95 to a new form:

FL = αε0∇(E(r0, t))2 + αε0
∂

∂t
(E(r0, t) × B(r0, t)). (1.96)

Assuming monochromatic field dependencies E(r0, t) = E0(r0)e−iωt and B(r0, t) =
B0(r0)e−iωt, one can evaluate time-averaged Lorentz force ⟨F⟩:

⟨FL(r0)⟩ = 1
2

Re
[
αε0∇|E(r0)|2 − iωαε0µ0E(r0) × H∗(r0)

]
=

= 1
2

Re [α] ε0∇|E(r0)|2 + 1
2

Im [α]ωε0µ0E(r0) × H∗(r0) =

= Re [α]
c

∇I(r0) + ωIm [α]
c2 I(r0).

(1.97)

One can observe that the final expression for ⟨FL⟩ in Equation 1.97 contains two terms.
The first term depends on the gradient of the intensity of the Gaussian beam and is
proportional to the real part of the dipole polarizability. The gradient contribution
to the Lorentz force is referred to as a gradient force and normally gives rise to the
attractive force towards the intensity maximum, ensuring the dipole trapped around
the maximum [157]. However, if the sign of Re [α] is changed to the opposite, the
attraction switches to repulsion, and the trapping around the intensity maximum
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Figure 1.10. (a) Intensity profile of a Gaussian beam with a numerical aperture (NA)
of 0.8 and wavelength of 1550 nm. (b) The potential energy of a silicon nanoparticle with
a radius of 100 nm illuminated by a single Gaussian beam. (c) Intensity profile of two
counter-propagating co-polarized beams with beam NA of 0.8 and at 1550 nm. (d) The
potential energy of a silicon nanoparticle of a radius of 200 nm in the counter-propagating
beam geometry.

is disabled. Yet, it is still possible to trap the dipole in the intensity minima, e.g.,
of a Bessel beam [158]. The second term of Equation 1.97 includes the value of
the intensity of the beam and the imaginary part of the polarizability and can be
called a scattering force. The scattering force is associated with the momentum
transfer and typically plays against the trapping gradient force [157]. Therefore, the
nanoparticles with strong Mie resonance, exhibiting strong scattering forces, cannot
be trapped by means of a standard optical tweezer. But, as for the gradient force,
change of Im [α] sign can produce a pulling scattering force, theoretically observed
in nanoparticles with gain [159]. On the other side, when the nanoparticle size is
significantly larger than the wavelength of the laser beam, the scattering force enables
trapping around the laser focus due to momentum conservation between the incoming
and scattered/refracted photons [160]. Figure 1.10(b) demonstrates the potential
energy of a nanoparticle in dipole approximation in a Gaussian beam with a beam
numerical aperture (NA) of 0.8 and power of 100 mW. As long as the potential energy
is negative, the nanoparticle is trapped around the center of attraction. Because of
the repulsive action of the scattering force, the location of energy minimum diverges
from the focus of the beam shifted towards the propagation direction.
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The mechanical motion of a nanoparticle trapped in a focused laser beam can be
described in the non-harmonic oscillator formalism. The non-harmonic behavior is ow-
ing to the non-parabolic Gaussian optical potential. Nevertheless, if the nanoparticle
oscillation energy is sufficiently small, i.e., the nanoparticle is in its motional ground
state, the potential can be approximated as parabolic [161]. Then, the frequency of
the nanoparticle motion can be found as Ω =

√
ς/m, where ς is the stiffness of the

parabolic potential and m is the nanoparticle mass. The mechanical frequency is one
of the essential parameters for optomechanics-based sensors and quantum optics, and
it is normally detected in most levitodynamics experiments as beats of the scattered
light intensity, namely, frequency modulation of inelastically scattered light exposed
onto an oscillating nanoparticle [162]. Another crucial parameter is the depth of the
potential well produced by the optical field, and it characterizes the energy threshold
for the nanoparticle to escape the optical trap.

One can violate the scattering force by introducing two counter-propagating Gaus-
sian beams instead of one [162]. If the intensity of the beams is balanced, the scatter-
ing force is canceled out, and the optomechanical response is only determined by the
gradient contribution. This type of trap can be potentially used to capture resonant
particles in the Mie scattering regime. The interference between the beams produces
minima and maxima along the axis of beam propagation (see Figure. 10(c)), if the
scattering forces are balanced. Intriguingly, the configuration of Mie resonances can
significantly affect the gradient optical forces produced by the beams. It has been
observed that the sign and the magnitude of the force vary depending on whether the
excitation is resonant or not and which multipole resonance is excited. Importantly,
some regimes in Mie resonances give rise to attraction to intensity minima rather
than maxima. This phenomenon is known as dark trapping and is discussed in detail
in Appendix D. The potential energy of the nanoparticle of a radius of 200 nm is
illustrated in Figure 1.10(d) and indicates that the trapping may occur around the
minima of the interference pattern.

1.8 Summary

In this Chapter, I have reviewed theoretical approaches to describe various optical
phenomena exhibited in photonic nanostructures. I have derived the CMT and scat-
tering matrix for an arbitrary multi-mode and multi-scattering channel system from
the Lippmann-Schwinger equation. I have explored the properties of scattering ma-
trix eigenvalues, particularly their poles and zeros, in cases of Hermitian and different
non-Hermitian states of dielectric permittivity. Then, I applied CMT and Hamilto-
nian formalism to describe different regimes of light-matter interactions, including
strong and weak coupling and exceptional points. I have demonstrated that in a sim-
ple two-oscillator system, the coupling regime is determined by the ratio between the
interaction constant and loss difference. I have provided a definition for the Purcell
effect in quantum optics and classical electrodynamics. I have obtained a standard



1.8 Summary 39

expression for the Purcell factor from CMT and considered the Purcell enhancement
in a system of a dipole source coupled to a resonant nanoparticle. Further, I have
presented a derivation of Fano resonance and bound state in the continuum (BIC)
phenomena from CMT. I have revealed that the Fano resonance originates from the
interference between spectrally broad and narrow (resonant) responses. Moreover,
from CMT, I have extracted conditions for BIC existence in a two-mode system, con-
sidering two limiting cases of identical spatially separated cavities and different modes
of the same cavity. I have discussed BICs in periodic structures, specifically, grat-
ings, their impact on Q-factors, and topological origin. I have presented a classical
derivation of the Mie theory for the scattering of an electromagnetic field on non-
magnetic spherical nanoparticles and have extended it to complex frequencies. I have
attributed the Mie resonances in scattering spectra to the poles in the lower complex
frequency half-plane and discussed the physics of anapole states. Additionally, I have
examined the optomechanical effects of light manipulation by nanostructures. I have
obtained equations for the average optical force that acts on a dielectric plate from the
Maxwell stress tensor approach and on a nanoparticle in the dipole approximation.
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CHAPTER 2
Applications of Mie-tronics
The rise of Mie-tronics, a branch of photonics exploiting Mie resonances, has shifted
the focus from metal-composed nanostructures exhibiting surface plasmon resonances
to dielectric and semiconductor nanostructures [67]. Even though plasmonics can
potentially engage for compact nanoscale solutions compatible with dimensions of
microelectronics [163], due to excitations of extremely localized surface states, it crit-
ically suffers from dissipation losses [54]. The dissipation losses limit guided wave
propagation in plasmonic nanostructures, saturate the Q-factor, and produce unde-
sirable heating and thermal noise, which cannot be tolerated in quantum information
and photonic integrated circuits [164]. Although the losses in plasmonics is the stone
that everyone stumbles over when it comes to real-world applications, it can still
be used for Purcell enhancement, providing a factor of 1000 [103], comparable with
bulky photonic crystal cavities, local nanoscale heating [165], and even sensing [166].
From the other side, Mie-resonant nanostructures made of low-loss, high-refractive
index dielectrics and semiconductors enable long-range propagating waves [167] and
sufficiently large and tailorable Q-factors thanks to the distribution of Mie-modes in
the nanostructure volume [168]. A unique ability of Mie nanostructures and one of
the key differences between Mie-tronics and plasmonics is a strong magnetic response
in completely non-magnetic materials, facilitating advanced wavefront control [169].

Mie nanostructures can be utilized as building blocks for discrete waveguides,
photonic topological insulators, and metalenses [67]. The last ones have laid a foun-
dation for flat optics to replace bulky optical components (lenses and mirrors) with
thin photonic nanostructures [170]. When periodically assembled, Mie nanostruc-
tures or “meta-atoms” produce collective resonances such as van-Hove singularities
and BICs, opening doors for high-Q factors at the nanoscale [131, 171]. In this chap-
ter, I review recent advances in Mie-tronics and its applications for light generation
and manipulation as well as for sensing. In Section 2.1, I present the state of the art
in wavefront engineering by interplay between Mie resonances in dielectric nanostruc-
tures. In Section 2.2, I reveal how Mie-tronic devices can establish a new generation
of nanoscale optical sensors. Specifically, I show that BICs have proven themselves
as a convenient platform for spectrophotometry, refractometry, and chirality sensing.
Section 2.3 introduces different approaches for tunable Mie-tronic devices, consider-
ing particular examples of tunable devices based on phase-change materials, liquid
crystals, thermo-optical effects, and twistronics. Section 2.4 provides recent achieve-
ments in non-linear harmonic generation produced by quasi-BIC supercavity modes
and metasurfaces. Section 2.5 demonstrates several approaches for nanolaser based
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on van Hove singularities, exceptional points, and merging BICs. Finally, I conclude
the Chapter in Section 2.6.

2.1 Wavefront engineering
As mentioned above, one of the main advantages of Mie-resonant dielectric and semi-
conductor structures is supporting multipolar magnetic and electric resonances [79].
Simultaneous excitation of different multipolar resonances can result in exotic scatter-
ing scenarios, such as unidirectional or bi-directional scattering, enabling advanced
control of quantum emitter radiation patterns [172], anti-reflective coatings [70], and
phase gradient metasurfaces [173]. Figure 2.1(a) reveals the mechanism of the for-
mation of unidirectional scattering in Mie-resonant nanostructures: when magnetic
dipole (MD) and electric dipole (ED) are excited at the same time and perpendicular
to each other, the superposition of their fields produces an asymmetric scattering
pattern. The amplitudes of the fields of MD and ED are determined by Mie expan-
sion coefficients a1 and b1 given by Equations 1.77– 1.78. If a1 = b1, which implies
that MD and ED are balanced and oscillating in-phase, the fields radiated in one
direction are positively summed, and in the opposite direction are canceled, result-
ing in a unidirectional radiation pattern (see Figure 2.1(a), panel (i)). On the other
hand, out-of-phase oscillations of MD and ED (a1 = −b1) expectedly lead to the
reversed situation shown in panel (ii) of Figure 2.1(a). Thus, the conditions of the
unidirectional scattering can be formulated as follows:

a1 = b1 (2.1)

or

a1 = −b1. (2.2)

For a Mie nanoparticle with MD and ED resonances induced by a plane wave
Equation 2.1 results in an enhanced forward scattering to the direction of the plane
wave propagation and, ideally, complete cancellation of back-scattered fields. Never-
theless, Equation 2.2 outcomes in a strong back-scattering with suppression of the
forward scattering, the forward scattering cannot be fully canceled, which is dictated
by optical theorem, establishing a relationship between the scattering efficiency in
the forward direction and total extinction cross-section [79]:

Cext = 4π
k2 Im

[
Esca(θ = π/2, ϕ = 0) · Einc

|Einc|2

]
, (2.3)

where Einc is the incident electric field, and Esca(θ = π/2, ϕ = 0) is the electric field
of the wave scattered in the forward direction (direction of the incident field propa-
gation). As a consequence, strong back-scattering response comes with the price of
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reduced total extinction, which, in non-amplifying systems, implies suppressed total
scattering. However, this limitation can be overcome utilizing gain media [90] or
coherent virtual excitation of zeros of the forward scattering efficiency, discussed in
Appendix F. The effect of unidirectional scattering in spherical magnetic nanoparti-
cles was first discovered by Kerker et al. [174] in 1982. In the modern literature, the
effect of unidirectional forward scattering is well-known as the Kerker effect, while
predominantly backward scattering is referred to as the anti-Kerker effect, and Equa-
tions 2.1 are Kerker conditions [175]. Moreover, the Kerker effect was generalized for
multipole moments beyond dipolar, facilitating the engineering of complex scattering
patterns [63]. Ref. [176] describe the transverse Kerker effect, enabled by simulta-
neous excitation of quadrupole resonances, characterized by suppression of forward
and backward scattering and magnification of scattering in directions perpendicular
to the incident field propagation.

In Ref. [172], the authors utilize Kerker and anti-Kerker effects in silicon nanos-
trips to boost the photoluminescence signal from a monolayer WS2. This monolayer is
part of a large class of 2D semiconductor transition metal dichalcogenides (TMDCs).
When WS2 is a bulk material, it reveals an indirect bandgap producing a weak pho-
toluminescence signal. However, in a monolayer phase, its bandgap becomes direct,
and the monolayer exhibits remarkably bright photoluminescence owing to exciton
recombination, which has gained significant attention in quantum optics and material
science in recent years. The authors attempt to enhance the photoluminescence of
the monolayer WS2 by coupling it to a silicon nanostrip with a silica spacer between
the nanostrip and monolayer (see Figure 2.1(b), panels (i-ii)). Placing the mono-
layer on top of the nanostrip and varying the thickness of the spacer, the authors
achieve the Kerker condition for forward emission in the absence of a spacer and
anti-Kerker condition for enhanced backward emission at the spacer thickness of 135
nm. Besides, to further improve the directional photoluminescence signal, the authors
change the width of the nanostrip and the overall number of nanostrips coupled to
the monolayer WS2. In addition, they provide the data for a bilayer WS2, which
exhibits sufficiently strong photoluminescence. Their findings are summarized in Fig-
ure 2.1(b), panel (iii), indicating that the width and number of nanostrips critically
influence the output signal. Both total and backward photoluminescence experience
maximum at the nanostrip width of 250 nm, corresponding to resonant excitation of
the electric quadrupole. Moreover, assembling the nanostrips into dimers leads to a
6-fold increase of the output signal in numerical calculations and a 3-fold increase in
the experiment. Finally, the authors observe a 9-fold enhancement in the measured
backward photoluminescence. The proposed mechanism of the photoluminescence en-
hancement relies on far-field interactions between the excitons in the monolayer WS2
and modes of the nanostrip in contradiction to a more common near-field interaction,
opening intriguing opportunities for distant manipulations of the photoluminescent
properties of the emitter.

Using meta-atoms in Kerker condition as building blocks for metasurfaces gives
rise to so-called Huygens metasurfaces [179]. These metasurfaces are based on Huy-
gens’s principle that every point on a wavefront is a secondary source of outgoing
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Figure 2.1. (a) Intuitive explanation of unidirectional scattering in Mie-resonant nanos-
tructures: when magnetic and electric dipoles are balanced and oscillating in-phase, super-
position of their far-fields gives rise to scattering one direction (panel (i)), while out-of-phase
oscillating dipoles produce enhanced scattering in the opposite direction (panel (ii)). (b) Ex-
ample of backward photoluminescence enhancement induced by anti-Kerker effect between
Mie magnetic resonant dielectric nanorod and excitonic electric dipole moments of mono-
layer WS2. Panels (i-ii) show a sketch of the system and its SEM image. Panel (iii) is a data
collection summarizing the photoluminescence enhancements in different nanostructure con-
figurations [172]. (c) Illustration of principles of Huygens metasurfaces: panels (i-ii) shows a
scheme and SEM of the investigated metasurface supporting quasi-BIC; panel (iii) depicts a
transmission intensity spectrum, typical for Huygens metasurfaces, for different meta-atom
twists; panel (iv) demonstrates transmission phase spectra, representing a characteristic 2π
phase shift in the Huygens regime for different meta-atom twists [177]. (d) Anti-reflection
coating based on a disordered Huygens metasurface: panels (i-ii) presents SEM and optical
images of the metasurface, panel (iii) demonstrates reflectance spectra of the metasurface,
measured (black line) and calculated (violet dashed line), as well as the reflectance of a stan-
dard (blue dashed line) and adopted (yellow dotted line) anti-reflection coatings [70]. (e)
Experimental images of structural colors produced by Mie voids of different sizes [178]. (f)
Sketch (panel (i)) and SEM image (panel (ii)) of a metalense composed of silicon nanosized
disks [173].
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waves. As a consequence of this principle, meta-atoms possessing electric and mag-
netic resonances at the same frequency, thereby primarily inducing forward scattering,
endow the metasurface with an almost perfect transmittance under negligible dissipa-
tion losses. The remarkable transmittance of Huygens metasurfaces enables refractive
index unlimited anti-reflective coatings [70] and advanced control of directional light
emission from nanoscale sources, such as TMDCs and quantum dots [180]. However,
the critical feature of Huygens metasurfaces is their intriguing phase response, which
undergoes a smooth 2π change near the resonances [177]. Such a distinguishing phase
behavior, diverging from an ordinary sharp π-phase transition of a single resonance,
comes from the superposition of merging ED and MD resonances. Figure 2.1(c) de-
picts spectra of the intensity transmission coefficient and phase shift of the transmit-
ted wave of a Huygens metasurface composed of zigzag arrays of dielectric elliptical
cylinders. In this case, near-unity transmissivity is achieved by tuning the structure
geometrical parameters to merge two quasi-BICs of ED and MD nature [177]. The
phase characteristic indicates that the metasurface is within the Huygens regime.
Moreover, by adjusting the zigzag arrays’ twist angle, the quasi-BICs’ Q-factor can
be scaled, which allows fine-tuning of phase dispersion. This adjustment facilitates
the achievement of a pronounced 2π-phase transition in the cases of high Q-factors
or, alternatively, a gradual phase curvature for low Q-factor scenarios.

The authors of Ref. [70] make one step towards implementing Huygens metasur-
faces in photovoltaic technologies, engineering and fabricating a disordered metasurface-
based anti-reflection coating on top of a standard silicon heterojunction solar cell. The
SEM and optical images of the metasurface are presented in Figure 2.1(d), panels (i-
ii). The metasurface is composed of TiO2 sub-micron sized disks in a disordered
arrangement, which are fabricated employing colloidal self-assembly that is applica-
ble virtually irrespective of the material or surface morphology of the device. The
authors observe a broadband enhancement of transmissivity and, therefore, reduction
of reflectivity down to 10% on average of the spectral range relevant for solar cells (see
Figure 2.1(d), panel (iii)). To compare with commercially available solutions, the au-
thors provide the reflectivity data for a standard and optimized anti-reflective indium
tin oxide (ITO) layer, which indicates a relatively narrow dip in reflectivity reaching
2-3%. The broadband reduction of the reflectivity by TiO2 Huygens metasurface
improves the short-circuit current of the solar cell by 5.1% in comparison to the anti-
reflective ITO layers. The authors applied the first Born approximation to describe
the transmittance and reflectance of the disordered Huygens metasurface, assuming
the interaction between the meta-atoms was neglected. This method expands the far-
field properties of the metasurface in a superposition of the contribution of individual
meta-atoms multiplied by a structure factor as the metasurface property and form
factor as the single meta-atom property. The structure factor can be received from
the images (SEM, optical) of the fabricated disordered metasurface, while the form
factor is normally obtained from the single meta-atom numerical calculations (e.g.,
FEM). Figure 2.1(d), panel (iii), reveals a good correspondence between numerically
calculated reflectance in the first Born approximation and experimentally obtained
curve in the short-wavelength range. The substantial divergence between the exper-
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iment and theoretical description in the long-wavelength limit is explained by the
intense reflection from the bottom surface of the solar cell, not taken into account.
Other minor divergences in the spectrum are attributed to a mismatch between the
model parameters of the meta-atoms and fabricated disks.

The scattering of light by individual nanostructures and their assemblies results
in distinct colors determined by the resonance configuration of these nanostructures.
This phenomenon can be harnessed to generate colors and even sophisticated images
on a micron scale [181]. Such structural coloring has significant advantages compared
to conventional dye coloring, such as high accuracy of images and robustness to
fading over time [182]. Furthermore, through careful optimization of nanostructure
resonant properties by geometrical tuning, a wide array of colors can be achieved.
Given the contemporary prominence of metasurfaces in photonics, numerous designs
have emerged for implementing such structural coloring [183]. One notable approach,
detailed in Ref. [178], utilizes Mie resonances in Mie-voids, namely, cavities or holes
embedded in a dielectric medium, that provide light confinement in vacuum or air.
Due to such the confinement of light, these Mie resonances do not suffer from the
dissipation losses or dispersion of dielectric materials. That allows for obtaining the
resonant response in a broad wavelength range, including UV, where most dielectrics
and semiconductors possess high losses. The authors of Ref. [178] experimentally
demonstrate light confinement at the wavelength of 265 nm (middle UV) in Mie-voids
inside silicon wafers. Figure 2.1(e) shows an SEM image of a pattern of different Mie-
voids produced by focused ion beam technology. The efficiency of nanoscale structural
coloring, enabled by resonant nanostructures, is determined by several factors, such as
the resonance linewidth, scattering strength, and tunability of the design. Too narrow
or broad resonances produce colors that appear either artificial or dull. Thus, it is of
extreme necessity to obtain nanostructures with optimal Q-factors. The proposed Mie-
voids appear to demonstrate optimal resonance linewidths, creating natural colors.
Moreover, due to the large scattering cross section, one Mie void can serve as a single
pixel of the picture. To illustrate Mie-voids’ capabilities for structural colors, the
authors arrange them in a colorful picture presented in the insert of Figure 2.1(e).
Varying the radius of the Mie void, the authors obtain colors of the visible spectral
range (see inserts in Figure 2.1(e)).

Engineering properties of individual meta-atoms composing a metasurface creates
possibilities for wavefront shaping by demand. In particular, one can engineer a spe-
cific gradient of the phase of the wave transmitted through the metasurface, focusing
or collimating light. Metasurfaces with phase gradients are known as metalenses,
ultrathin structures in contrast to traditional bulky convex or concave lenses [184].
Optimization of meta-atom resonant properties and endowing them with tunability
has started the era of functional broadband achromatic lenses [185], birefringence
lenses [186], and ultra-thin zoom lenses [187]. To realize the phase gradient of the
transmitted wave, one can use different methods for building the metalenses. One of
the ways is utilizing the natural properties of individual meta-atom resonances, such
as phase shifts between incident and transmitted waves [188]. Varying the size of the
meta-atoms, one can modulate the phase front of the transmitted and reflected waves.
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However, it comes at the cost of modulated transmissivity, which is undesirable for
applications requiring high transparency. An advanced concept for metalens construc-
tion is based on the Kerker effect and Huygens metasurface, where each meta-atom
represents a combination of MD and ED resonances characterized by unidirectional
forward scattering and near-unity transmissivity [189]. This approach is preferred not
only because it does not suffer so much from transmissivity modulation but also due
to a 2π phase transition providing accurate and smooth phase modulation in contrast
to a single resonance with drastic π phase change. Figure 2.1(f) demonstrates a sketch
of a silicon-on-insulator (SOI) based metalense and an SEM image of the metalense
after fabrication taken from Ref. [173]. In this work, the authors aim to optimize
and experimentally verify a concept of a metalense compatible with modern photonic
integrated circuits and microelectronics. To design the metalens with a particular
focal length, the authors utilized a simple relationship for the phase profile of the
meta-atoms:

ϕ(x, y) = 2π
λ

(
f −

√
x2 + y2 + f2

)
, (2.4)

where x and y indicate the coordinates of the meta-atom with respect to the metalense
center. The general challenge of Huygens metasurfaces is the inequality of MD and
ED contributions to the transmittance and difference in their linewidths, resulting in
an imperfect and commonly small transmissivity. The authors attempt to address
this challenge by depositing a thin polymer (ma-N) layer on top of silicon, such that
the metalense remains quasi-symmetric along the vertical direction. The broadband
phase modulation is achieved by tuning the radius of the meta-atoms. Compared to
silicon metalens without the polymer layer, the authors observed four times higher
focusing efficiency of the metalens preserving the polymer layer.

2.2 Sensing
One of the most advanced applications of photonics is a variety of optical sensors,
ranging from sensors for controlling the quality and chemical composition of liquids
and gases to nanoscale detectors of biological molecules and chemical reactions, which
have rapidly developed in the last decades [190]. The first generation of optics-based
sensors utilized lasers and interferometers such as Michelson and Mach–Zehnder in-
terferometers and analyzed interference patterns. Since different substances have
different refractive indices and absorption coefficients, the interference pattern at the
interferometer output is highly sensitive to the optical properties of the analyte in-
side. The change of interference pattern results in the variation of light intensity.
The sensitivity S of the detectors based on intensity change is defined as:

S = ∆I
∆n

, (2.5)

where ∆I is the light intensity change at the photodiode caused by the change in the
refractive index of the analyte ∆n. Nowadays, the spatial interferometers based on
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free-space optics are being replaced by more compact and flexible fiber-optics-based
components [191]. The sensitivity of these sensors grows linearly with the contact
length L of the fiber and the analyte because the intensity contrast ∆I increases with
the phase difference ∆ϕ between two interferent waves inside the fiber according to
the relation:

∆ϕ = 2π∆nL
λ
, (2.6)

where λ is the wavelength. Hence, it can be concluded that the smaller the change in
the refractive index one needs to detect, the longer the fiber should be. Therefore, this
approach is promising only in distributed sensors, where the significant dimensions
are not of the greatest importance and are inapplicable for the local measurements
at the nanoscale. Such measurements include studies of tiny volumes of substances,
biological cells, and single molecules.

Further development of fiber sensors has led to the creation of optical detectors
based on Bragg gratings, periodic structures inside a fiber with alternating layers of
different refractive index [192]. Bragg gratings can serve as mirrors to engineer cavi-
ties within the optical fiber with extremely sharp resonances, highly sensitive to the
slightest changes in the optical length of the grating. It implies that stretching the
Bragg cavity or modifying its refractive index can be used for motion [193], deforma-
tion [194], gas [195], microfluidic [196], and temperature sensors [197]. The sensitivity
of Bragg cavities is determined by:

S = ∆λ
∆n

, (2.7)

where ∆λ is the change of the Bragg cavity resonant wavelength measured by the
spectrometer. Such spectral sensitivity is commonly measured in nm per refractive
index unit (nm/RIU). Generally speaking, sensitivity is not a characteristic that fully
reflects the efficiency of the measurement process since it is often difficult to measure
the change in the resonance frequency or intensity due to the high spectral width of
the resonance peak. Therefore, to compare the spectral resolution of various sensors,
Figure of Merit (FOM) is used, given by:

FOM = S

FWHM , (2.8)

where FWHMis the spectral width of the resonance at the half-maximum of its peak
intensity.

Despite the advantages of fiber-incorporated Bragg cavity sensors, this approach
is hardly applicable for nanoscale measurements. It has been shown that nanoparti-
cles and metasurface can establish a versatile platform for sensors at the nanoscale,
particularly for single molecule detection [23] and lab-on-chip [198]. Figure 2.2 illus-
trates different techniques to utilize metasurfaces with quasi-BICs for spectrophotom-
etry [74], i.e., detection of the absorption fingerprint of analytes, refractive index [199],
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and optical chirality measurements [200]. The majority of BIC-based sensors exper-
imentally achieve the enhanced sensitivity of 90 – 170 nm/RIU and FOM of 800 –
16000 [201–203]. In the work [74], the authors propose a pixelated dielectric meta-
surface for lab-on-chip applications composed of amorphous silicon resonators (see
Figure 2.2(a), panels (i-ii)). Tuning the high-Q quasi-BIC by twisting the elliptically
shaped resonators, the authors achieve an extremely narrow resonant response at dif-
ferent wavelengths, encoding every pixel. Covering the pixelated metasurface with
a protein marker changes the optical response of each pixel individually due to the
dispersion of the absorption coefficient of the protein. Thus, detecting the signal col-
lected from the pixels allows for building a spectral fingerprint of the protein shown
in Figure 2.2(a), panel (iii). This approach offers the prospect of chemical identifi-
cation and compositional analysis of organic substances. In the later work [204], the
authors extend the metasurface size by 275x275 pixels for high-precision imaging of
biomolecule fingerprints and concentration measurements. The presented approach
is one of the best candidates for the lab-on-chip realization.

High-Q resonances produced by quasi-BICs in dielectric metasurfaces composed of
meta-atoms with broken-summery are very useful for refractive index measurements,
as the resonance conditions of dielectric nanostructures are sensitive to the refractive
index of the environment [205]. Besides, extremely narrow lines of quasi-BICs offer
large values of FOM in contrast to plasmonic nanostructures, whose broad spectral
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Figure 2.2. Ultra-high sensitivity empowered by BICs. (a) Spectrophotometry of a protein
fingerprint based on an array of metasurfaces supporting quasi-BICs. Resonances in each
unit cell of the metasurface array are tuned to cover the spectral response of a protein, as
depicted in panel (iii) [74]. (b) Refractive index sensor based on a metasurface supporting
quasi-BIC. Panels (i-ii) show SEM images of the metasurface. Panel (iii) demonstrates the
transmittance spectra of the metasurface coupled to three different analytes. Panel (iv) is
a map of simulated and measured sensitivities of the quasi-BIC to the refractive index of
the analyte [199]. (c) A metasurface design with quasi-BIC for simultaneous sensing of the
refractive index of surrounding media and concentration of molecules with different chirality
(panel (i)). Panels (ii-iii) demonstrate chiral dichroism spectra depending on the refractive
index change (panel (ii)) and a reflectivity spectrum together with chiral dichroism for 82.7%
concentration of right-handed chiral molecules (panel (iii)) [200].
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response makes any variations of the resonance wavelength poorly distinguishable, yet
the plasmonic nanostructures also exhibit strong interactions with the surrounding
medium [206]. These remarkable properties of quasi-BICs in dielectric metasurfaces
are effectively utilized to build a refractive index sensor [199]. Figure 2.2(b), panels
(i-ii), represents the SEM images of the metasurface composed of amorphous silicon
(a-Si) tilted bars. The tilt angle is adjusted to obtain a quasi-BIC with a spectral
linewidth of 13.15 nm. Variation of the angle allows the control of the Q-factor
of the quasi-BIC, which, in principle, is mainly limited by intrinsic losses. It is
worth mentioning that the higher the Q-factor of the quasi-BIC, the stronger the
electric field is confined within the structure, implying the weaker interaction with
the surrounding medium. Therefore, optimizing the Q-factor of quasi-BICs to obtain
critical coupling to the analyte is of great importance for such a sensor. The authors
experimentally observed the spectral shift of the quasi-BIC line due to the refractive
index change of the environment (see Figure 2.2(b), panel (iii)). The observation is
made by covering the top of the metasurface with a 500 nm-thick layer of spin-on
glass (SOG), polymethyl methacrylate (PMMA-A4), and ZEP520A with refractive
index ranging from 1.4 to 1.545. The experimentally obtained spectral response of the
metasurface is numerically verified, and the resulting sensitivities, both theoretical
and measured, are shown in Figure 2.2(b), panel (iv), indicating the record sensitivity
among the BIC-based metasurfaces (607.5 nm/RIU).

Metasurfaces with BIC are revealed to enhance the chiral dichroism of substances
with bi-anisotropic properties [200]. Control of the chiral properties of chemical
and biological compounds has significant meaning for pharmacology and medicine
production because different enantiomers (stereoisomers without mirror symmetry)
demonstrate significantly different biological activity [207]. Figure 2.2(c) illustrates
the concept of an optical metasurface-based sensor consisting of pairs of TiO2 bars
on a gold film. The metasurface is optimized to provide molar concentration mea-
surements of right-handed and left-handed enantiomers to determine the enantiomer
ratio, as well as their refractive index. The high sensitivity of the metasurface to
bi-anisotropy is owing to the simultaneous excitation of two orthogonally polarized
quasi-BICs. The analysis of the enantiomer ratio is based on the optical chirality
calculation introduced in Ref. [208] and carried out by calculations of metasurface
reflectivity and chiral dichroism at the same time (see panel (iii) of Figure 2.2(c)).
The sensitivity and FOM of the metasurface extracted from computations are S =
80.6 nm/RIU and 80.6, respectively.

2.3 Tunable nanodevices

Tunable nanostructures are in great demand for photonic applications because they
offer capabilities to manipulate the amplitude, frequency, and phase of optical sig-
nals, along with controlling photon absorption and emission. Tuning of resonant
optical properties of nanostructures can be achieved by dynamic change of resonance
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conditions, which, for dielectric and semiconductor nanostructures, implies variation
of either geometry or optical material properties (refractive index, extinction) [209].
Geometrical tuning of nanostructures can be performed by mechanical stretching or
squeezing, changing the relative position of the nanostructure components or gaps
between them, commonly obtained via microelectromechanical devices [210], optical
forces [211], or thermo-mechanical effects [212]. Despite this approach being sim-
ple for optical analysis and providing high tunability, its reconfigurability rate is
relatively low [213] and cannot guarantee optical modulation speed above 100 MHz.
Besides, microelectromechanical tailoring requires significant efforts for design [214]
and engineering to obtain compatibility of photonics and electronics in a single de-
vice [215]. Optical manipulations demand high pump intensities inevitably accompa-
nied by strong linear and non-linear material losses [216], and the thermo-mechanical
effect is challenging to control [212]. Conversely, strategies based on variation of
material parameters, represented by a huge diversity of different phenomena, are
well-studied from a material physics perspective and suggest tunability rates scal-
ing from milliseconds to femtoseconds [57]. These phenomena include refractive in-
dex modulation via applied voltage (electro-optical effect) [217], temperature change
(thermo-optical effect) [218], other intense optical fields (non-linear Kerr effect) [219],
magnetic field (Faraday polarization rotation) [220], and more exotic material phase
transition between amorphous and crystalline [221]. In this section, a few examples
of both recently emerged and mature approaches for nanostructure tuning are con-
sidered in application to Mie-tronic devices.

Due to the remarkable property of phase-change materials (PCM) to rapidly and
reversibly switch between amorphous and crystalline phases accompanied by pro-
nounced refractive index and extinction coefficient modulation, they are proposed as
one of the most prominent platforms for realizing tunable photonic devices [222]. The
change of the crystal lattice phase of PCMs from amorphous to crystalline is com-
monly achieved by laser or electrical heating up to the crystallization temperature
of the material below the melting point. Conversely, the amorphization procedure is
performed by fast heating the structure above the melting point with subsequent fast
cooling. “Freezing” of PCMs in the amorphous phase requires substantial cooling
rates of about 109 K s−1 or higher, which can only be achieved when the nanos-
tructure is exposed by ultra-short and intense pulses, and the heat dissipation is
well-optimized [222]. Fabrication of PCM devices is a well-developed technology in
microelectronics, where these devices have been found applications in phase-change
random access memory (PCRAM) and rewritable compact disks [223]. Thus, con-
sidering the established technology of PCM manufacturing, the idea of using them
for tunable photonics appears promising. Figure 2.3(a), panel (i), illustrates a design
of a Mie-resonant metasurface composed of Sb2S3 nanodisks on top of a silica sub-
strate and experimental implementation of this design [224]. The reconfigurability of
optical characteristics of the metasurface is achieved by tuning the phase of Sb2S3,
which demonstrates a drastic change of the refractive index in the visible range of
the spectrum upon phase change. Notably, the refractive index of Sb2S3 undergoes a
transition from approximately 3 to 3.5 at the wavelength of 800 nm. Because Q-factor
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of nanodisk resonators drops significantly in the presence of the silica substrate, the
metasurface is covered by a 70 nm-thick Si3N4 layer, which allows to mimic symmetry
of the structure in the vertical direction and decreases the radiative losses into the
substrate. Panel (ii) of Figure 2.3(a) indicates reconfigurable reflectance upon the
phase change of the nanodisks. When the structure is in the amorphous phase right
after the accomplished fabrication procedure, it exhibits a broad resonance with a
resonance wavelength of around 650 nm. As soon as the structure phase is tuned
to crystalline, the refractive index of Sb2S3 increases along with the losses, and the
resonance peak expectedly broadens and shifts towards the longer wavelengths. In
this scenario, the normalized reflectance changes by a factor of 10. However, upon a
reversed amorphization process by ultra-fast laser melting, the obtained reflectance
spectrum appears to mismatch with the initial one. The mismatch is explained by
the fact that the bottom part of the nanodisks remains in the crystalline phase due
to a weak heat transfer rate during the laser melting.

The most classical way to tune the optical properties by heating or cooling nanos-
tructures is the thermo-optical effect, which implies temperature dependence of the
refractive index [225]. Figure 2.3(b), panel (i), depicts the variation of the reflection
efficiency of a single InSb nanoparticle induced by temperature tuning [226]. One can
observe a significant shift of MD and ED resonances towards the longer wavelengths,
originating from refractive index rise due to the heating. Specifically, the reflectance
data analysis by Mie theory has revealed a 0.15 linear increase of the refractive index
when the temperature is changed from 80 K to 473 K (see insert in Figure 2.3(b), panel
(i)). The extracted refractive index change is later used to design a tunable metalense
composed of InSb. A sketch of a tunable metalense proposed in Ref. [226] is shown
in Figure 2.3(b), panel (ii). Tuning the temperature of the material allows for tuning
the chromatic dispersion of the metalens. Figure 2.3(b), panel (ii), demonstrates a
variation of the focal wavelength, which is the wavelength of the highest field inten-
sity, depending on the refractive index of InSb, which depends on the temperature
of the metalense. The results demonstrate a promising performance of the tunable
metalense based on thermo-optical effect in a medium with controllable temperature.
However, the thermo-optical effect has a doubtful operation efficiency, particularly
stability of operation, when it comes to real-world application in non-controllable
environments.

Liquid crystals are another group of materials that can effectively transition be-
tween states accompanied by pronounced changes in optical properties [229]. Liquid
crystals are a unique state of matter that has characteristics of both liquids and crys-
tals. Notably, they exhibit a liquid ability to flow and take on the shape of their
container, and, at the same time, they have ordered molecular structures similar
to traditional crystals. Remarkably, under external perturbations, the order of the
molecules can be changed. This property of liquid crystals is widely used in mod-
ern technologies, first of all, in liquid-crystal displays (LCD). Due to the elongated
shape of the liquid crystal molecules, their optical response is similar to anisotropic
uniaxial crystals, which results in different refractive indices for different polariza-
tions of light [229]. The applied voltage can manipulate the molecular arrangements
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Figure 2.3. Examples of tuning mechanisms for reconfigurable Mie-tronic devices. (a)
Tunable metasurface composed of a phase-change material Sb2S3 [224]. (b) InSb metalens
with thermo-optics tailoring of chromatic dispersion. Panel (i) represents the temperature
tuning of an InSb nanoparticle reflection efficiency. Panel (ii) shows the focal wavelength
of the metalens versus the temperature-dependent refractive index [226]. (c) Semiconductor
anisotropic metasurface combined with a liquid crystal cell for intensity and color control
of the reflected light (panel (i)). Panels (ii-iii) depicts the optical image of structural colors
generated by the metasurface, controlled by the voltage at the liquid crystal cell [227]. (d)
Moire structure based on twisted dielectric gratings (panel (i)). Control of the twist angle
allows tuning the position of the resonance (panel (ii)) and Q-factor (panel (iii)) [228].
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of liquid crystals, converting the polarization of propagating light [229]. This mech-
anism, along with polarization filters, is the basic operation principle of pixels of
LCD. Besides, liquid crystals exhibit different phases based on their molecular ar-
rangements. The three main types of liquid crystal phases are nematic, smectic, and
cholesteric [230]. Nematic crystals have molecules aligned in a particular direction but
without specific positional order. Smectic crystals have layers of molecules with signif-
icant positional order. Cholesteric crystals have layers similar to smectic phases, but
the orientation of the molecules within the layers is rotated. The transition between
different phases can be achieved by changing the temperature of crystals or applying
pressure, and it significantly affects optical properties, enabling ultra-sensitive tem-
perature detectors [231]. Recently, liquid crystals have been utilized as components
of metasurfaces, facilitating electrically and thermally tunable photonic devices for
sensing [232], polarization modulation [233], and structural colors [227, 234]. Owing
to their liquid nature, these crystals serve as a dielectric environment or a separate
layer above/below metasurfaces to manipulate the polarization of the incident light
(see Figure 2.3(c), panel (i)) [227]. In that case, the metasurface takes the role of
a polarization filter if its meta-atoms are engineered to generate an anisotropic op-
tical response. Metasurfaces with liquid crystals can be applied to reconfigurable
structural colors, modulating the intensity of the color produced by the metasurface
(Figure 2.3(c), panels (ii-iii)). Furthermore, liquid crystals can be used to adjust MD
and ED resonances to enter the regime of Huygens metasurfaces.

Control of the wave function and electronic transport, which occurs through the
rotation of overlaid two-dimensional van der Waals heterostructures, has given birth
to a new research field at the interface between fundamentals and technology, known
as twistronics [235, 236]. During the rotation of one atomic layer relative to another,
so-called moiré patterns arise, representing interference patterns with a long-range
order [237]. Based on an elegant concept of twistronics, a series of unique phenomena
related to the physics of moiré structures have already been demonstrated [238–240].
They include a new type of superconductivity in bilayer graphene [241], moiré ex-
citons in semiconductor bilayer structures [242], and interlayer magnetism in two-
dimensional magnetic heterostructures [243]. These effects require complex manipu-
lations with superlattices at the atomic level, such as precise control of the rotation
angle between two overlaid atomic lattices. Such a precise control can be achieved
by lower cost in optical metasurfaces. The photonic analog of twistronics, based on
overlaid and rotated metasurfaces, is an intriguing new direction with numerous ex-
citing applications. However, it has to be mentioned that at the present moment, it
largely remains unexplored and not well-studied. In Ref. [228], the authors theoreti-
cally investigate the optical resonances and their tunability in a system of two parallel
gratings, rotated with respect to each other at the angle α (see Figure 2.3(d), panel
(i)). In their study, the gratings are located in a vacuum and separated by a gap of
300 nm. When twisted by a slight angle, two gratings can be considered as a periodic
structure with a large supercell, which increases the number of opened diffraction
channels and complicates the analysis of moiré patterns. To obtain the numerical
solution, the authors adopted a Fourier Modal Method for moiré superlattices. The
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theoretical analysis of the photonic modes of the twisted gratings indicates strong
coupling between the modes of individual gratings, which scales with the distance be-
tween them. Varying the twist angle between the gratings, the authors achieve strong
tunability of the resonance wavelengths of the moiré superlattice modes, in particular,
from 600 nm to 300 nm by changing the angle from 0o to 90o (see Figure 2.3(d), panel
(ii)). In addition, the twist of the gratings allows to manipulate the Q-factor of the
resonances in a broad range from 102 to 105 (Figure 2.3(d), panel (iii)).

2.4 Non-linear generation
The generation of optical harmonics in non-linear materials stands as a fundamental
principle for generating light at desired frequencies. Given the limited presence of
coherent optical sources across all required spectral ranges, especially in the visible
and UV, the importance of efficient frequency up- and down-conversion has grown
significantly [244]. Non-linear crystals that facilitate second and third-order harmonic
generation are extensively employed alongside diode lasers to generate coherent emis-
sion at different wavelengths, unavailable for solitary diode lasers [245]. The efficiency
of high harmonic generation in bulk non-linear crystals and waveguides is determined
by momentum conservation law that dictates that the momentum of initial pho-
tons must match the momentum of the generated photons. This condition demands
the refractive index of the non-linear material at the fundamental frequency to be
identical to the refractive index at the multiplied frequency and is addressed as the
phase-matching condition [246]. An emerging trend for miniaturization of optical
components, namely, flat optics, targets the replacement of bulky non-linear crystals
by nanoscale-thin resonant structures such as individual nanoparticles and metasur-
face [48]. The demand for compact non-linear photonic devices is also driven by
the field of all-optical computing, where strong non-linear response at the nanoscale
plays a crucial role [247]. Since translational invariance in individual nanoresonators
and metasurfaces is broken in one or more directions, the momentum of photons
is no longer conserved, and the overlap integral between the modes at fundamental
and multiplied frequencies mainly defines the efficiency of harmonic generation [248].
For second-order non-linear response (second harmonic generation), the non-linear
coupling constant between the modes is given by [248]:
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where E1 and E2 are the electric fields of the modes at fundamental and double
frequencies, indices i, j, k span from 1 to 3, and χ

(2)
ijk is the non-linear susceptibility

tensor.
Figure 2.4(a), panel (i), schematically demonstrates second harmonic generation

in a high-index disk nanoresonator on top of a substrate, enabled by multipolar Mie
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Figure 2.4. Single non-linear disks for high-harmonic generation. (a) AlGaAs nanodisk
exhibiting a supercavity mode to boost second harmonic generation (panel (i)). Second har-
monic intensity depending on disk diameter for azimuthally-, radially- and linearly-polarized
pump (panel (ii)) [66]. (b) SEM images of an AlGaAs nanodisk optimized for 5th and 7th
harmonic generation (panel (i)). Non-linear scattering intensity spectra of the nanodisk with
resonant and non-resonant excitation and of an AlGaAs unstructured film (panel (ii)) [249].

resonances. It is well known that to achieve sufficiently high second harmonic gen-
eration efficiency, one should use a material with large χ(2) or high-Q resonances.
In Ref. [66], the authors propose a nanoantenna made of AlGaAs supporting super-
cavity modes [69], associated with canceling a low-order multipolar contribution and
increasing a high-order contribution by geometrical tuning. This process leads to
the amplification of the Q-factor of the mode and occurs due to the interaction be-
tween two distinct bare Mie modes. This interaction appears as the spherical shape
is transformed into a disk shape. The mechanism behind the formation of the super-
cavity mode exhibits significant similarities with the mechanisms involved in forming
BICs in periodic structures, where it arises from the nullification of the 0th-order
Fourier expansion term [129]. Thus, in the literature, supercavity modes are often
called quasi-BICs due to incomplete radiation suppression. The authors of Ref. [66]
observe a supercavity mode around 1575 nm wavelength with the azimuthal num-
ber of 0, varying the aspect ratio of the disk. An azimuthal value of 0 indicates
that the excitation of the cavity mode requires the incident beam to have azimuthal
polarization. The authors study second harmonic output intensity, both theoreti-
cally and experimentally, changing the pump polarization, encompassing not only
azimuthal polarization but also radial and linear polarizations, and obtained peak
intensity in azimuthally polarized beams as expected (see Figure 2.4(a), panel (ii)).
The observed second harmonic generation efficiency of 4.8 × 10−5 W−1 at the super-
cavity mode exhibits an improvement of over two orders of magnitude compared to
earlier implementations achieved in solitary nanoresonators [250]. Although metasur-
faces and engineered materials based on quantum well heterostructures demonstrate
higher non-linear efficiencies, they are constrained by a maximum peak pump power
of 100 mW, which these systems can withstand, in contrast to 10 W, reported in the
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reviewed work [251].
Despite the fact that generation and detection of second and third harmonics in

non-linear photonic devices is a standard procedure, observation of higher harmonics
in nanostructures remains a challenging task due to the weakness of high harmonic
generation growing with the order. Only recently, high harmonic generation in opti-
cal gratings and metasurfaces with subwavelength thicknesses has been recorded [254].
The generation of higher harmonics represents a pathway toward creating coherent
and compact light sources within the extreme UV spectral range. In Ref. [249], the
authors report the detection of up to 7th harmonic employing AlGaAs disk resonators
engineered for a supercavity mode. The SEM images of AlGaAs disk resonators en-
abling 5th and 7th harmonic generation are shown in Figure 2.4(b), panel (i). The
theoretical predictions indicate that the enhancement of the high harmonic genera-
tion in nanoparticles with supercavity modes is due to direct and cascaded second
and third-order non-linear processes. In the direct scenario, high-order non-linear pro-
cesses are ensured by high-order non-linear susceptibilities χ(n). In the cascaded sce-
nario, the generation involves several χ(2) and χ(3) processes happening subsequently.
The authors’ theoretical calculations show that odd-order harmonics are favored over
even-order harmonics. In order to support that claim, the authors provide measure-
ments of the scattering spectrum of the individual AlGaAs disk (Figure 2.4(b), panel
(ii)). Indeed, it reveals that the radiation is dominated by odd harmonics, including
3rd, 5th, and 7th. The non-linear scattering spectra are investigated with respect
to the varying excitation wavelength. The high harmonic generation appears to be
strongly enhanced when the wavelengths of the laser pump and supercavity mode
are aligned. Even under off-resonant excitation, the supercavity mode influences the
high harmonic maxima, causing a shift towards the supercavity mode resonance. The
observed laser damage threshold is 50 mW.

Dielectric and semiconductor nanostructures supporting spatially extended Mie
resonances can be used to enhance non-linear response from 2D materials coupled
to them [255, 256]. The investigation of non-linear optical processes in monolayer
TMDCs, such as second-harmonic generation, has garnered significant research atten-
tion due to their intrinsic non-centrosymmetric nature [257]. Additionally, second-
harmonic microscopy has gained recognition as a technique for characterizing crys-
talline structures [258], detecting defects [259], and quantifying the number of atomic
layers [260]. However, the frequency conversion efficiency is restricted by low light
propagation length inside atomically thin layers, which poses a significant limitation
on their practical applications. Confining the light in monolayer TMDC through
metasurface resonances can sufficiently boost the second harmonic generation, open-
ing doors for penetrating the TMDC into non-linear optics [252]. Figure 2.5(a), panel
(i), represents a design of a silicon metasurface engineered to boost second harmonic
generation efficiency from a WS2 flake via excitation of a quasi-BIC. A microscopic
image of a fabricated metasurface and WS2 flake is presented in Figure 2.5(a), panel
(ii). The magnitude of second harmonic generation from the monolayer of WS2 on
top of the metasurface is demonstrated to be at least 1140 times greater compared
to the signal from the same monolayer on an equivalent-thickness silicon film (Fig-
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Figure 2.5. Metasurfaces for enhanced non-linear response. (a) Metasurface supporting
a quasi-BIC coupled to a monolayer WS2 (panel (i)). Panel (ii) shows an optical image of
the metasurface with WS2 flake. Panel (iii) presents the second harmonic signal from the
WS2 flake on top of the metasurface (red curve) and silicon film (black curve) [252]. (b)
Illustrations of a diffractive metasurface and a metalense, enabling non-linear third harmonic
diffraction and vortex beam generation, respectively (panels (i) and (iv)). Phase profile of
the diffraction metasurface and the SEM image of the fabricated metasurface (panels (ii)
and (v)). Phase profile and optical image of the metalens for focused vortex beam generation
(panels (iii) and (vi)) [253].

ure 2.5(a), panel (iii)). This enhancement has been substantially amplified by the
presence of the BIC. Importantly, the reported signal enhancement exceeds the one
previously obtained in resonant dielectric metasurfaces by more than 15 times. More-
over, the monolayer WS2 coupled to the metasurface possesses photoluminescence 9
times higher than on top of a silicon slab.

One can control the wavefront of optical signals induced by non-linear effects by
engineering the properties of metasurfaces [253]. Non-linear dielectric metasurfaces
can be designed to achieve deflection of non-linear beams at a desired angle and
generation of non-linear focused vortex beams (see Figure 2.5(b)). The metasurfaces
consist of sets of different elliptical nanopillar resonators. Each resonator within these
sets comparably contributes to the non-linear conversion efficiency while accumulating
a different phase for the third-harmonic signal. This phase covers the entire range
from 0 to 2�. The phase accumulation for the third harmonic field within the dielectric
metasurface appears in the regime of the Huygens metasurface. Therefore, the meta-
atoms should combine magnetic and electric multipolar responses with equal strength,
enabling a high forward-to-backward scattering ratio. Importantly, the metasurface
should be resonant at fundamental and tripled frequencies to facilitate a strong non-
linear signal, which implies high order multipole response at third harmonic frequency.
To sustain the high directionality of the field, the response of odd and even multipoles
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should be perfectly balanced, which is dictated by the generalized Huygens condition.
Constructing a 1D superlattice, whose supercell exhibits a smooth phase shift from
0 to 2π along the direction of superlattice periodicity (Figure 2.5(b), panel (ii)), an
almost 80% diffraction efficiency can be achieved in the desired diffraction channel.
The experimentally measured third harmonic generation efficiency is about 1.4×10−4

W−2. For the vortex beam generation, the phase profile of the metasurface is designed
as shown in Figure 2.5(b), panel (v). Based on such a metalense, the focused vortex
beam of the third harmonic is obtained with angular momentum of 1.

2.5 Lasers and nanolasers

As the miniaturization of optical devices from large-scale to nanoscale photonic struc-
tures has become a current trend in advanced photonics, new nanoscale coherent emit-
ters called nanolasers have been proposed [261]. In 2003, a pioneer work by David
Bergman and Mark Stockman proposed a concept of surface plasmon amplification
by stimulated emission of radiation (SPASER) which marked the beginning of the
era of spasers and nanolasers [262]. Since then, spasers and nanolasers have obtained
various forms and designs [263]. A noble metal nanoparticle covered by active media
has been established as the most conventional form of spasers and nanolasers [264].
Further, semiconductor-based nanolasers have appeared as low-threshold and effi-
cient counterparts of metallic ones [265]. Notably, perovskites and quantum dot
inclusions have received the greatest recognition due to the high material gain and
optical activity provided by these materials [266, 267]. Nanolasers are successfully
used for sensing, biological probing, super-resolution imaging techniques and vortex
beam generation [30]. Furthermore, the development of nanolasers approaches on-
chip integrated optical interconnects and all-optical data processing.

Figure 2.6(a) demonstrates a concept of an optically pumped laser based on col-
lective Mie resonances in linear chains for GaAs nanoparticles cooled down to 77
K [268]. The direct bandgap semiconductor, such as GaAs, simultaneously serves as
a high-gain material and high-index medium, useful for Mie resonances. These high-
Q resonances manifest in finite chain, originating from slow light effect and Van Hove
singularity at the band edge of a guided mode of an infinite chain [271]. Specifically,
the mode used for the laser represents an array of alternating coupled electric dipoles,
aligned transverse to the axis of the chain. The modes of other nature (magnetic
dipole, etc) have demonstrated poorer optical properties, lower Purcell factor and
Q-factor. The nanolaser is composed of 100 nanoparticles of cylindrical shape. The
number of nanoparticles strongly affects the resulting Q-factor and, consequently,
laser threshold. The larger the number of nanoparticles, the lower the threshold of
the nanolaser. Moreover, it has been observed that remarkably low laser thresholds
(fluence of 5 µ J/cm2) can be achieved in the chain with critically small gaps between
the nanoparticles as shown in Figure 2.6(a), panel (ii). This threshold is more than
10 times smaller than required for nanowire lasers with a footprint over 4 times larger.
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Figure 2.6. Nanolasers based on Mie-resonant photonic structures. (a) Demonstration of
lasing from a GaAs chain exploiting van Hove singularity. Panels (i-ii) show a design of
the nanolaser and SEM image of the chain. Panel (iii) reveals spectra of emission intensity
versus pumping fluence [268]. (b) Energy diagram of a perovskite grating tuned to lasing
EP (panel (ii)). Panel (i) shows atomic force microscopy of the perovskite grating [269]. (c)
Concept of merging symmetry-protected and accidental BICs and their application to a low-
threshold metasurface-based nanolaser. Panel (i) represents eigen wavelengths of accidental
and symmetry-protected BICs versus lattice constant of the metasurface. Panel (ii) reveals
the dependence of the nanolaser threshold on the lattice constant [270].

The mode of the chain exhibits a clearly defined, in-plane radiation pattern. This fea-
ture holds promise for applications in on-chip photonic circuitry, either by coupling
to waveguides or using free-space interconnects. Such the chain can be additionally
tuned to achieve unidirectionality of light emission via asymmetric femtosecond laser
irradiation accompanied by electron-hole plasma excitation. Figure 2.6(a), panel (iii),
illustrates intensity spectra of the chain radiation upon increased pumping fluence, in-
dicating narrowing of the emission line typical for transition from superluminescence
to lasing regime.

Constructing integrated, energy-efficient lasers with a low threshold poses a sig-
nificant challenge for nanoscale photonic integrated circuits. One of the approaches
for low-threshold or potentially thresholdless lasers relies on Bose-Einstein conden-
sation, when bosons, such as photons and polaritons, are accumulated in a single
quantum state [272]. Unlike conventional lasers, the polaritonic lasers based on Bose-
Einstein condensation do not require inversion of state population, which makes them
extremely attractive from both research and technology prospective [273]. A polari-
tonic state of matter can be achieved in a strong coupling regime between photons,
confined within a cavity mode, and, for instance, excitons that are excited in a semi-
conductor material [274]. Recently, a new class of perovskite materials, exhibiting
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strong excitonic response, has penetrated photonics, enabling resonant photonic struc-
tures, highly efficient light sources and nanolasers [275]. Despite the limited lifetime
of these materials, perovskites maintain to attract attention of the scientific commu-
nity, promising utilities for photovoltaics and optoelectronics [276]. The outstanding
physical properties of perovskites, including their relatively high exciton binding en-
ergy, oscillator strength, and strong defect tolerance, empower strong light-matter
interactions and non-equilibrium polariton Bose-Einstein condensation even at room
temperature [277]. The concept of polaritonic laser composed of a halide perovskite
(MAPbBr3) subwavelength grating is presented in Figure 2.6(b) [269]. MAPbBr3
serves as a gain medium, while the grating structure provides high-Q resonances.
The grating supports two coupled counterpropagating modes interacting with exci-
tons, producing two exciton polariton sub-branches in the dispersion diagram. Note-
worthy, these sub-branches constitute the lower polaritonic branch, and the upper
polaritonic branch can be observed at the energies above the exciton transition, yet
optical losses significantly quench it. When the pumping fluence reaches sufficiently
high value, the system enters the balanced state between sum of loss and gain and
interaction energy between photons and excitons. It gives rise to two lasing spots in
the reciprocal space, associated with exceptional points. Intriguingly, the balance is
achieved below the laser threshold, when the gain does not totally sedate the losses.

Multiple times, it has been demonstrated that high-Q factors of BICs can sub-
stantially suppress the threshold of nanolasers [278–281]. The BIC Q-factor in finite
periodic structures generally follows N2 dependence, where N is the number of unit
cells in the structure, which originates from k2 dependence of the Q-factor of a BIC
mode in the reciprocal space of infinite periodic structures [270]. However, this behav-
ior can be modified in order to boost the Q-factor of quasi-BICs in Γ-point, employing
the concept of merging BICs (see Figure 2.6(c), panel (i)), introduced in Ref. [270].
Changing the structure periodicity, one can approach the parameter sensitive acci-
dental BIC to the symmetry-protected BIC on the dispersion diagram. Once the
accidental and symmetry-protected BICs start to merge at the Γ-point, the Q-factor
of the infinite structure starts to behave as k6, which implies higher Q-factor of the
fundamental mode of the finite structure. As they finish merging, the behavior turns
back to k2 typical for the BIC in Γ-point. The regime of two merging BICs is called
super-BIC and characterized by high-performance optical characteristics, including an
ultralow threshold, a single lasing peak, and a high Q-factor. Notably, the threshold
of the super-BIC nanolaser is limited by the transparency value of the gain material,
as a result of the low radiative loss in the finite photonic structure. Furthermore,
the semiconductor active material with high optical gain well-supports the superior
optical properties of super-BIC. Compared with other BIC lasers using similar gain
materials, the measured threshold values are lower in the super-BIC regime and sim-
ilar outside the super-BIC regime (Figure 2.6(c), panel (ii)) [281, 282]. Remarkably,
the threshold manifests an exceptionally low value, primarily constrained by the trans-
parency level of the gain material. This phenomenon arises due to the low radiative
losses of the BIC within the finite photonic structure.
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2.6 Summary
To sum up, I have presented the state-of-the-art Mie-tronic devices for advanced wave-
front control, high-sensitive sensors, tunable nanophotonics, non-linear optics and
nanolasers. Owing to Kerker and Huygens effects, Mie resonances have enabled ultra-
thin lenses and structural colors. Extremely sharp resonances, produced by BICs in
Mie-tronic structures, have established a new generation of optical sensors, particu-
larly refractometers with sensitivity exceeding 600 nm/RIU. Mie-resonant nanostruc-
tures have demonstrated high tunability employing phase change, mechanical twists,
electro- and thermo-optical effects. Remarkably, semiconductor metasurfaces, sup-
porting BICs, have exhibited outstanding performance for high harmonic generation
and non-linear wavefront manipulation, while resonant semiconductor nanoparticles
in supercavity regime have shown sufficiently high non-linear signal up to 7th har-
monic. Finally, Mie-resonant structures have proved themselves as a promising plat-
form for nanoscale lasers with low thresholds.

Although, Mie-resonant nanodevices offer numerous opportunities for applications
in photonics, they still require significant improvements. These structures often pos-
sess limited stability, undesirable sensitivity to the surrounding environment and
inefficient signal transmission due to dispersion and absorption. Integrating resonant
nanodevices into existing photonics technologies can be difficult due to incompati-
bility of materials and fabrication methods. For instance, the demands of nanoscale
structures and precision manufacturing might not align with standard methods for
integrated circuits. This misalignment can limit production scalability and creation
of reliable devices. To address these challenges, new designs and physical principles
of device operation need to be developed.



CHAPTER 3
Virtual excitations: novel

electromagnetic
phenomena

The class of coherent virtual effects encompasses a variety of optical phenomena that
arise within optical systems due to the temporal modulation of incident monochro-
matic waves by exponentially growing or decaying functions. These phenomena origi-
nate from the excitation of optical states within the system, including poles and zeros
of the scattering matrix and the intermediate states between them at complex frequen-
cies [81]. While exponentially modulated, the signals can be considered monochro-
matic with a complex frequency ω = ω′ + iω′′ [75]. Positive ω′′ corresponds to the
excitation of states in the upper complex frequency plane, induced by exponentially
growing signals, while negative ω′′ corresponds to states excited in the lower complex
frequency plane due to exponentially decaying signals. Although the approach to
describe coherent virtual excitation based on complex frequencies implies unphysical,
divergent energy of the system, it still provides valuable insights and predicts the
system’s response under excitation by time-limited exponential signals with finite en-
ergy. The fundamental principle that enables virtual phenomena is the occurrence of
losses as an imbalance between the incident and scattered energy [75], even in systems
without dissipation, under exponentially growing excitation and the appearance of
gain under exponentially decaying excitation [76]. In this chapter, I review the main
accomplishments in virtual effects obtained by other researchers. In Section 3.1, I
reveal the physical and mathematical background of the coherent virtual absorption
(CVA) phenomenon and provide examples illustrating CVA in Fabri-Perot and mi-
croring resonators. In Section 3.2, I demonstrate that CVA enables virtual critical
coupling, which is far more efficient than standard critical coupling in lossy systems.
In Section 3.3, I show that systems of multiple coupled modes under virtual excita-
tion by exponentially decaying signals can exhibit effective gain and PT-symmetry.
Finally, I summarize the chapter in Section 3.4.
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3.1 Coherent virtual absorption
When radiative and non-radiative losses of a mode of an optical resonator are bal-
anced, the corresponding zero reaches the real frequency axis of the complex frequency
plane, which is demonstrated in Figure 1.1. In this case, the system enters the perfect
absorption regime, implying that the resonator can fully absorb coherent excitation at
the real frequency of the mode. This effect of coherent perfect absorption (CPA) en-
ables the manipulation of light with light via real absorption in the material without
the need for optical non-linearities [283]. However, CPA is irrelevant for applications
requiring light controlled by light, such as photonic transistors and quantum mem-
ories, due to the complete loss of photons carrying information and high thermal
heating [284]. On the contrary, CVA allows harvesting light inside the resonator for
a potentially long period of time, controlled by incident optical signal, without any
unnecessary losses [75,285,286].

For consideration of CVA in optical systems, it is convenient to analyze the re-
sponse of a dielectric slab, a multi-mode cavity coupled to two scattering channels
(see Figure 3.1(a)). The optical response of the slab can be found via the Transfer
Matrix method (TMM):

r = i(n2 − 1) sin(nkL)
2n cos(nkL) − i(n2 − 1) sin(nkL)

, (3.1)

t = 2n
2n cos(nkL) − i(n2 − 1) sin(nkL)

, (3.2)

where r and t are reflection and transmission coefficients, n is the refractive index
of the slab, L is its thickness. r and t construct 2 × 2 scattering matrix of the slab,
whose eigenvalues σ1,2 can be obtained as follows:

σ1,2 = t± r. (3.3)

Complex frequency dependent σ1,2 contains information about poles and zeros that
are attributed to the Fabri-Perot modes of the dielectric slab. As for CPA, zeros of
the scattering matrix play a key role in the CVA phenomenon. Figure 3.1(b) shows
upper complex frequency half-plane with zeros, corresponding to odd (s−) and even
(s+) slab modes. Excitation of one of the zeros with an appropriate combination of
optical signals at the complex frequency results in complete scattering cancellation
and, therefore, full energy storage in the slab. CMT equations for a mode of the
slab, excited from two scattering channels, assuming the output signals are totally
suppressed, can be derived as follows:

da

dt
= −iω0a− γa+ √

γs+
1 ± √

γs+
2 , (3.4)

−s+
1 + √

γa = 0, (3.5)
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(a) (b)

(  )c (d)

Figure 3.1. The concept of coherent virtual absorption in 1D structures. (a) Schematic
view of a dielectric plate, supporting Fabri-Perot resonances, excited at a scattering matrix
zero. (b) Complex frequency plane illustrating scattering matrix zeros in the upper plane.
±-sign designates even and odd modes of the plate. (c) Time domain profiles of the incoming
and outcoming signals in a coherent virtual absorption scenario. (d) Instantaneous electric
field intensity profiles in the dielectric plane at the signal kick-off (top panel) and after some
time (bottom panel) [75].

−s+
2 ± √

γa = 0. (3.6)

Here, ± sign stands for even/odd Fabri-Perot mode. Solving the system of Equa-
tions 3.4- 3.6, one can obtain the form of the input signals, resulting in scattering
cancellation:

s+
1 = Ae−iω0t+γt,

s+
2 = ±Ae−iω0t+γt,

(3.7)

indicating that transmission and reflection of the slab are suppressed when both
channels are simultaneously excited by exponentially growing waves at the complex
frequency of the slab zero. Moreover, a detailed analysis of Equations 3.4- 3.6 demon-
strates that the suppression originates from the destructive interference between input
signals and the outgoing field of the Fabri-Perot mode. Figure 3.1(c) presents the time
domain dynamics of the incident and scattered fields in the CVA regime. When the
slab is excited by an exponentially growing signal with ω′′ = γ, no scattering response
is observed. At the moment of time ω0t, the Fabri-Perot mode accumulates all the
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energy of the incoming radiation within the slab (see Figure 3.1(d), top panel). At
ω0t > 0, the incident signal is turned off, and the mode emits the accumulated energy
into the opened channels as illustrated in field distributions of Figure 3.1(d), bottom
panel. The proposed mechanism of CVA can be effectively used to control the energy
harvesting and releasing from the cavity along with the transmissivity of one of the
incident signals by another.

CVA can be applied to resonant photonic integrated circuits to perfectly pump
a microring resonator with subsequent release of the stored energy into a waveg-
uide [286]. Figure 3.2(a) shows a schematic image of a silicon microring coupled to a
straight silicon waveguide. Both are embedded into a glass matrix with a significantly
lower refractive index. The microring cavity supports two degenerate modes: prop-
agating clockwise and counter-clockwise. Sending a signal to the input port of the
waveguide, as shown in Figure 3.2(a), results in the excitation of only the clockwise
propagating mode. Its interaction with the counter-clockwise propagating mode is
neglected owing to sufficiently small surface roughness, responsible for the reflection
between the modes. For such a system, CMT equation can be written as:

da

dt
= −iω0a− γwa+ iIαK |a|2a+ √

γws1, (3.8)

s2 = s1 −
√

2γwa, (3.9)

s3 =
√

2γwa, (3.10)

(  )c (d)

(b)(a)

Figure 3.2. Demonstration of coherent perfect absorption phenomena in a microring res-
onator coupled to a waveguide. (a) Sketch of the microring resonator coupled to the waveg-
uide. (b) Time domain profiles of the input (red solid) and output (blue dashed) signals
and mode amplitude (green dotted). (c-d) Instantaneous electric field distributions in the
system of the microring resonator and waveguide (c) before and (d) after the kick-off of the
incoming signal [286].
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where αK is the effective non-linear Kerr coefficient, given by [248]:

αK = 1
8

∫
dr3εχ(3) (|E · E|2 + |E · E∗|2

)(∫
dr3ε|E|2

)2 . (3.11)

χ(3) is the third-order non-linear susceptibility, and I is the variable used to control
the intensity of the non-linear effect. In the case of I = 0, the system is considered lin-
ear, and eventually, CVA can be observed. The temporal dependence of optical power
at the input and output ports of the waveguide and the microring are shown in Fig-
ure 3.2(b). The input power varies exponentially at the rate 2γw, which corresponds
to coherent virtual excitation of the zero of the scattering matrix at ω = ω0 + iγw.
Until the signal is switched off at t = toff, the microring resonator behaves as a perfect
absorber, storing the energy inside the clockwise propagating mode (Figure 3.2(c)).
At t > toff, the signal at the input port diverges from the exponential function dic-
tated by the virtual process, and the microring releases the energy to the output port
(Figure 3.2(d)).

Finally, in the case of non-zero Kerr non-linear coefficient (I = 1), the system
supports CVA up until some instant of time, when the microring mode reaches a
critical level of the stored energy, determined by the input intensity and Q-factor
of the microring mode. If the intensity is small, which is the case for the early
cycles of excitation, or the Q-factor is small, the microring exhibits standard virtual
absorption. Otherwise, the resonant frequency of the microring deviates from its
linear eigenfrequency due to Kerr non-linearity induced shift, and CVA is broken,
resulting in energy release to the output port.

3.2 Virtual critical coupling
The concept of CVA can be used to achieve optimal and reflectionless coupling of
incident waves to a cavity, which is well-known as critical coupling [77]. Critical
coupling is the regime of the cavity mode when the energy of the incoming signal
is entirely transported to the mode, such that no reflected or transmitted fields can
be observed [287]. For monochromatic waves, the critical coupling can be obtained
by balancing the radiative decay rate γw, ensuring interaction between the cavity
and the excitation channel, and the intrinsic decay rates γi, associated with other
channels of loss. Therefore, in a single scattering channel approximation, the critical
coupling condition simply requires adding the proper amount of non-radiative losses
γnr = γw. Then, the Q-factor of the mode in the critical coupling regime Q =
ω/2(γw + γi) = ω/4γw is twice reduced compared to the initial one Q = ω/2γw,
undesirable for the majority of photonic applications, as the maximum absorbed
energy is four times less than that observed in the lossless case. It also implies that
the excitation efficiency, defined as η = |a(t)|2/

∫ +∞
−∞ |s+(t)|2dt, is significantly less in

the case of loss-induced critical coupling of the cavity and channel in comparison to the
lossless and undercoupled case. From this perspective, the monochromatic excitation
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appears undesirable for both lossless and lossy cavities. Below, it is shown that
when monochromatic waves are extended up to complex frequencies, the radiation
channel can be critically coupled to the cavity without additional intrinsic losses. The
mechanism behind virtual critical coupling is closely related to the CVA phenomenon:
the reflected and transmitted signals are canceled out due to destructive interference
between the incident field, directly scattered to the channels, and the cavity field,
leaking to the channels. For a single port cavity, depicted in Figure 3.3(a), it means
destructive interference between out-of-phase oscillating back-scattered fields due to
the incident signal and energy already stored in the cavity.

Figure 3.3(b) illustrates a single-mode cavity coupled to multiple scattering chan-
nels. In the simplest scenario, one of the scattering channels is used for the excitation,
either by real or virtual signals, with a coupling rate γw. The other loss channels,
contributed by free-space radiative and non-radiative losses of the cavity and leakage
to other scattering channels, can be described together by the intrinsic loss rate γi.
For a single-channel system, one can easily derive the reflection amplitude from CMT
depending on real and imaginary parts of the signal frequency:

r(ω′, ω′′) = (γw − γi − ω′′) − i(ω′ − ω0)
(γw + γi + ω′′) + i(ω′ − ω0)

. (3.12)

By definition, the critical coupling of such a single-channel system is achieved at
r(ω′, ω′′) = 0, satisfied when both real and imaginary parts of the nominator of
Equation 3.12 are identical to 0 at ω′ = ω and ω′′ = γw − γi. For real signals
(ω′′ = 0), this converges to the standard critical coupling condition γi = γw. The
energy stored in the steady state under monochromatic excitation, after all transition
processes are over, is given by:

|a|2 = 4Qw
ω0

γ2
w

(γw + γi + ω′′)2 |s+|2, (3.13)

where Qw = ω0/2γw is the Q-factor associated with radiation to the excitation chan-
nel, s+ is the amplitude of the incident signal, which, for complex frequency excitation,
obeys eiω′′t. In the case of real frequency signals (ω′′ = 0), the energy inside the cavity
saturates up to some limit derived as:

|a|2 = 4
ω0

Qw

(1 +Qw/Qi)2 |s+|2, (3.14)

where Qi is the intrinsic Q-factor. In the cavities without dissipation, Qi turns to
∞, and the maximum energy at the end of the transient regime converges to |a|2 =
4Qw
ω0

|s+|2. For the critically coupled cavities at real frequencies, Equation 3.14 changes
to |a|2 = Qw

ω0
|s+|2, illustrating reduction of the energy in the critically coupled cavity

by a factor of 4. In the regime of virtual critical coupling ω′′ = γw − γi, the stored
energy exponentially grows in time until the virtual signal is turned off, and the
undissipated part of the energy is released.
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(a)
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)c

( 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Figure 3.3. Theoretical background of virtual critical coupling. (a) A single mode cavity
coupled to n scattering channels. (b) Explanation of virtual critical coupling phenomena as
destructive interference between direct and indirect back-scattering. (c) Normalized reflected
signal versus time for a lossless system under monochromatic excitation (blue), loss-balanced
system in the critical coupling regime (black dots), and lossless system under exponentially
growing excitation in the virtual critical coupling regime (red). (d) Excitation efficiency
calculated for these three cases [77].

Figures 3.3(c-d) represent the analysis of reflectivity and excitation efficiency of
a single mode cavity with Qw = 200, considered in three different scenarios: lossless
cavity, critical coupling, and virtual critical coupling. The amplitude of the input
signal is identical to 0 at t < 0 and to 1 at t ≥ 0. When the monochromatic wave
pumps the lossless cavity at early excitation cycles, the cavity is undercoupled, and
most of the incident energy is reflected back to the pumping channel. However, as
the cavity gets slowly pumped, the waves, leaking from the cavity to the channel,
become stronger, destructively interfering with the back-reflected waves canceling a
part of the reflection. It continues until some moment of time, at which the cavity
is critically coupled, although γi = 0, and the reflectivity becomes 0, indicating a
balance between destructively interfering waves. As the energy stored in the cavity
grows, the balance is lost, resulting in growing reflectivity upon excitation. Finally,
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the cavity reaches the maximum stored energy accompanied by total reflection to the
scattering channel. Remarkably, the cavity in the monochromatic regime achieves
critical coupling faster than in the conventional and virtual critical coupling regimes
due to adding to the cavity real or virtual loss. The time instant τ corresponding
to the critical coupling regime in the lossless case can be approximated by a simple
formula τ = τw|r|2/(2 − |r|2), where τw = 1/γw, r is the reflection coefficient of the
direct scattering matrix, equal to 1. In the case of critical coupling, both real and
complex signals give similar decay of the reflectivity over time. The divergence of the
reflectivity from 0 at the beginning of the excitation cycle is owing to the mismatch
between the incident signal amplitude and internal mode amplitude, disappearing
upon continuous excitation. The results for monochromatic and virtual excitations
can be further used to obtain a compound signal based on a real frequency signal at
the beginning of the cycle and a complex frequency signal at the end of the cycle,
resulting in a faster reflectivity decay at early cycles.

The analysis of the excitation efficiency η of the cavity mode reveals the superiority
of the virtual critical coupling approach over the other approaches (see Figure 3.3(d)).
For the monochromatic excitation scheme, the efficiency reaches its maximum around
t = 100T0 and is generally relatively low, especially in the long-time limit. However,
until t < τ , which corresponds to the lossless critical coupling, the efficiency of the
monochromatic excitation is slightly higher than the one corresponding to virtual
excitation. The excitation efficiency of the lossy cavity in a critical coupling regime
demonstrates a 2-fold reduction compared to the lossless cavity because of continuous
energy dissipation.

3.3 Virtual gain and parity-time symmetry

When systems are excited by exponentially decaying signals (ω′′ < 0), they may ex-
hibit behavior similar to what is typically expected from systems with gain, such as
optical amplifiers and lasers [76]. Virtual gain, along with the virtual absorption, can
be understood as a mismatch between the incident field intensity in a current moment
of time and the scattered field intensity in the current moment of time, originating
from the incident field from the previous moment of time with a different amplitude.
If the signal grows exponentially, then the incident field at the previous time step
is smaller than at the current time step, giving rise to a positive imbalance between
excitation and scattering. However, if the signal exponentially decays, its amplitude
at the previous time step is larger than at the current time step, producing a nega-
tive imbalance and, thus, effective (virtual) gain. Virtual gain opens opportunities
for realizing photonic parity-time (PT) symmetric systems in completely passive sys-
tems, enabling highly sensitive exceptional points, single-mode and multimode lasers,
and anisotropic transmissivity. PT-symmetry is a special type of symmetry that con-
serves under simultaneous inversion upon space and time. Generally, it implies that
the complex refractive index satisfies the condition n(r) = n∗(−r), which requires
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Figure 3.4. (a) Transmission line of a passive PT-symmetrical system. (b) Normalized
output signal as a function of spatial coordinate z under monochromatic excitation (ω′′ = 0).
(c) Imaginary (top) and real (bottom) parts of eigenfrequencies versus the Hermiticity pa-
rameter G. The solid green curves correspond to the eigenfrequencies of the passive circuits.
The dashed black curves correspond to shifted eigenfrequencies under virtual excitation with
ω′′ = γ. Normalized output signal as a function of z under (b) exponentially decaying exci-
tation at ω′′ = γ and (c) exponentially decaying excitation at ω′′ > γ [76].

a balanced spatial profile of gain and loss. This requirement applies significant lim-
itations for the practical realization of PT-symmetric systems, especially in optics,
as sufficiently stable gain is commonly complicated to achieve. However, it can be
overcome in entirely passive systems, implementing lossy systems with coupled modes
near exceptional points.

PT-symmetry can be obtained in a strong coupled regime if the interaction con-
stant is larger than the loss/gain rates in a system of interacting resonators with
balanced gain and loss. The Hamiltonian of the PT-symmetric system can be written
as follows:

Ĥ = ℏω0 − i(γr + γnr)ggω0 − i(γr − Γ), (3.15)

where Γ = 2γr+γnr is the gain sufficient to balance all the losses. One can demonstrate
that, after applying Hermitian conjugation and multiplying Ĥ by parity operator
P = 0110, the Hamiltonian converges to itself, which is the main property of PT-
symmetric systems. From Equation 3.16, it follows that the eigenfrequencies of the



72 3 Virtual excitations: novel electromagnetic phenomena

PT-symmetric systems obey the relationship:

ω± = ω0 ±
√
g2 − (γr + γnr)2 = ω0 ±

√
g2 − (γr − Γ)2. (3.16)

At g > (Γ−γr), it is said that the system is in a PT-symmetry phase with completely
real eigenfrequencies, appearing as a two-mode laser with spectrally separated emis-
sion lines. Such a spectral separation of lasing frequencies is the direct consequence
of strong coupling between the resonators due to the coupling constant exceeding
gain/loss. At g < (Γ − γr), the system enters an unstable PT-symmetry broken
phase, which results in migration of ω+ to the realm of light-generating modes in the
upper complex frequency plane and migration of ω− to the domain of leaky modes
in the lower complex frequency plane. In the intermediate state (g = (Γ − γr)), the
system is in the exceptional point, characterized by degenerate eigenfrequencies and
eigenmodes.

Virtual PT-symmetry can be exemplified in a transmission line (Figure 3.4(a))
composed of two resonant induction/capacitance circuits, designated as left (L) and
right (R), with corresponding conductance GL and GR, responsible for the losses.
The circuits are coupled through a lossy capacitance Cc with a conductance Gc. This
transmission line is equivalent to an optical system of two coupled passive resonators
with two external scattering channels. The transmission line is pumped by a voltage
signal v0(z, t) = V0e

−iωt−iβz, where ω = ω′ − iω′′ is the complex frequency, and
β is the propagation constant. If a monochromatic signal with ω′′ is sent through
the transmission line, the output signal decays along the line, as presented in Fig-
ure 3.4(b), with a rate determined by the conductance of the line, i.e., losses of the
circuits. Figure 3.4(c) shows the eigenfrequency spectrum of the transmission line
depending on the Hermiticity parameter G = ±

(
GL/R − γC + γ/

[
L(ω2

0 + γ2)
])

, re-
vealing all three extreme regimes occurring in PT-symmetrical systems. As long as
G < 0.01/

√
C/L, the real part of the eigenfrequencies experiences splitting, while

the imaginary part remains constant. On the contrary, G > 0.01/
√
C/L results in

the divergent imaginary part and constant real part of the eigenfrequencies. The
scattering matrix of this transmission line at a complex frequency can be defined as:

Ŝ(ω) = −Î + i2ℏγr

ℏω − Ĥ
, (3.17)

where γr, γnr, Γ and γ are related according to relation: γ = γr + γnr = Γ − γr.
When excited at the complex frequency ω = ω0 − iγ, the scattering matrix resembles
the properties of an active PT-symmetric system, as the eigenfrequency spectrum
undergoes an effective shift towards the real frequency axis. In this case, the output
signal does not depend on the z at any time moment (see Figure 3.4(d)), resembling
the laser behavior. Further, under excitation with ω′′ > γ, the amplitude of the signal
grows along the propagation direction, imitating amplification (Figure 3.4(e)).
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3.4 Summary
In this chapter, I have presented definitions for virtual phenomena, such as coherent
virtual absorption (CVA), virtual critical coupling, virtual gain, and PT-symmetry.
In Section 3.1, I have demonstrated the analysis of CVA within dielectric structures,
specifically focusing on the response of a dielectric slab coupled to scattering channels.
The dynamics of the incident and scattered fields in the CVA regime are described,
highlighting the complete scattering cancellation and energy storage within the slab
without losses. Furthermore, I have reviewed the application of CVA in photonic
integrated circuits, particularly for efficient pumping of microring resonators and
releasing stored energy into waveguides with considerations for the non-linear Kerr
effect on CVA behavior. In Section 3.2, I have shown that the concept of CVA
in optical systems can be applied to achieve critical coupling, where incident wave
energy fully couples to a cavity mode with no reflected or transmitted fields. Virtual
critical coupling, achieved through complex frequency excitation, allows for optimal
coupling without additional intrinsic losses, offering higher excitation efficiency than
traditional monochromatic and critical coupling approaches at real frequencies. In
Section 3.3, I have discussed the concept of virtual gain in passive PT-symmetrical
systems when excited by exponentially decaying signals (ω′′ < 0). Such signals can
lead to behavior resembling systems with actual gain, as observed in optical amplifiers
and lasers. Virtual gain arises from the imbalance between incident and scattered
field intensities at different time steps, allowing for the realization of PT-symmetrical
systems in entirely passive configurations.

Coherent virtual excitation can be extended to a broader range of optical phenom-
ena. In Appendix B I show that virtual gain can be used to obtain optical pulling
force from a monochromatic plane wave at a complex frequency. In Appendix F, I
reveal that the optical theorem can be revisited at a complex frequency in a com-
pletely passive system by demonstrating complete suppression of forward scattering
with simultaneous preservation of high backward scattering.
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Conclusion
In this thesis, Mie-resonant nanophotonic structures utilizing new optical phenomena,
such as virtual excitation and bound states in the continuum, have been investigated.
Owing to their strong magnetic response, high Q factors, reconfigurability of opti-
cal properties, and ability to manipulate the wavefront, Mie-resonant nanostructures
have proven themselves as a sustainable and efficient platform for future nanophotonic
devices, encompassing flat optics components, sensors with sensitivity down to sin-
gle molecule level, and nanoscale light sources. These attributes of the Mie-resonant
nanostructures have been exploited in the thesis to obtain unprecedented field en-
hancement in periodic dielectric gratings and Purcell enhancement in nanoantennas
and microdisk resonators. Mie nanoparticles have been suggested for strong optical
trapping and tunable nanophotonics. A new class of optical effects occurring under
virtual excitation has been explored to achieve pulling optical force in the field of a
plane wave and improve back-scattering beyond the bounds of the optical theorem.

Chapter 2 of the thesis has provided a thorough explanation of the theory of
light-matter interactions and the theoretical methods applied throughout the study.
The general equations of coupled mode theory have been derived and subsequently
employed to explain various optical phenomena, including strong and weak coupling
regimes in multiple oscillators, the Purcell effect, Fano resonances, and bound states in
the continuum. Additionally, the derivation of Mie theory for spherical nanoparticles
extended to the complex frequency plane has been presented. The extension of the
Mie theory to complex frequencies has enabled a deeper understanding of the nature of
Mie resonances, revealing their connection to quasinormal modes of the nanoparticles
and predicting the effects that arise under virtual excitations. Furthermore, the
fundamentals of optical forces acting on various nanostructures have been introduced
to enhance the comprehension of these phenomena.

In Chapter 3, recent advances in Mie-tronics in application to wavefront engineer-
ing, sensing, tunable photonics, non-linear optics, and nanolasers have been reviewed.
Thanks to the Kerker and Huygens effects appearing upon interference between elec-
tric and magnetic Mie resonances, Mie-resonant nanostructures have become a cor-
nerstone in ultra-thin lenses and structural colors. The exceptional sharpness of the
resonances, originating from bound states in the continuum, has opened a new era
of optical sensors. Notably, refractometers utilizing Mie resonances have achieved
remarkable sensitivity, surpassing 600 nm/RIU. Mie-resonant nanostructures have
showcased their versatility through the manipulation of their properties by phase
change, twistronics, and electro- and thermo-optical effects. Interestingly, semicon-
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ductor metasurfaces that support BICs have exhibited exceptional performance in
high harmonic generation and non-linear wavefront manipulation. Semiconductor
nanoparticles operating in the supercavity regime have demonstrated substantial non-
linear signal generation, including up to the 7th harmonic. Mie-resonant structures
have emerged as a promising platform for nanoscale lasers with low thresholds.

The definition of virtual phenomena induced by complex frequency excitation has
been formulated in Chapter 4. An analysis of virtual absorption within resonant
dielectric nanostructures with a specific focus on examining the response of a dielec-
tric slab connected to scattering channels has been provided. The dynamics of both
incident and scattered fields in the coherent virtual absorption regime has been elab-
orated upon, emphasizing the complete cancellation of scattering and energy storage
within the slab without incurring losses. Additionally, the practical application of
virtual absorption in photonic integrated circuits, particularly for pumping microring
resonators, has been examined, and the dramatic impact of the non-linear Kerr effect
on virtual absorption efficiency has been discussed. It has demonstrated that the
concept of coherent virtual coupling in optical systems can be harnessed to achieve
critical coupling, where incident wave energy fully couples to a cavity mode, sup-
pressing reflected or transmitted fields. Virtual critical coupling, achieved through
complex frequency excitation, has offered superior excitation efficiency compared to
traditional monochromatic and critical coupling approaches at real frequencies. Also,
Chapter 4 has introduced the concept of virtual gain appearing under excitations
at complex frequencies with negative imaginary parts. The virtual gain has been
explained by the disparity in incident and scattered field intensities at different time
steps, enabling the realization of PT-symmetrical systems in entirely passive systems.

The Purcell enhancement of excitonic emission from transition metal dichalco-
genide microdisk resonators and the Purcell enhancement of Raman signal in plas-
monic nanostructures has been investigated. A micro-photoluminescence investiga-
tion of the microdisks has revealed emissivity spectra with various enhancement fac-
tors depending on the microdisk diameter. It has been shown that the microring with
an optimal diameter of 2.2 �m provides an enhancement factor of 100 compared to a
bare flake. The numerical modeling confirmed by dark-field spectroscopy experiments
has revealed that the enhancement is owing to whispery gallery modes localized in
the microdisks. On the other hand, silver (plasmonic) dendritic nanostructures have
demonstrated the enhancement factor of the field intensity of up to 170, resulting in a
giant Raman signal amplification. The study has concerned spatially separated silver
dendritic nanostructures synthesized in the pores of the ion-track template SiO2/Si.
The modeling of the electromagnetic wave interaction with the dendrites has indi-
cated numerous “hotspots” occurring in places of intergrowth of the branches of the
dendrites - the random distribution of “hotspots” on dendrites results in their broad-
ened scattering spectrum. To sum up, the plasmonic nanostructures have exhibited
larger Purcell enhancement than dielectric ones due to extremely small volumes of
the plasmonic modes. However, it must be noticed that the electromagnetic contri-
bution to emission amplification coexists with chemical contributions in the case of
plasmonic nanostructures, which leads to higher overall signal enhancement.
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A design of a tunable phase-change core-shell nanoparticle capable of reversibly
switching between nanolaser and cloaking regimes has been proposed. The nanolaser
utilizes a semiconductor nanoparticle with gain coated by a film of phase change
material. The nanolaser has been theoretically demonstrated to switch between las-
ing and cloaking regimes at the same operating frequency. The cloaking phase of
the nanostructure is linked to the anapole state. The operational characteristics of
the nanolaser have been thoroughly studied. The nanolaser has shown thresholdless
laser properties, lacking a noticeable kink in the input-light output curve due to the
elevated betta and Purcell factors. Furthermore, a reconfigurable metasurface com-
posed of lasing-cloaking metaatoms has been developed with the capability to switch
from laser radiation to a non-scattering state reversibly. Additionally, phase-change
material-based metasurfaces, recently proposed by Wang et al. and Zhang et al., have
been examined in application to electrically tunable nanophotonic devices. Demon-
stration of electrically tunable phase-change metasurfaces represents an attractive
prospect for reconfigurable holograms, diffractive optical elements, adaptive optics,
and sensing. Based on GST nanostrips placed on a silver contact layer, Wang et al.
have engineered a reflective metasurface that can turn into a perfect absorber with
experimentally approved reflectance variation reaching 30%. Zhang et al. have pro-
posed a large-scale metasurface that operates as a deflector in the amorphous phase,
diffracting the incident beam into the 1st diffraction order and as a reflector in the
crystalline phase. Both metasurfaces have been introduced to work in the reflection
mode due to the metallic heater utilized for the phase switch. It limits the applica-
tion of the proposed metasurfaces in the devices operating in the transmission regime.
Another drawback that is suffered by the proposed approaches is the limited lifetime
of the phase-change material-based devices. Although phase-change materials can
handle millions of switching cycles, Wang et al. and Zhang et al. have reported 100
cycles at maximum, which is insufficient for the real-world applications.

A nanoparticle made of amorphous hydrogenated silicon with engineered bandgap
coupled to photochromic spiropyran molecules has been proposed for tunable photon-
ics exhibiting 70% tuning of the scattering peak intensity upon switching the pho-
tochromic molecules between transparent spiropyran and colored merocyanine states
via optical radiation. Such a pronounced reconfiguration is owing to high-Q magnetic
quadrupole states, efficiently excited in the hydrogenated silicon nanoparticles. The
bandgap engineering has been used to suppress dissipation losses of silicon in the
visible range. The bandgap of amorphous hydrogenated silicon nanoparticles can be
tuned by changing the hydrogen concentration. Strong multipole Mie modes with Q-
factors exceeding 100 in the visible and NIR regions appearing in such hydrogenated
silicon open new opportunities to use nanostructures made of low-loss high-index ma-
terials for light manipulation, exploring light–matter interactions and tunable optical
devices. Dielectric metasurfaces have been shown to approach the limit of electromag-
netic field confinement dictated by plasmonic nanostructures. It has been revealed
that the far-field polarization vortex in dielectric metasurfaces corresponding to a
parametric off-Γ bound state in the continuum can migrate to the domain of waveg-
uide modes crossing the light line, where it turns into the near-field polarization vor-
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tex featured by enhanced near-field localization and, therefore, better mode optical
confinement. The improved optical confinement has been achieved through Fourier
engineering of the Bloch mode, nullifying the dominant Fourier harmonic amplitude
responsible for the near-field. The characteristic scale of the near-field localization for
the predicted states has been increased several times compared to the conventional
waveguide modes, reaching values up to ∼ λ/20. In perspective, this value can be
substantially decreased, beating the confinement in plasmonic structures, by cancel-
ing other Fourier harmonic responsible to the next orders of the near-field. However,
such smart engineering requires additional degrees of freedom in the design of meta-
surfaces. It has been verified that this effect is preserved even in the presence of a
substrate critical for practical applications. These findings can push the limits of di-
electric optical devices requiring large optical mode confinement and efficient overlap
of optical mode with thin layers like bio-analytes, 2D materials, and exciton layers.
Besides, it has been shown that strong near-field coupling in Mie-resonant dielectric
metasurfaces with a complex unit cell can result in an unusual order of magnetic
moments resembling antiferromagnetic order in conventional crystals. Two types of
resonant dielectric meta-atoms, nanodisks, and nanorings, have been considered, and
the overall optical response has been revealed to depend on the mode hybridization
and nanoparticle ordering.

Mie-resonant nanoparticles have been studied in application to optical levitody-
namics, where they have demonstrated an ability to strongly modify optical potentials
and enhance robust levitation over large size ranges. It has been found that the po-
larizability of silicon nanoparticles determines the optical forces that become tunable
from positive to negative, similar to two-level atoms, simply by adjusting the trapping
laser frequency with respect to the particle’s size. Negative polarizabilities open up
possibilities previously unknown to levitodynamics, such as the levitation in intensity
minima. Moreover, Mie-resonant nanoparticles have shown 3 times higher mechani-
cal frequencies, almost 2 orders of magnitude larger trap depths, and more than two
orders of magnitude larger recoil heating rates compared to standard silica particles,
making silicon nanoparticles an attractive alternative for more efficient trapping in
optical traps based on counter-propagating beam geometry.

Finally, virtual optical forces and Kerker effects have been observed in Mie-resonant
nanoparticles under complex frequency excitation. The common wisdom of the re-
pulsive action of a plane wave on a dielectric slab and Mie nanoparticles has been
revised by stepping out to the complex frequency plane and considering its dynamics
upon complex excitations. It has been shown that tailoring the time evaluation of the
light excitation field allows either enhancement of the repulsive force or achievement
of pulling force for a passive resonator of arbitrary shape and composition. These
effects have been linked to virtual gain and absorption effects considered in Chapter
4. The pulling optical force has been demonstrated for the Fabry–Perot cavity and
a high-refractive-index dielectric nanoparticle. In the case of the Fabry–Perot cavity,
the pulling optical force can exist in the complex frequency plane at the complex fre-
quencies between the real frequency axis and quasinormal modes of the cavity. In the
case of the Mie-resonant dielectric nanoparticle, the pulling force has been identified
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in the regions of virtual gain exceeding the scattering at complex frequencies, which
appear when the imaginary part of the Mie amplitudes al and bl is negative.

The opportunities that complex frequency excitations open for the scattered wave-
front control and Kerker effects have been explored. The possibility to push apart the
limitations imposed by optical theorem in passive nanostructures at real frequencies
has been discovered at complex frequencies. High refractive index nanoparticles with-
out gain under virtual excitation have manifested scattering signatures that would be
impossible under monochromatic excitations, namely, back-scattering enhancement
with almost complete cancellation of forward scattering. This unusual scattering
regime appears in the zeros of forward scattering efficiency in the lower complex fre-
quency half-plane and does not violate the optical theorem but requires generalization
to the complex frequencies. Zero forward scattering has been observed theoretically,
and near-zero forward scattering has been obtained numerically. The divergence be-
tween numerical and theoretical calculations has been explained by the impossibility
of reaching a pure steady state for exponentially decaying signals. Investigation of
the scattering regimes in the complex frequency has revealed regions with enhanced
transverse Kerker effect, which appears when both forward and backward scattering
are suppressed. Excitation of high-index nanoparticles at the complex frequencies
of quasinormal modes has revealed significantly enhanced total scattering efficiency
interpreted as a virtual lasing regime in a completely passive system.

To conclude, Mie-resonant nanostructures have garnered significant attention over
the last decade, resulting in numerous proposals for nanophotonic devices for various
applications, including photonic computing, sensing, spectroscopy, imaging, chemical
catalysis, and photovoltaics. However, most of these proposals struggle to compete
with well-established, mature technologies such as optical fibers in cost, fabrication
quality, and efficiency. To make Mie-tronic approaches more practical and competi-
tive, addressing the issue of losses is crucial. The losses can be suppressed by improv-
ing the quality of materials and the fabrication processes, and lowering the production
costs can be achieved by transitioning to material platforms. Recent investigations
push forward silicon nitride and crystalline silicon, as these materials promise neg-
ligible extinction and low surface roughness after manufacturing, mitigating overall
losses [288,289]. These materials offer advantages such as minimal extinction and low
surface roughness after manufacturing, which can help mitigate overall losses. Poor
emission properties of these materials can be improved via doping with rare-earth
materials, such as erbium and europium ions, which is now an extensively developing
research field [290–292]. Doping with rare-earth materials has the potential to enable
on-chip optical amplifiers [293], and when individual rare-earth atoms are coupled
to photonic nanocavities, they can form the foundation for quantum networks and
quantum computing [294].

Investigations of Mie resonances and their mutual interactions in high-index di-
electric nanostructures have led to multitudinous discoveries of novel optical phenom-
ena that can potentially improve nanophotonic devices. Bound states in the contin-
uum have been introduced as a platform for the realization of ultra-high Q-factors
approaching infinity, which are useful for optical detectors and strong light-matter
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interactions. Nevertheless, the best Q-factor that has been obtained so far in nanos-
tructures supporting bound states in the continuum barely reaches 5×105 [131] which
is inferior to the Q-factors of photonic crystal nanocavities [295] and microring res-
onators [296], well-established decades ago. Moreover, the Q-factor of bound states in
the continuum strongly depends on the number of the metasurface unit cells, prevent-
ing in-plane miniaturization of these devices. On the other hand, nanobeam cavities
require significant extension only in one direction and demonstrate more prominent
Q-factors at smaller sizes [297]. Despite the recent demonstrations of Mie-tronic
nanostructures supporting supercavity and anapole regimes boosting light-matter in-
teractions, they cannot squeeze light as much as plasmonic nanoparticles. A combina-
tion of Mie-resonant photonics with recently developed designs of nanocavities with
extreme dielectric confinement [298] can significantly improve Q-factors, electromag-
netic mode volumes, and versatility of dielectric nanostructures.

Virtual optical phenomena represent an emerging branch of photonics that holds
promise for applications requiring perfect absorption and electromagnetic energy stor-
age. Notably, the concept of coherent virtual absorption has recently been experimen-
tally confirmed in microwave photonics employed for plasma ignition [299], posing a
significance of virtual phenomena for industrial applications. Virtual absorption has
addressed the persistent issues in plasma ignition, like energy reflections and compo-
nent damage, by enabling a reflection-free activation of a resonator, thus ensuring
the full retention of the incoming energy during the activation process [299]. Further-
more, this innovative approach can be utilized for high-harmonic generation through
the nonlinear conversion of the electromagnetic field stored within the cavity during
virtual excitation. This technique appears to be a promising means to address the
challenge of inefficient nonlinear conversion in nanoscale structures, a critical issue
in nanophotonics. However, the experimental realization of this approach at optical
frequencies may face obstacles due to the lack of suitably fast optical sources and
modulators capable of generating exponentially growing or decaying optical signals.
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Bound states in a continuum in periodic photonic structures
can be described as topological defects in the k-space. These
vortices can migrate within the Brillouin zone when the geo-
metrical parameters of the system vary. In this study, we focus
on the migration of the polarization vortex across the light
line, from the radiation continuum to the waveguide mode
domain. We found that during this transition, the far-field
polarization vortex transforms into a near-field vortex. This
near-field vortex is characterized by an enhanced localiza-
tion of the evanescent field due to the vanishing fundamental
Fourier harmonic of the Bloch amplitude. This mechanism
can be used to improve polaritonic devices and optical sensors
based on all-dielectric metasurfaces by increasing the overlap
between optical modes and 2D excitons or thin layers of bio-
analytes. © 2023 Optica Publishing Group under the terms of the

Optica Open Access Publishing Agreement
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All-dielectric nanophotonics has been established as a strong plat-
form for a variety of applications spanning from wavefront control
[1,2] and biosensing [3] to nonlinear optics [4] and quantum
light sources [5], overshadowing plasmonics in many senses. The
supremacy of all-dielectric nanostructures is provided by substan-
tially lower losses in comparison with metals [6]. This allows one to
achieve much higher quality factors (Q factors) in the visible and
mid-infrared ranges. The radiative losses in dielectric nanostruc-
tures can be also substantially suppressed due to the high dielectric
contrast, geometry optimization, or destructive interference effects
like anapole [7,8] or bound states in the continuum [9,10].

However, despite the advantages of the dielectric nanostruc-
tures, they fundamentally provide worse electromagnetic field
confinement than plasmonic structures [11]. Indeed, the optical
modes of dielectric resonators occupy the whole volume of the
resonator and a part of the adjacent space. In turn, metals support
surface plasmon resonances that can be localized extremely well.
Such a unique ability of plasmonics has been utilized for deep
subwavelength waveguides [12], terahertz (THz) photonics [13],
optical biosensing [14,15], enhancement of the Purcell effect [16],
or even for picoscale light confinement [17]. Thus, the fact that
plasmonic structures provide much better confinement than their
dielectric counterparts is considered dogma.

In this Letter, we demonstrate that light can be highly localized
in dielectric periodic structures by exploiting the vanishing fun-
damental Fourier harmonic of the Bloch eigenmode [18]. Even in
low-contrast dielectrics, spatial localization of the near field can
reach values around (D/2π ) in structures with a subwavelength
period (D� λ). Our approach draws inspiration from bound
states in the continuum (BICs), which are non-radiating electro-
magnetic states with a diverging radiative Q factor [9,10,19].
These BICs can be regarded as topological defects—a polarization
vortex capable of migrating in k-space while maintaining structure
symmetry [20–22]. Figure 1(a) schematically shows how a para-
metric off-BIC in a dielectric grating moves along the dispersion
curve to the domain of waveguide modes, crossing the light line
as the grating height increases, where it turns into a near-field
polarization vortex. Moreover, by nullifying the dominant Fourier
harmonic of the Bloch mode, we enhance the spatial localization of
the mode. Figure 1(b) illustrates the characteristic field localization
for a conventional guided mode of the grating (left panel) and the
guided mode corresponding to the BIC moved under the light line.
Both modes decay exponentially as e−κz but with different charac-
teristic localization scales defined as h = 1/κ . For the conventional
guided mode, the minimal h ≈ λ/(2π

√
δε), while for the mode

with enhanced localization, the minimal h ≈ D/2π . Thus, even in
low-contrast dielectrics, the electromagnetic field can be localized
at the nanoscale for small periods D.

To gain deeper insight into the mechanism of the enhanced
localization and its topological nature, we consider, for instance,
a TE-polarized mode of a dielectric grating [see Fig. 1(b)]. The
grating consists of infinitely long rectangular bars made of lossless
dielectric with permittivity ε= 9.86 that corresponds, for exam-
ple, to gallium phosphide (GaP) for the wavelength λ= 900 nm.
The period of the grating D= 270 nm, the width of the bars
w= 160 nm, and the height of the structure H varies from 350
to 410 nm. The electric field E of TE-polarized modes has only
y component E y (x , y , z) that can be expanded into the Fourier
series as follows [20]:

E y (x , y , z)=
∞∑

n=−∞

E (n)
y e i(kx+Gn)x e−κn ze iky y . (1)

Here, kx is the Bloch wavenumber, Gn = 2πn/D is the recip-
rocal lattice vector, E (n)

y is the Fourier amplitude corresponding to
the nth Fourier harmonic, and

2334-2536/23/060797-04 Journal © 2023 Optica Publishing Group
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Fig. 1. (a) Dispersion diagram of the BIC mode. The red dots represent
the BICs/topological charges of the initial grating. The green dots corre-
spond to the topological charges of the modified grating. (b) Illustration
of the concept of the electric field confinement factor boosting in
all-dielectric grating by tuning of the grating height.

κn =

√
(kx + Gn)

2
+ k2

y − k2
0, (2)

where k0 is the vacuum wavenumber and ky is the wavevector
component along the bars. An integer n encodes the diffraction
channels. If κn is imaginary, then the nth channel is open (the field
propagates along z) and vice versa. For subwavelength structures,
there is only one open diffraction channel corresponding to n = 0.
All other Fourier harmonics contribute to the near field. For the
BIC, the complex amplitude of the only open diffraction channel
vanishes, i.e., E (0)

y = 0, and its spatial localization is defined by the
next non-0th Fourier harmonics, namely, by E (−1)

y if kx > 0 or
by E (+1)

y if kx < 0. Figure 2(a) shows the dispersion of several TE
eigenmodes of the grating with H = 350 nm for ky = 0. The dis-
persion of the eigenmode under consideration is shown with a bold
red curve. This mode supports two BICs: (i) symmetry protected
at-0 BIC (point I) and (ii) parametric off-0 BIC (point II). The
BICs are clearly seen in Fig. 2(b) as diverging singularities of the
radiative Q factor. The distribution of the electric field of the BICs,
leaky mode, and waveguide mode are shown in Fig. 2(c). One
can observe that the BICs have much better optical confinement
than leaky and waveguide modes. This can be understood from
Eq. (1). Indeed, for the symmetry-protected and parametric BICs,
the near field behaves as e−κ(−1)z, while for the leaky and guided
modes it behaves as e−κ0z. Besides, the electric field of the mode
endures a transformation from an odd (i) to even (iv) configuration
[23]. This effect appears due to the Friedrich–Wintgen coupling
between the odd and even modes resulting in the formation of the
non-radiating BIC and a high-leaky mode [24]. The evolution of
the electric field profiles of these modes is shown in the Supplement
1 (Fig. S1).

Figure 3(a) shows the dependence of |E (0)
y |

2 calculated in
the far-field zone as a function of kx at the distance of several λ
from the grating interface. At the points corresponding to BICs,
the 0th Fourier harmonics responsible for the leakage vanishes,
i.e., E (0)

y = 0. For the leaky modes with a complex k0, these har-
monics contribute to both near and far fields. The overgrowth
of E (0)

y for the kx close to k0 means that the leaky mode becomes
weakly localized in the vicinity of the light line, i.e., κ0→ 0 as

(b)

(a) (c)

Fig. 2. (a) Band structure of the TE modes of the considered grat-
ing in dimensionless units. The red curve denotes the mode with BIC.
(b) Dispersion of the Q factor of the BIC mode. Points (I) and (II) are
related to symmetry-protected and accidental BIC, respectively, (III)
corresponds to the leaky regime, and (IV) to the waveguide regime.
(c) Electric field distributions in each of the four regimes of the BIC mode.

(a) (d)

(e)

(b)

(c)

Fig. 3. (a) Dispersion of the 0th Fourier term |E (0)
y |

2 in arbitrary units
calculated in the far-field zone. (b) Dispersion of the 0th |E (0)

y |
2, 1st

|E (1)
y |

2, and 2nd |E (2)
y |

2 Fourier terms calculated in the near-field zone.
(c) The aspect ratio of the grating H/D with respect to the location of
the zero of |E (0)

y |
2 at the dispersion diagram. The violet area denotes the

zone below the light line (waveguide regime of the mode). Phase maps of
the polarization vector (E (0)

x , E (0)
y ) calculated in the first Brillouin zone

(d) in the case of |E (0)
y |

2 zero located in the leaky mode zone (H/D= 1.3)
and (e) in the case of |E (0)

y |
2 zero located in the waveguide mode zone

(H/D= 1.5).

kx → k0. Figure 3(b) shows the dependence of several Fourier
amplitudes |E (n)

y |
2 for n = 0,±1 calculated at the interface of the

grating. At the 0 point, the energy of the mode is equally distrib-
uted between the harmonics with n =±1 as the BIC is formed
by the anti-symmetric combination of two counterpropagating
waveguide modes. One can conclude the same for the band-edge
state when kx =±π/D. However, for the BIC, the main part of
the energy is stored in the harmonics n =±1.

The position of the parametric off-0 BIC in the k-space is very
sensitive to the geometrical parameters of the grating. Figure 3(c)
shows the dependence of the Bloch wavenumber kx for which
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|E (0)
y |

2
= 0 as a function of the aspect ratio H/D. One can see

that for H/D≈ 1.1, the parametric BIC becomes close to the
symmetry-protected one, forming the merging BIC [25], while
for H/D= 1.5 and kx D/π = 0.65, the BIC crosses the light line
turning into a specific waveguide mode, in which the amplitude
of the 0th Fourier harmonic is zero. Of course, the BIC cannot be
defined under the light line, as all the modes in this domain are
non-leaky. On the other hand, BICs is a polarization vortex around
the point in the k-space at which the coupling constant (zero-order
Fourier amplitude of the Bloch mode) with the radiation con-
tinuum vanishes. The topological charge q (winding number) can
be formally defined the same way in any point of the k-space both
under and above the light line as follows [20]:

q =
1

2π

∮
C

dk · ∇kφ(k), q ∈Z. (3)

Here, φ(k)= arg[E (0)
x (k)+ i E (0)

y (k)], where k= (kx , ky ),
and C is a simple counterclockwise-oriented path enclosing the
singular point. Figure 3(d) shows the map of φ for the considered
band for the grating with aspect ratio H/D= 1.3. One can see
that the phase incursion around the point corresponding to the
BIC is −2π , i.e., the topological charge q =−1. The same map
but for the case in which the BIC is moved under the light line
(H/D= 1.5) is plotted in Fig. 3(e). The phase map shows that
the topological singularity corresponding to the vanishing 0th
Fourier amplitude still exists under the light line and it can be char-
acterized by topological charge defined by Eq. (3). Therefore, the
topological singularity in the far-field polarization corresponding
to BIC turns into the near-field polarization vortex under the light
line featured by the enhanced localization of the evanescent field.
Conversely, the near-field polarization vortex under the light line
can be transformed to a far-field vortex and experimentally resolved
by means of leakage radiation microscopy [26,27]. The near-field
distribution of the polarization vector in the k-space around the
topological singularity is shown in Fig. S2 in the Supplement 1.

To demonstrate explicitly the enhancement of near-field
localization, we plot the normalized electric field distribution
E y (z) for the same waveguide mode at kx D/π = 0.67 in two
gratings with H = 350 nm (blue curve) and 410 nm (red curve)
[Fig. 4(a)]. It can be seen that the field decays as e−κ(−1)z for the
case of H = 410 nm, while it decays e−κ0z for H = 350 nm. The
spectra of the Fourier components E (n)

y plotted in Fig. 4(b) for
H = 410 nm confirm that the enhanced field localization appear
due to the vanishing Fourier component E (0)

y at kx D/π = 0.67.
The dependence of the inverse localization length κ on kx reveals
two local maxima at the 0 point associated with the symmetry-
protected BIC and at the topological singularity under the light
line (see Fig. S3, Supplement 1). The direct analytical calcu-
lation using Eq. (2) gives the characteristic localization length
1/κ ≈ λ/2.8 for H = 350 nm and 1/κ ≈ λ/12 for H = 410 nm,
i.e., more than fourfold increase of the localization. One should
note that far from the structure, the asymptotics of the elec-
tric field for H = 410 nm change from e−κ(−1)z to e−κ0z, even
though the 0th Fourier coefficient should vanish. The discrep-
ancy is explained by the fact that the regime of the enhanced
localization as well as the BIC is achieved only in one point of
the dispersion curve, and we can only approach this point in
the numerical simulations. Therefore, the asymptotics e−κ0z

always appear at large distances from the structure. The pro-
posed mechanism of localization works better in the vicinity of

(a) (b)

Fig. 4. (a) Normalized z-dependence of E y calculated at the sym-
metry plane cross section of the grating for H = 350 nm (blue) and
H = 410 nm (red) in logarithmic scale. The black dashed lines show
asymptotes corresponding to e−κ0z and e−κ(−1)z terms. (b) Dispersion of
the 0th |E (0)

y |
2, 1st |E (1)

y |
2, and 2nd |E (2)

y |
2 Fourier terms calculated in the

near-field zone for H = 410 nm.

the light line while at the band edge, the 0th and −1st Fourier
coefficients are of the same order [see Fig. 3(b)], and therefore no
essential improvement of the confinement is observed (Fig. S3,
Supplement 1).

Finally, we consider a realistic case when the GaP grating
(n = 3.05) is on top of a transparent quartz substrate (n = 1.45)
[28,29]. We consider two gratings with the same period
D= 270 nm and width of the bars w= 160 nm but with dif-
ferent heights of the bars H = 350 and 410 nm. The dispersion of
the same TE-polarized mode in these gratings is shown in Fig. 5(a).
The substrate crucially affects the parametric off-0 BIC breaking
the up-down symmetry. The radiation losses into both substrate
and air cannot be eliminated simultaneously due to broken up-
down symmetry [30]. However, the complete suppression of the
radiation losses in one half-space is possible by the adjustment of
geometrical parameters of the structure. It results in the appearance
of guided resonances with unidirectional leakage [31].

At H = 350 nm, we find the maximum of the radiative Q factor
at kx ≈ 0.47π/D [blue curve in Fig. 5(b)] between the minima of
losses into the substrate and air, which are separated in the k-space
(for details, see Supplement 1, Fig. S4). The observed loss minima
are the consequence of the divided topological subcharges. For
H = 410 nm, the minima and associated subcharges move under
the light line of air [gray area in Fig. 5(a)]. In this region of the
k-space, a genuine off-0 BIC is possible, as the radiation to air is
forbidden due to total internal reflection and therefore only one
radiation loss channel is open. Remarkably, the subcharges of the
substrate converge into a whole integer charge (Supplement 1, Fig.
S4). This occurs even if the grating parameters are not intentionally
optimized. The sharp maximum of the Q factor for H = 410 nm
in Fig. 5(b) corresponds to the genuine off-0 BIC characterized by
the enhanced optical confinement.

In practice, the BIC shown in Fig. 5(b) can be excited from the
far field in the finite grating due to the diffraction of the incident
light on its edge. The experimental scheme is shown in Fig. 5(b).
For the numerical experiment, we consider a finite length GaP
grating on SiO2 substrate consisting of 200 periods. The period,
width, and height of the grating are the same as in the infinite case
analyzed in Figs. 5(a) and 5(b). The grating is excited by a linearly
polarized Gaussian beam with the beam waist w0 = 3 µm [see
Fig. 5(c)]. The Gaussian beam falls onto the edge of the grating
to ensure the excitation of the modes with large kx ∼ π/D. The
selection of the excited modes by kx is made by choosing the proper
frequency taken from the eigenfrequency dispersion [Fig. 5(a)].
The Gaussian beam is polarized along the y direction (TE polari-
zation). The electric field distributions obtained for H = 350 nm
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(a)

(b)

(c) (d)

Fig. 5. (a) Frequency and (b) Q factor dispersions of the GaP grating
on a quartz substrate calculated for H = 350 nm (blue) and H = 410 nm
(red). Dots on the dispersion diagrams represent quasi-accidental BIC.
The black arrow denotes the migration of the accidental quasi-BIC
from the leaky mode regime (white zone) to substrate modes (gray
zone). (c) Illustration of the concept of Gaussian beam excitation of the
waveguide modes in the finite grating. (d) Electric field distribution of
the waveguide modes in the finite grating for H = 350 nm (top) and
H = 410 nm (bottom).

and H = 410 nm coincide well with the results of the eigenmode
calculation for the infinite grating [Fig. 4(b)] and demonstrate the
boost of the electric field confinement by tuning the grating height
from 350 to 410 nm. The estimated electric field extinction lengths
areλ/8 for 350 nm height andλ/14 for 410 nm height.

To conclude, we have demonstrated that the far-field polari-
zation vortex in dielectric metasurfaces can be transformed into a
near-field polarization vortex with enhanced near-field localization
and improved mode optical confinement. This is achieved through
Fourier engineering of the Bloch mode, nullifying the dominant
Fourier harmonic amplitude responsible for the near field. The
scale of near-field localization can be increased by several times
compared to conventional waveguide modes, up to a value of
∼λ/10. In perspective, this value can be substantially decreased
approaching confinement in plasmonic structures by using smart
optimization of the unit cell [32], machine learning algorithms
[33], and Fourier component design of the dielectric permittivity
[34].
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Progress in light scattering engineering made it feasible to develop optical tweezers allowing capture, hold, and control-
lable displacement of submicrometer-size particles and biological structures. However, the momentum conservation
law imposes a fundamental restriction on the optical pressure to be repulsive in paraxial fields, which severely limits the
capabilities of optomechanical control, e.g., preventing attractive force acting on sufficiently subwavelength particles
and molecules. Herein, we revisit the issue of optical forces by their analytic continuation to the complex frequency plane
and considering their behavior in the transient regime. We show that the exponential excitation at the complex frequency
offers an intriguing ability to achieve a pulling force for a passive resonant object of any shape and composition, even in
the paraxial approximation. The approach is elucidated on a dielectric Fabry–Perot cavity and a high-refractive-index
dielectric nanoparticle, a fruitful platform for intracellular spectroscopy and lab-on-a-chip technologies, where the
proposed technique may find unprecedented capabilities. © 2020 Optical Society of America under the terms of the OSA Open

Access Publishing Agreement

https://doi.org/10.1364/OPTICA.391569

1. INTRODUCTION

Light scattering is ubiquitous and plays an essential role in the
study of nature and conquering light–matter interactions for
modern technologies. According to Einstein [1,2], the light quanta
(photons) carry the energy ~ω0 and momentum ~k, whereω0 and
|k| =ω/c are the frequency and wavenumber of a photon, ~ is
the reduced Planck’s constant, and c is the speed of light. Hence,
every act of light scattering, when a photon changes its direction
(or disappears by absorption), is accompanied by a transition of a
portion of its momentum to the object. If the object is light enough
and the photon momentum flux (N~k, N is the photon density) is
large enough, this momentum transition can be detected through
a mechanical motion of the object as was done for the first time
by Lebedev [3] and Nichols [4]. In the early years, this phenome-
non helped to establish the theory of light, but after the work of
Arthur Ashkin [5–7], optical forces became a powerful catalyst
for modern technologies. Namely, it has been shown that optical
scattering allows control of the position of small objects using only
electromagnetic forces. In such techniques, the intensity gradient
force is applied to trap an object in the lateral plane, whereas the
radiation pressure allows control of the object’s position along the
beam. Today, this laser trapping has become routine for different
kinds of optical spectroscopy of single particles and living cells,
optical tweezers [8–10], optical binding [11], laser cooling, and
lab-on-a-chip technologies, to name just a few [12].

In the paraxial approximation, when the size of the object
is small enough, and the beam is unfocused, the intensity gra-
dient over the object size vanishes, and the radiation pressure

plays the key role. This case is very important because, for exam-
ple, for essentially subwave objects (molecules, quantum dots,
nanoparticles), it is challenging to achieve strong gradients in
freely propagating fields, and the paraxial approximation is inevi-
table. In this approximation, the momentum conservation law
imposes a fundamental restriction on the optical pressure to be
repulsive. Indeed, the momentum flux of the scattered light along
the wavevector of incident light (ki ) in a passive system is always
smaller than the incident momentum flux through the object’s
surface. In fact, it can be rigorously shown that the optical pulling
force is forbidden for a passive object of any shape or composi-
tion in a paraxial field [13]. Although different approaches to get
around this fundamental restriction have been suggested [14],
all of them rely on structuring the incident field [13,15–20], uti-
lizing gain media [21–24], or on modifying the surroundings of
the manipulated object [25–28], and hence they require either
complex techniques or operate at certain conditions. Note also that
negative optical torque is another related area of significant interest
today [29,30].

In this work, we revisit the issue of optical forces by stepping out
to the complex frequency plane (ω=ω′ + iω′′) and considering
its dynamics upon excitations not amenable to Fourier transfor-
mation. We show that tailoring of the time evolution of the light
excitation field allows either enhancement of the repulsive force or
achievement of pulling force for a passive resonator of arbitrary shape
and composition. This unusual response is caused by the “virtual
absorption” and “virtual gain” effects described in the following.
Recently, a similar approach has been suggested to achieve perfect
light storage [31], virtual critical coupling [32], virtual parity-time

2334-2536/20/081024-07 Journal © 2020 Optical Society of America
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symmetry (PT-symmetry) and associated effects [33], and it has
been demonstrated experimentally for acoustic waves [34].

2. CONCEPT

The radiation pressure is obliged to be repulsive in any passive
system in the paraxial approximation [13]. For example, consider
the case of radiation pressure acting on a dielectric slab [Fig. 1(A)]
lit by a monochromatic incident wave with the photon density per
unit square and time duration Ni = cε0 E 2

0/2~ω, where E 2
0 is the

electric field intensity and ε0 is the electric constant. This incident
light carries the momentum density Ni~k = Ni~ω/c . A part of
this momentum gets transmitted through the slab (TNi~k), and
another part gets reflected towards the source (RNi~k), with T
and R being the transmission and reflection coefficients, respec-
tively. The total pressure on the slab is the vector sum of all these
momentum flux densities [35]:

F (ω)= Ni~k[1+ R(ω)− T(ω)]. (1)

This equation can be rigorously derived from Maxwell’s stress
tensor approach [35]. For passive media (R, T ≤ 1), 1+ R > T,
and hence the total pressure is always directed towards beam
propagation (positive). Also, for a given reflection, reducing
the transmission through dissipation leads to an increase of the
pushing force. In the blackbody (R = 0, T = 0) and perfect
reflection (R = 1, T = 0) cases, this formula gives F = Ni~k and
F = 2Ni~k, respectively.

We stress that Eq. (1) is a definition of an optical pressure force
as a total momentum flow through the surface of a body requires
knowledge only T and R . All the processes that take place inside
the body are taken into account automatically via transmission
and reflection coefficients. This approach is fair not only in the
frequency domain but also in the transient regime at any time
instant and does not require time averaging. Hence, it can be
analytically continued to the complex plane (a special case of a
transient regime), which is essential for the following discussion.

Unlike the real frequency axis, where the scattering matrix
(Ŝ) of a passive structure and its eigenvalues (λi ) are bound to
|λi |

2
≤ 1 (|λi |

2
= 1 in the Hermitian lossless case), in the complex

frequency plane (ω=ω′ + iω′′), they can take any value between

0 (scattering zero) and ∞ (scattering pole) [36]. Interestingly,
knowledge of these poles in the complex plane allows retrieval
of all (linear) electromagnetic properties of the structure via the
Weierstrass theorem [37]. As a result, the complex continuation of
scattering amplitudes (for example, T and R , in the 1D scenario)
can also take any value (|R, T|> 1). This complex continuation
lifts the discussed restriction on optical forces and makes the struc-
ture dynamics less trivial, which opens up many opportunities as
discussed in what follows.

For example, let us consider this two-port system
(Fig. 1) under exponentially growing excitation [E i (t)∝
E0 exp(ω′′t) exp(iω′t)] [Fig. 1(B)]. In this case, as the incom-
ing signal grows in time faster than the decay rate of the cavity,
the incoming signal |E i | and the momentum flux density
(cε0~k|E i |

2/2~ω) can be greater than the corresponding outgoing
signal (|E t | + |Er |) and momentum [cε0~k(|E t |

2
+ |Er |

2)/

2~ω], even in the lossless case. The remaining part of the signal,
which is neither reflected nor transmitted, gets stored in the cav-
ity (virtual loss) until the incoming signal keeps the exponential
growth. In this case 1− T(ω′, ω′′)− R(ω′, ω′′)= A> 0, and the
optical pressure can be increased. Here A denotes the stored energy
in the object (cavity). Note that this idea of virtual absorption has
been suggested in Ref. [31] for perfect energy capture in a resonant
cavity for a long time and for release on-demand. This effect turned
out to be very promising and found application in many areas [31–
33]; it was experimentally realized in Ref. [34] for elastodynamic
waves. In the present work, we show that the virtual absorption
effect gives a real contribution to the optical radiation pressure and
can be utilized for all-optical manipulation.

Further, if the incoming signal exponentially decays faster than
the cavity decay rate, the output signal |E t | + |Er | [along with the
momentum flux density (cε0~k(|E t |

2
+ |Er |

2)/2~ω)] can be
greater than the input one [Fig. 1(C)]. In this case, the stored energy
becomes effectively “negative,” and 1− T − R = A< 0, as one
would have in a system with a real gain. We refer to this effect as
“virtual gain,” prove it in the following with analytical and numeri-
cal calculations, and demonstrate how it can give rise to negative
optical pressure. Note that this complex excitation with negative
imaginary frequency has been recently utilized for imaging devices
[38] and a virtual PT-symmetry effect [33]. It worth noting that,

A B C
Fig. 1. (A) Schematic of light scattering from a (lossless) dielectric slab. The vector sum of all momenta gives the optical pressure
F = Ni~k(1+ R − T) > 0. (B) Virtual absorption. As the incoming signal grows in time exponentially faster than the decay rate of the cavity, the
incoming signal |E i | can be greater than outgoing signals |E t | + |E r |, even in the lossless case. The remaining part of the signal, which is neither reflected
nor transmitted, gets stored within the cavity (virtual loss) until the incoming signal keeps the exponential growth. In this case, 1− T − R > 0, and
the optical pressure can be increased. (C) Virtual gain. As the incoming signal exponentially decays faster than the cavity decay rate, the output signal
|E t | + |E r | can be greater than the input one, giving rise to the gain behavior. In this case, 1− T − R < 0, and the optical pressure can become negative.
Top: a sketch of partial forces acting in the system (blue and red arrows) as well as how these forces contribute to the resultant force (green arrow) in each
case.
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technically, the negative virtual pulling force is equivalent to the
appearance of an additional gradient force pointing backward and
caused by the exponential decay of the plane wave in time.

3. RESULTS AND DISCUSSION

To elucidate this concept, let us first consider the case of a dielectric
slab with dispersionless permittivity ε= 40 (Fig. 2). All results
are presented in dimensionless frequencies to make the discussion
independent of the frequency range. The actual thickness of the
slab in our calculations was 500 nm. The transmission and reflec-
tion coefficients in the complex plane [Figs. 2(A) and 2(B)], have
nontrivial dependence with poles in the lower half-plane. Such
poles are an immutable attribute of any resonant structures and are
associated with the modes of the structure [39]. It worth noting
that the characteristic decay time of a mode is determined by the
position of the corresponding pole, τ = 1/ω′′. The reflection
coefficient also possesses zeros, associated with the tunneling effect
[R = 0, T = 1 at the real axis] at the Fabry–Perot resonances.

The results of the calculation of the virtual absorption param-
eter A(ω′, ω′′)= 1− R(ω′, ω′′)− T(ω′, ω′′) in the complex
frequency plane are presented in Fig. 2(C). This quantity vanishes
at the real axis [A(ω′, 0)= 0] due to the system hermicity [36]. In
the upper (lower) plane, virtual absorption A(ω′, ω′′) is positive
(negative) that gives rise to the effective loss (gain) effect. This
result is fair as long as the excitation has an exponentially increas-
ing (exponentially decaying) character. Note also that due to the
quasi-monochromatic character of the exponential excitation, the
calculation results for A(ω′, ω′′), R(ω′, ω′′), and T(ω′, ω′′) are
fair for any time instant.

The corresponding results of the calculation of the optical
pressure are presented in Fig. 2(D). First, we note that in the upper
plane [exponentially growing excitation, E i (t)∝ E0 exp(|ω′′|t)],

as the complex frequency gets increased, the system can come
into the zero transmission regime [T = 0, Figs. 2(A) and 2(B)].
As a result, the force reaches F = 2Ni~k, i.e., the expected value
for the perfect reflectors. More remarkably, in the lower plane
[exponentially attenuating excitation, E i (t)∝ E0 exp(−|ω′′|t)],
at a fixed real frequency, the optical pressure experiences the abrupt
transition from large positive to large negative values, where the
system is expected to experience pulling action from the laser beam
[Fig. 2(D)]. This result can be explained as follows. Reflection and
transmission coefficients contribute to the resulting radiation force
with the opposite sign, and one can expect that their poles com-
pensate each other. However, the presence of reflection zeros near
the corresponding poles “deform” the poles. As a result, the optical
pressure in the lower complex frequency plane has a nontrivial
character with increased and decreased values.

To investigate the effect of complex excitation in the transient
regime, we use full-wave FDTD simulations in CST Microwave
Studio. To this end, we tailor two incident signals (I , blue curve)
corresponding to the Fabry–Perot resonance [Re(ωd/c )= 0.5]
and the middle frequency between two Fabry–Perot resonances
[Re(ωd/c )= 0.75] [Figs. 3(A) and 3(D)]. During the first
period (0/ 1.3 ps), the oscillation amplitude of both incident
signals is increasing exponentially with Im(ωd/c )= 0.025,
then it reaches monochromatic excitation with the same real
frequency (1.3/ 2.5 ps), and then it decays exponentially with
Im(ωd/c )=−0.025. The shape of the chosen excitation signals
allows consideration of both exponential growth and exponential
decay regimes along with a quite long period of monochromatic
excitation for revealing the steady-state regime.

Figures 3(A) and 3(D) show the calculated transmitted (T, yel-
low curve), and reflected (R , red curve) signals. We note that
the reflection and transmission signals at the monochromatic
region correspond to the expected values: (T ∼ 1, R ∼ 0) for the

A B

DC

Fig. 2. (A),(B) Transmission and reflection in the complex plane. The dielectric slab is assumed to be lossless, with permittivity ε= 40. (C) Effective
absorption in the complex frequency plane calculated as A(ω′, ω′′)= 1− R(ω′, ω′′)− T(ω′, ω′′). This quantity vanishes at the real axis [A(ω′, 0)= 0] due
to system losslessness. In the upper (lower) plane, A(ω′, ω′′) is positive (negative) that gives rise to the effective loss (gain) effect. (D) Optical pressure in the
complex frequency plane normalized to its value in the perfect absorption case, F0 = Ni~k. As the complex frequency grows in the upper plane, the system
can come into the zero transmission regime; as a result, the force reaches F/F0 ∼ 2, the value we expect for perfect reflectors. In the lower plane, the differ-
ence between the poles of R and T gives the enlarged positive (repulsion) and negative (attraction) force. The black dashed line represents the axis of real
frequencies. Black solid curves show contours of zero force.
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A D

E

F

B

C

Fig. 3. Transient behavior of incident (I , blue curve), transmitted (T, yellow curve), and reflected (R , red curve) signals obtained in the FDTD simu-
lations and corresponding to (A) the Fabry–Perot resonance [Re(ωd/c )= 0.5] and (D) the middle between Fabry–Perot resonances [Re(ωd/c )= 0.75].
During the first time period (0/1.3 ps), the oscillation amplitude of the incident signal is increasing exponentially with Im(ωd/c )= 0.025, then it reaches
monochromatic excitation with the same real frequency (1.3/2.5 ps), and then it decays exponentially with Im(ωd/c )=−0.025. The reflection and trans-
mission signals at the monochromatic region correspond to the expected values: (T ∼ 1, R ∼ 0) for (A) the Fabry–Perot resonance, and in the interme-
diate case (D) (T ∼ 0, R ∼ 1). (B),(E) Transient behavior of the virtual absorption/gain coefficient A(ω′, ω′′)= 1− R(ω′, ω′′)− T(ω′, ω′′). This value is
nonzero only at the exponential pumping and exponential attenuation. (C),(F) Optical radiative force in transient for the chosen excitation. At the Fabry–
Perot resonance, the force changes its sign, whereas in the intermediate case, it is always positive, in full agreement with Fig. 2(D). The grey region deter-
mines the area of negative force.

Fabry–Perot resonance [Fig. 3(A)], and (T ∼ 0, R ∼ 1) in the
intermediate case [Fig. 3(D)], which means good incident pulse
quality and the absence of energy transfer to other frequencies.
The virtual absorption/gain coefficient is nonzero only at the expo-
nential excitation and exponential attenuation periods as expected
for the lossless structure [Figs. 3(B) and 3(E)]. The results of the
numerical calculation of optical radiative force in the transient
regime for the chosen excitation are shown in Figs. 3(C) and 3(F).
We see that at the Fabry–Perot resonance, the force changes its sign,
whereas in the intermediate case, it always stays positive, in full
agreement with analytical results [Fig. 2(D)].

Thus, these results demonstrate the possibility of getting
around the restriction caused by the momentum conservation law
and achieving negative optical pressure for exponentially decay-
ing signals. We note that the required decay rate depends on the
position of the reflection poles and can be made arbitrarily small
with an appropriate choice of a mode with a large Q factor. For
instance, the recently introduced concept of optical bound states
in the continuum (BICs) [40,41] supporting unboundedly large
Q factor (the pole is unboundedly close to the real axis) would be
a promising platform for negative optical forces in paraxial beams
slowly decaying in time.

As another example, important from the application view-
point, we consider the case of a high-index dielectric nanoparticle.
Recently, these particles have attracted a lot of interest from
researchers across many interdisciplinary fields, including quan-
tum optics, nonlinear photonics, and biosensing. For biological
applications, these subwavelength dielectric particles are demon-
strated to be a fruitful platform for intracellular spectroscopy and
microscopy [42–44]. In our calculations, we have chosen per-
mittivity ε= 16, which corresponds to c-Si in the visible, Ge in
near-IR, and SiC in mid-IR [45].

The scattering cross section (Qsca) of the dielectric nanoparticle
in the complex frequency plane is presented in Fig. 4(A). As in the
previous example, we observe several poles in the lower complex
plane that give rise to the corresponding resonances at the real
axis [43,46] [Fig. 4(D)]. The fundamental resonance is magnetic
dipole (MD), whereas the resonance with the largest Q factor is

magnetic quadrupole (MQ). As the frequency grows, the higher-
order resonant modes manifest themselves. Here, the anapole state,
which corresponds to the Qsca ≈ 0 regime (it is not exactly zero
because of the MQ mode), is also shown. Recently, the optical
radiation force for such a dielectric particle in the monochromatic
excitation laser field has been investigated theoretically [47,48]
and experimentally [49]. The enhancement of the force around
the resonances and its reduction at the zero-backscattering Kerker
condition [43] have been reported. While the former is supposed
to be used for optical force enhancement, the latter is suggested for
stabilization in an optical trap [47]. In Ref. [50] the optical force
acting on the Si particles has been utilized for 2D trapping over a
substrate and printing onto the substrate by means of radiation
pressure. However, the optical pressure in these works is reported
to be always positive for the paraxial optical field because any act of
scattering of the incident photons by the nanoparticle can reduce
their forward momentum or, at best, leave it unchanged. In further
consideration, we revisit this conclusion and demonstrate how
the negative optical radiative force can be achieved in the complex
excitation approach.

The radiative optical force in this case of a spherical particle can
be calculated analytically by using the method rigorously derived
based on the time-averaged Maxwell stress tensor [13,48,51] and
found to be consistent with experimental results [49]. According to
this method, the time-averaged radiative optical force equals

F =
πr 2I

c
[Qext − Qsca〈cos θ〉], (2)

Qsca〈cos θ〉 =
4

(kR)2
∑

l

l(l + 2)

l + 1
Re(al a∗l+1 + bl b∗l+1)

+
4

(kR)2
∑

l

2l + 1

l(l + 1)
Re
(
al b∗l

)
, (3)

where Qext is the extinction cross section (Qext = Qabs + Qsca),
Qabs is the absorption cross section, l is the multipole order, R is the
particle radius, al and bl are electric and magnetic Mie scattering
amplitudes, and 〈cos θ〉means averaging over all possible angles θ
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A

B D

C

Fig. 4. (A) Scattering cross section (Qsca) of a dielectric particle with permittivity ε= 16 in the complex frequency plane. It demonstrates several poles
in the lower complex plane that give rise to the corresponding resonances (B) at the real axis (MD, ED, MQ, and EQ stand for magnetic dipole, electric
dipole, magnetic quadrupole, and electric quadrupole modes, respectively). The anapole state corresponds to the Qsca ≈ 0 regime. (D) Absorption cross
section (Qabs) and (D) extinction cross section (Qext) of the nanoparticle in the complex frequency plane. Despite that the particle is assumed to be lossless
[Qabs(ω

′, 0)= 0], the results show finite virtual absorption in the upper plane and negative absorption (gain) in the lower plane.

A

B

D

E
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Fig. 5. (A) Optical radiation pressure for the dielectric particle with permittivity ε= 16 in the complex frequency plane. The light intensity is
I = 1 W/mm2. (B) The same but normalized by its value at the real axis. The black dashed line represents the axis of real frequencies. Black solid curves show
contours of zero force. (C) Sketches of the corresponding regimes denoted by crosses in (A). (D) The value of optical radiation pressure at the real frequency
axis [Im(ωR/c )= 0]. (E) Optical radiation pressure as a function of imaginary frequency Im(ωR/c ) at the fixed real frequency [Re(ωR/c )= 0.75], which
corresponds to the MD mode.

between the propagation direction and scattering directions [51].
To analytically calculate the values of Qext and Qabs in the complex
plane, we used the exact Mie theory [51]. This approach has also
been utilized for the analysis of optical forces in spherical particles
of active media and can be generalized to nonparaxial excitation
fields [15]. Upon complex excitation, like the Fabry–Perot case
above, Qabs exhibits a finite value, even though the particle is loss-
less [Im(ε)= 0] [Fig. 4(C)]. This stems from the virtual absorption
and virtual gain effects discussed above. Physically, this virtual loss
effect corresponds to the stored energy. In contrast, the virtual gain
effect is caused by the amplitude of energy leaking out from the
particle exceeding the amplitude of the incoming energy due to its

exponential decay. Since the extinction cross section equals the sum
of both parts of losses (Qext = Qabs + Qsca), it also demonstrates
the alternating behavior in the lower plane [Fig. 4(D)].

The results of the calculation of the optical radiation pressure
acting on the dielectric particle with permittivity ε= 16 are pre-
sented in Fig. 5(A). Here, by points “1,” “2,” and “3,” we denote
the virtual repulsive, repulsive, and virtual pulling regimes, respec-
tively [Fig. 5(C)]. The optical force in the complex frequency plane
normalized by its value at the real axis is presented in Fig. 5(D). For
comparison, Fig. 5(D) shows the value of optical radiation pressure
at the real frequency axis [Im(ωR/c )= 0]. This result coincides
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with the reported theoretical works [47] and existing experimen-
tal results [49]. Figure 5(E) demonstrates the optical radiation
pressure as a function of imaginary frequency Im(ωR/c ) at the
fixed real frequency [Re(ωR/c )= 0.75], which corresponds to
the MD mode. We observe the characteristic Fano-like transition
from enhanced negative to enhanced positive values. Note that the
intensity of light in our calculations I = 1 W/mm2 coincides with
that used in recent experimental works on similar Si nanoparticles
[49] in liquids and gives the same absolute value of optical force
(∼10 fN).

Lastly, we discuss possible experimental approaches to achieve
the reported effects. First, as we mentioned above, the rate of expo-
nential growth or decay required to archive enhanced positive or
negative radiation force depends on the position of the poles in the
complex plane. These poles may lie close to the real frequency axis
in high-Q cavities. An ultimate approach is so-called bound states
in the continuum or embedded eigenstates [36,52–54]. In contrast
to conventional optical resonances (e.g., plasmonic, Mie, whisper-
ing gallery modes), these states are uncoupled from the continuum
of radiative modes; hence, in a lossless scenario, their poles lie on
the real frequency axis, enabling negative optical pressure for slowly
decaying fields. Next, the reported results of this work are rather
general and remain fair in the microwave, terahertz (THz), and
optics spectral ranges. In microwaves, the generation of such pulses
is an established experimental technique. Moreover, since the
effect of virtual absorption has been demonstrated experimentally
for acoustic waves [34], it raises an intriguing question on the
applicability of our findings in acoustics, where unusual acousto-
mechanical effects are also of great interest [55]. Finally, it worth
mentioning that the total force over the entire physically real pulse
(i.e., integrable and amenable to Fourier decomposition) is always
positive. Nevertheless, exponentially growing/decaying signals can
be a good approximation to some regions of realistic pulses. For
example, the decaying field of a leaky mode of a microcavity after
an abrupt excitation turn-off is well described by an exponentially
decaying signal (see Supplement 1, Fig. S3). An object situated in
such a field is expected to manifest the negative optical radiative
force. We can also suggest several other ways to achieve this effect.
One way is to put a particle onto a dielectric substrate, preventing
its movement in the forward direction (see Supplement 1, Fig. S3).
Another way is to consider a particle that appears in the laser beam
in its decaying phase and, therefore, unaware of the pulse back
history.

4. CONCLUSIONS

In this work, we have revisited the issue of optical forces by step-
ping out to the complex frequency plane and considering its
dynamics upon complex excitations. We have shown that tailoring
of the time evaluation of the light excitation field allows either
enhancement of the repulsive force or achievement of pulling
force for a passive resonator of arbitrary shape and composition.
We have demonstrated how these effects are linked to virtual
gain and virtual loss effects. Virtual gain can be achieved when
an appropriate transient decay of the excitation signal makes it
weaker than the outgoing signal that carries away greater energy
and momentum flux density. In turn, the virtual loss effect is
achieved when the incoming signal exponentially grows in time.
The approach has been demonstrated for the Fabry–Perot cavity
and a high-refractive-index dielectric nanoparticle.
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Zemánek, “Experimental demonstration of optical transport, sorting and
self-arrangement using a ‘tractor beam’,” Nat. Photonics 7, 123–127
(2013).

20. D. Gao, A. Novitsky, T. Zhang, F. C. Cheong, L. Gao, C. T. Lim, B.
Luk’yanchuk, and C.-W. Qiu, “Unveiling the correlation between non-
diffracting tractor beam and its singularity in Poynting vector,” Laser
Photon. Rev. 9, 75–82 (2015).

21. A. Mizrahi and Y. Fainman, “Negative radiation pressure on gain medium
structures,” Opt. Lett. 35, 3405–3407 (2010).



Research Article Vol. 7, No. 8 / August 2020 / Optica 1030

22. R. Alaee, J. Christensen, and M. Kadic, “Optical pulling and pushing
forces in bilayer PT-symmetric structures,” Phys. Rev. Appl. 9, 014007
(2018).

23. D. Gao, R. Shi, Y. Huang, and L. Gao, “Fano-enhanced pulling and push-
ing optical force on active plasmonic nanoparticles,” Phys. Rev. A 96,
043826 (2017).

24. K. J. Webb and Shivanand, “Negative electromagnetic plane-wave force
in gain media,” Phys. Rev. E 84, 057602 (2011).

25. A. S. Shalin, S. V. Sukhov, A. A. Bogdanov, P. A. Belov, and P. Ginzburg,
“Optical pulling forces in hyperbolic metamaterials,” Phys. Rev. A 91,
063830 (2015).

26. A. Salandrino and D. N. Christodoulides, “Reverse optical forces in
negative index dielectric waveguide arrays,” Opt. Lett. 36, 3103–3105
(2011).

27. M. I. Petrov, S. V. Sukhov, A. A. Bogdanov, A. S. Shalin, and A. Dogariu,
“Surface plasmon polariton assisted optical pulling force,” Laser
Photon. Rev. 10, 116–122 (2016).

28. V. Kajorndejnukul, W. Ding, S. Sukhov, C. W. Qiu, and A. Dogariu, “Linear
momentum increase and negative optical forces at dielectric interface,”
Nat. Photonics 7, 787–790 (2013).

29. K. Y. Bliokh, A. Y. Bekshaev, and F. Nori, “Extraordinary momentum and
spin in evanescent waves,” Nat. Commun. 5, 3300 (2014).

30. D. Hakobyan and E. Brasselet, “Left-handed optical radiation torque,”
Nat. Photonics 8, 610–614 (2014).

31. D. G. Baranov, A. Krasnok, and A. Alù, “Coherent virtual absorption
based on complex zero excitation for ideal light capturing,” Optica 4,
1457–1461 (2017).

32. Y. Ra’di, A. Krasnok, and A. Alù, “Virtual critical coupling,” ACS Photon.
7, 1468–1475 (2020).

33. H. Li, A. Mekawy, A. Krasnok, and A. Alù, “Virtual parity-time symmetry,”
Phys. Rev. Lett. 124, 193901 (2020).

34. G. Trainiti, Y. Ra’di, M. Ruzzene, A. Alù, Y. Radi, M. Ruzzene, and A. Alù,
“Coherent virtual absorption of elastodynamic waves,” Sci. Adv. 5, 1–8
(2019).

35. L. Novotny and B. Hecht,Principles of Nano-Optics, 2nd ed. (Cambridge
University, 2012).

36. A. Krasnok, D. Baranov, H. Li, M.-A. Miri, F. Monticone, and A. Alú,
“Anomalies in light scattering,” Adv. Opt. Photon. 11, 892–951 (2019).

37. A. Krasnok, D. Baranov, H. Li, M.-A. Miri, F. Monticone, and A. Alú,
“Anomalies in light scattering,” Adv. Opt. Photon. 11, 892–951 (2019).

38. A. Archambault, M. Besbes, and J. J. Greffet, “Superlens in the time
domain,” Phys. Rev. Lett. 109, 097405 (2012).

39. V. Grigoriev, A. Tahri, S. Varault, B. Rolly, B. Stout, J. Wenger, and
N. Bonod, “Optimization of resonant effects in nanostructures via
Weierstrass factorization,” Phys. Rev. A 88, 011803 (2013).

40. C. W. Hsu, B. Zhen, A. D. Stone, J. D. Joannopoulos, and M. Soljačić,
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Here, recent breakthroughs in electrically tunable phase-change metasurfaces are re-
viewed. The manuscript is published.
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Tunable phase-change metasurfaces
The use of phase-change materials makes metasurfaces and nanoantennas electrically tunable and switchable, 
bringing their functionality to the next level.

Sergey Lepeshov and Alex Krasnok

Compact and ultrathin metasurfaces, 
that is, two-dimensional arrays 
of subwavelength nanoantennas 

whose response depends on the properties 
of individual meta-atoms and their 
interactions, have been attracting a 
great deal of attention as they promise 
to supplant bulky lenses and mirrors1,2. 
Although metasurfaces have proven to be a 
versatile platform for passive optics, active 
tuning of their optical properties is still a 
challenging task. Phase-change materials 
(PCMs) open plentiful opportunities for 
implementing tunable metasurfaces as the 
reversible transition between amorphous 
and crystalline phases is accompanied by a 
considerable change of the refractive index3. 
Until recently, the tunability of PCM-based 
metasurfaces has been mostly limited to 
optical writing and thermal annealing.  
Now, works by Yifei Wang et al.4 and Yifei 
Zhang et al.5 independent of each other 
overcome these limitations by implementing 
electrical heating of phase-change 
materials, fully integrable with the existing 
optoelectronic circuits.

PCMs, especially chalcogenide alloys 
such as GeTe, Sb2S3 and Ge3Sb2Te6 
(GST), offer a promising platform for 
reconfigurable optical functionalities 
enabled by reliable and repeatable 
temperature-induced switching of their 
optical and electrical properties over 
billions of cycles. The amorphization and 
crystallization in phase-change metasurfaces 
have been achieved by ultrafast laser melting 
or furnace heating3. Although the tuning 
of phase-change materials by electrical 
heating is already a mature technology 
in phase-change random access memory 
(PCRAM), it has not been exploited for 
tunable metasurfaces.

Wang et al. demonstrate a tunable 
antenna composed of adjoining silver and 
GST rectangular nanostrips with 10 μm 
length (Fig. 1a)4. GST is one of the most 
commonly used PCMs because of its low 
energy consumption and strong refractive 
index tunability. The phase switching of the 
GST antenna is realized by a pulsed current 
heating the nearby Ag nanostrip. A low 

but relatively long duration current pulse 
(10 mA for ~20 μs) causes mild heating 
of the GST crystal phase below its melting 
temperature, so that the simultaneous 
ambient cooling leaves it in the crystal 
phase. Conversely, a short but high (15 mA) 
current pulse (15 mA for 500 ns) induces 
fast heating and melting with subsequent 
rapid cooling to reset the GST into the 
amorphous state. The GST–Ag antenna 
system possesses the localized surface 
plasmon resonance in the near-infrared 
range, strongly dependent on the refractive 
index of the GST. Consequently, the phase 
switch of GST accompanied by a refractive 
index change causes a scattering efficiency 
modulation of ~30%. The authors claim 
the achievement of various degrees of 
crystallinity by varying the amplitude and 
duration of the pulses. Indeed, previous 
publications on GST nanostructures have 
also shown intermediate states between 
the amorphous and crystalline one6. This 
observation opens the ways for multi-level 
operation and broadens the functionality 
of PCM-based antennas and metasurfaces. 

Finally, the authors have engineered a 
reflective metasurface based on GST 
nanostrips placed on an Ag contact layer. 
In this case, the long but weak electrical 
pulse turns the metasurface into the perfect 
absorber, while the short but strong one 
makes the metasurface reflective. The 
experimentally approved reflectance 
variation also reaches 30%. All these results 
bring this work to a qualitatively new level in 
comparison with previous investigations7.

Zhang et al. make one step forward 
towards the realization of large-scale 
reconfigurable metasurfaces5. Unlike the 
work of Wang et al. where the metasurface 
area barely reaches 5 × 5 μm2, this work 
achieves 400 × 400 μm2 area by the 
optimization of the electrical heater 
design to improve thermal uniformity 
and utilization of a fairly novel PCM, 
Ge2Se2Sb4Te (GSST). Compared to 
GST, GSST is broadly transparent in the 
near-infrared region. Besides, while the 
fast phase transition in GST occurs only in 
small-volume structures (characteristic size 
of ~100 nm), GSST allows the engineering 

GST Ag Ti/Pt

Au

GSST metasurfaceNanostrip antenna

Wang et al. Zhang et al.

Reset
Reset

Set
Set

a b

Fig. 1 | Schematic of tunable metastructures. a, Electrically tunable GST–Ag meta-atom, which 
utilizes localized plasmon resonance to enhance and modulate scattering. b, Electrically reconfigurable 
metasurface capable of switching between reflecting and absorbing regimes. The tunability of both 
metastructures is achieved by a reversible transition of a PCM from an amorphous to a crystalline state 
upon mild electrical heating caused by a long weak set pulse and from crystalline to amorphous induced 
by a short strong reset pulse.

Nature Nanotechnology | VOL 16 | June 2021 | 615–616 | www.nature.com/naturenanotechnology
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of thicker metasurfaces. The proposed 
metasurface operates in the reflective 
regime (Fig. 1b). The demonstrated 
reflectance modulation is also of ~30% 
and the smooth control of the GSST phase 
states with different crystallinity is similarly 
demonstrated by varying the pulse duration 
and amplitude. More remarkably, the 
authors suggest a PCM-metasurface with 
asymmetric meta-atom composed of two 
disks of different radii. Due to this unit-cell 
asymmetry, the metasurface serves as an 
optical beam deflector in the amorphous 
state and, predominantly, as a reflector in 
the crystalline state. However, the larger 
size and beam deflection functionality of 
the metasurface comes with the price of 
slower operation (for example, ~500 ms 
crystallization time in contrast to ~20 μs 
reported in ref. 4)

Although these works make a 
breakthrough in the tunable PCM-based 
metasurfaces, the proposed approaches suffer 
from several drawbacks. First, the suggested 
design of the heater forbids operation in the 
transmission regime, which may be limiting 

for some applications; the use of transparent 
electrodes (indium tin oxide or graphene) can 
potentially solve this problem. Second, since 
the metasurface heating is sufficient for the 
phase change, high-power optical radiation 
itself can cause an undesired transition 
between the amorphous and crystalline states. 
Third, the reported modulation amplitude 
is still too small for real-life applications; 
employing concepts of machine learning or 
light scattering engineering should improve 
this figure of merit8,9. Fourth, although 
PCMs can, in principle, handle millions 
of crystallization cycles, Wang et al. and 
Zhang et al. report only 100 and 40 cycles, 
respectively. Finally, the slow operational 
speed of these PCM-based metasurfaces is 
one of the most restricting drawbacks of this 
technology. Nevertheless, the demonstration 
of electrically tunable PCM metasurfaces 
represents an attractive prospect for 
reconfigurable holograms, diffractive optical 
elements, adaptive optics and sensing. ❐
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APPENDIXD
Paper 4: Levitated

Optomechanics with
Meta-Atoms

This manuscript explores the optical trapping of Mie resonant nanoparticles in a vac-
uum, and a trapping regime based on intensity minima is identified. The manuscript
is published.

The citations in the manuscript refer to reference list included at the end of the
manuscript.
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We propose to introduce additional control in levitated optomechanics by trapping a meta-atom, i.e., a
subwavelength and high-permittivity dielectric particle supporting Mie resonances. In particular, we
theoretically demonstrate that optical levitation and center-of-mass ground-state cooling of silicon
nanoparticles in vacuum is not only experimentally feasible but it offers enhanced performance over
widely used silica particles in terms of trap frequency, trap depth, and optomechanical coupling rates.
Moreover, we show that, by adjusting the detuning of the trapping laser with respect to the particle’s
resonance, the sign of the polarizability becomes negative, enabling levitation in the minimum of laser
intensity, e.g., at the nodes of a standing wave. The latter opens the door to trapping nanoparticles in the
optical near-field combining red and blue-detuned frequencies, in analogy to two-level atoms, which is of
interest for generating strong coupling to photonic nanostructures and short-distance force sensing.

DOI: 10.1103/PhysRevLett.130.233601

Optical trapping and motional control of polarizable
submicron objects in vacuum has become a very active
research field [1,2]. Recently, the motion of an optically
levitated silica nanoparticle has been cooled to the quantum
ground state, either using passive feedback cooling via
coherent scattering into a cavity [3–5], or via active
feedback cooling [6–8] with shot-noise limited optical
detection. In addition, the optical dipole-dipole interaction
between two silica nanoparticles trapped in vacuum in two
separate optical tweezers has been measured [9], which
opens the door to study many-particle physics in vacuum
[2,10–16]. Optical trapping and control in vacuum of more
complex particles supporting internal resonances has thus
far been considered unattainable due to laser absorption,
and has been solely studied by using low frequency electric
[17–20] or magnetic fields [20–28]. In contrast to optical
manipulation, magnetic and electric platforms are less
advanced and face additional challenges in terms of
motional control in the quantum regime [2].
In this Letter, we analyze the use of Mie resonances

supported by silicon nanoparticles [29] for optical levita-
tion in vacuum [30]. We demonstrate that the resonances
enable larger trap frequencies and trap depths compared to
silica nanoparticles. Remarkably, we also evidence that
silicon nanoparticles of few hundred nanometers behave,
from the optomechanical standpoint, as a meta-atom whose
polarizability changes sign across the resonance. In analogy
with two-level atoms, this enables trapping the particle
in regions of minimum laser intensity [31–34]. The
frequency-dependent sign of the polarizability is foreseen

to enable trapping of silicon particles near a surface by
using two-color near-field traps [35,36]. The latter is of
interest to couple particle’s motion to optical microcavities
[37] or other integrated photonic systems [38–40]. In the
context of optical interaction of many particles, optical
resonances pave the way to engineer stronger and more
complex types of interactions beyond dipole-dipole inter-
action. Last but not least, in the context of levitated
optomechanics, we theoretically show how to achieve
motional ground-state cooling of optically resonant nano-
particles and discuss its distinctive features, including
larger cooling rates and even the possibility of entering
the strong optomechanical coupling regime in free space
[3,41,42].
Let us consider a spherical silicon (Si) particle of

radius R, mass m, and homogeneous refractive index
n ¼ nr þ ini, interacting with laser light in ultrahigh
vacuum. We consider a standing wave pattern along the
z axis that is formed by two x-polarized and counter-
propagating focused laser beams of equal wavelength λ,
and with a relative phase Δϕ [43–46] (Fig. 1). The case
Δϕ ¼ 0 and Δϕ ¼ π corresponds to the optical configu-
ration with constructive interference and destructive inter-
ference at the focal point, respectively. Because of the
symmetry of the illumination, the scattering forces expe-
rienced by the particle cancel out such that trapping
conditions are fully determined by both field intensity
gradients and particle polarizability. Unlike subwavelength
silica (SiO2) nanoparticles that behave as nonresonant
dipole scatterers, a subwavelength Si nanoparticle supports
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multipolar Mie resonances [29] whose spectral features
depend on the real part of the dielectric constant ϵ ¼ n2 and
the ratio R=λ. The enhanced nanoparticle polarizability at a
given Mie resonance is expected to substantially increase
the total force experienced by the particle, and thereby to
increase trap depth and trap frequencies compared to a SiO2

nanoparticle (Fig. 1). Furthermore, as discussed later, Mie
resonances offer an opportunity to control the sign of the
force by an appropriate detuning between the Mie reso-
nance and the frequency of the trapping laser, thereby
enabling the trapping of particles at a dark spot [Fig. 1(a)].
To test these hypotheses, we use the optical tweezers

computational toolbox [47] to calculate the total optical
force on a Si nanoparticle with center-of-mass position r in
the standing-wave configuration described above. We set
the focal point of the standing wave at z ¼ 0 (Fig. 1).
Hereafter, we make use of the paraxial approximation such
that the optical force acting on a particle placed near the
focus has cylindrical symmetry [48]. Hence, the total force
is characterized by a force term along the standing-wave
axis, denoted by FzðrÞ, and a force term perpendicular to
the optical axis, denoted by FρðrÞ. In Fig. 2(a) we plot
Fzð0; 0; zÞ as a function of radius R and axial distance z for
Δϕ ¼ π (dark focal spot) and using the experimental
parameters given in Table I. Note that, Fzð0; 0; zÞ changes
its sign multiple times both as a function of z due to the
standing-wave profile and, remarkably, as a function of
radius R as the trapping wavelength swipes across the
different Mie resonances. Similar sign flips are observed for
the radial force Fρ as a function of radius R and radial
distance x; see Fig. 2(b). For Δϕ ¼ 0 (bright focal spot) the
axial force Fzð0; 0; zÞ displays opposite attractive and
repulsive regions while the radial force remains unchanged;
see Ref. [49]. Overall three-dimensional trapping can be
achieved in the dark, where, in absence of the particle, light

destructively interferes. As seen from the map of the optical
potential UðrÞ displayed in Figs. 2(c) and 2(d), the axial
trapping position z0 occurs either at the focal dark point
z0 ¼ 0 for radii in the range R½nm� ≈ ð196; 215Þ and in a
neighboring bright spot for radii in the range R½nm� ≈
ð216; 284Þ [these radii ranges are highlighted by the black
boxes in Figs. 2(a) and 2(b)]. Hereafter, we will exclusively
consider optical trapping at the focal point z0 ¼ 0, which
requires using either Δϕ ¼ π (dark trapping) or Δϕ ¼ 0
(bright trapping) configuration depending on the par-
ticle size.
In particle trapping, both the trap depth ΔU and the trap

frequencies Ωz and Ωρ are key parameters to quantify the
quality of the trap. The trap depth ΔU is defined as the
kinetic motional energy required for the particle to escape.
The trap frequencies Ωz and Ωρ are defined when the

FIG. 1. Illustration of the optical configuration and the corre-
sponding optical potential with trap depth ΔU and trap frequency
Ω. In both panels the optical configuration consists of two
x-polarized focused laser beams of equal wavelength, counter-
propagating along the z axis. The relative phase Δϕ specifies the
intensity of the standing wave at the focal point. (a) Silicon
nanosphere trapped at the intensity minimum (Δϕ ¼ π) (b) Silica
nanosphere trapped at the intensity maximum (Δϕ ¼ 0).

(a)

(b)

(c) (d)

FIG. 2. (a) Axial force Fzð0; 0; zÞ as a function of axial distance
z and radius R for Δϕ ¼ π (dark focal spot). Inset shows the axial
trapping position z0 as a function of radius R. The corresponding
ranges R½nm� ≈ ð196; 215Þ and R½nm� ≈ ð216; 284Þ are high-
lighted by solid and dashed black boxes in (a) and (b). (b) Radial
force Fρðx; 0; z0Þ as a function of the radial distance x, radius R,
and z0 as specified in the inset of (a). (c) Optical potentialU for Si
nanoparticles with R ¼ 209 nm trapped at the dark focal point
z0 ¼ 0. (d) Optical potential for Si nanoparticles with R ¼
250 nm trapped at the bright spot z0 ≠ 0.
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optical potential is expanded around its minimum (in our
case, near the focus), namely UðrÞ≈mΩ2

zz2=2þmΩ2
ρρ

2=2.
In levitated optomechanics, the mechanical trap frequency
along a given axis sets an important timescale for the
dynamics. In the quantum regime, the trap frequency is
required to be larger than the decoherence rate caused by
any noise source other than laser recoil heating. Maximi-
zing trap frequencies is thus desirable for bringing the
motion of a particle into the quantum regime. In Fig. 3(a)
we plot ΔU and in Fig. 3(b) Ωz and Ωρ as a function of
radius R for a particle trapped at z0 ¼ 0 (the upper
horizontal axis shows whether the dark Δϕ ¼ π or bright
Δϕ ¼ 0 configuration is required). For comparison, we
also display with the dashed line the case of a SiO2

nanoparticle for the bright configuration Δϕ ¼ 0, which
is the only possibility to trap a nonresonant dielectric
particle. In contrast to what is observed for SiO2, ΔU and

Ωz;ρ display for Si complex R dependence with regions of
both enhancement and diminution. The maximum trap
depth is achieved for R ¼ 209 nm in the dark trapping and
for R ¼ 250 nm in the bright trapping (black dotted lines),
with trap depths approximately 25 times greater than for
SiO2. Both axial Ωz and radial Ωρ mechanical frequencies
also display enhanced values, which can be more than
5 times larger than those of a SiO2 nanoparticle. Let us
remark that the complex features of Figs. 3(a) and 3(b)
correlate to the different electric and magnetic modes
supported by the particle [57], as we show in [49].
While so far we have focused on conservative dynamics,

namely on the optical potential, the interaction of a
dielectric particle with laser light also induces dissipative
motional dynamics, i.e., laser light recoil heating [58–60].
Recoil heating induces a linear in time increase of center-
of-mass energy due to the backaction caused by the
scattered light that carries information about the center-
of-mass position. The recoil heating rate Γμ along the μ axis
(μ ¼ x, y, z) is defined as ∂tEμðtÞ ¼ ΓμℏΩμ, where
EμðtÞ ¼ hp2

μ=ð2mÞ þmΩ2
μr2μ=2i. The expected value rep-

resents an ensemble average over trajectories. In the context
of quantum ground-state cooling of the center-of-mass
motion of a dielectric particle via optical detection, recoil
heating is of paramount importance. Figure 3 shows Γx;z for
Si (solid) and SiO2 (dashed) particles as a function of radius
R calculated using recent theoretical methods [60]. We
observe a complex behavior for Si particles, while SiO2

shows smooth trends expected for particles in the Rayleigh

TABLE I. Table of proposed experimental parameters.

Parameters Description

λ ¼ 1550 nm Laser wavelength
P ¼ 50 mW Laser power per beam
NA ¼ 0.8 Numerical aperture
nSiðλÞ ¼ 3.48þ i 5.3038 × 10−11 Refractive index of Si [55]
nSiO2
ðλÞ ¼ 1.46þ i 5 × 10−9 Refractive index of SiO2 [56]

ρSi ¼ 2330 kgm−3 Mass density of Si
ρSiO2

¼ 2200 kgm−3 Mass density of SiO2

(a) (b)

(c) (d)

FIG. 3. (a) Trap depth ΔU for z0 ¼ 0 as a function of the radius R for Si (solid) and SiO2 (dashed). The upper abscissa specifies which
relative phase Δϕ is used to achieve z0 ¼ 0 for Si. The black dotted lines represent the maximal trap depth at R ≈ 209 nm (dark), and
R ≈ 250 nm (bright), respectively. (b) Radial trap frequency Ωρ (blue) and axial trap frequency Ωz (red) as a function of the radius R for
Si (solid) and SiO2 (dashed). (c) Recoil heating rate Γx along x (blue) and recoil heating rate Γz along z (red) as a function of radius R for
Si (solid) and SiO2 (dashed). (d) Internal temperature Ti as a function of radius R for Si in the bright trap (solid red), Si in the dark trap
(solid blue), and SiO2 in the bright trap (red dashed).
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regime. In general, Γx;z for Si exceeds SiO2 for nearly all
radii by up to 3 orders of magnitude. This increase is more
pronounced for the axial direction. On one hand, higher Γx;z

leads to increased decoherence rates at equal power levels.
On the other hand, this enhancement implies that more
scattered photons carrying information about the particle
position are collected, which is advantageous for active
feedback cooling, as discussed below. Last but not least, we
observe configurations in which Γx;z is comparable or even
larger than the trap frequencies, which is a signal of the
strong optomechanical coupling regime. The possibility of
entering and exploiting the strong optomechanical regime
in free space (i.e., without cavities) will be further inves-
tigated elsewhere.
Another critical parameter that determines the experi-

mental feasibility of trapping in vacuum is the internal
heating of the particle by laser absorption. Thus, it is
important to estimate the particle’s internal temperature Ti
in the different optical trapping configurations under
consideration. Ti in high vacuum is estimated by balancing
the absorbed laser power and the power emitted by the
nanoparticle, which can be calculated using Mie solutions
[61–63]; see Ref. [49] for more details. In Fig. 3(d), we
show Ti for a Si nanoparticle (solid) in the bright trapping
(red) and dark trapping (blue) configuration as a function of
radius R for the experimental numbers given in Table I. We
observe three local maxima in Ti of the Si nanoparticle that
align with excited Mie resonances of a different order; see
Ref. [49]. We notice that maximal values of Γx;z coincide
with increased Ti. While Si nanoparticles heat up more
(around a factor of 2) than SiO2 nanoparticles (dashed line),
the internal temperature is lower than the melting point of
bulk Si (≈1700 K).
Let us now show that motional ground state cooling of a

Si nanoparticle is experimentally feasible, especially in the
dark trapping configuration. Assuming that laser recoil is
the dominant source of motional heating, phonon occupa-
tion along a given axis, say the optical axis, nz, is only
governed by the detection efficiency η, with nz ¼ ð

ffiffiffiffiffiffiffiffi

1=η
p

−
1Þ=2 < 1 [6,7,64]. η is the ratio of detected photons that are
scattered from the particle by either increasing or decreas-
ing the center-of-mass kinetic energy along the z axis.
Hence, it is key to know the angular dependence of such
scattered photons to evaluate the portion of them that can be
detected and processed by the experimental configuration.
This information is given by the so-called radiation patterns
[64], calculated using recent theoretical methods [60].
Figure 4 displays the radiation pattern associated with
the motion along the z axis in the x − z plane for a Si
nanoparticle in a dark (blue solid) and a SiO2 nanoparticle
in a bright trap (red dashed), and equal radii R ¼ 209 nm.
It illustrates that, under our conditions, scattered photons
feature a very similar angular pattern. The gray shaded area
illustrates the collected light fraction governed by the NA.
For NA > 0.75, the reached detection efficiencies are equal

for both scenarios, and for NA ¼ 0.8 the detection effi-
ciency yields η ¼ 0.41 for Si and η ¼ 0.42 for SiO2. Hence,
ground state cooling with n ¼ 0.28 is in reach, as already
demonstrated for bright traps in [6,7]. Let us emphasize that
recoil heating for Si nanoparticles is up to 3 orders of
magnitude larger than for SiO2 implying that ground-state
cooling can be achieved either with 3 orders of magnitude
faster timescale or with up to 3 orders of magnitude less
laser power. In the regimes where the recoil heating rates
are comparable or larger than the trapping frequencies,
other cooling methods based on the use of light pulses
could be employed [65].
In summary, we have shown how Mie resonances in

silicon nanoparticles introduce an additional degree of
control over the dynamics of levitated mechanical oscil-
lators. First, the higher mechanical frequencies, trap depths,
and recoil heating rates, as compared to standard silica
particles, contribute to increased motional quantum control
of nanoparticles. Second, the sign change of the particle’s
polarizability with the laser frequency enables trapping and
center-of-mass ground-state cooling at a laser intensity
minimum. We foresee that these unique properties of
levitated meta-atoms will open new opportunities in levito-
dynamics [2], inspired by atom optics. In particular,
multiwavelength trapping should enable the accurate con-
trol of the distance to an interface [35], critical to the study
of surface forces [66], and coupling to photonic structures
[67]. Furthermore, parallel trapping of silicon meta-atoms
would allow the exploration of interactions beyond the
dipole-dipole regime through higher order multipoles, such
as electric or magnetic quadrupoles.
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FIG. 4. Detection efficiency η along z as a function of the
numerical aperture NA ¼ sin ΘNA for Si (solid blue) and SiO2

(dashed red) at R ¼ 209 nm. Inset shows the (normalized)
information radiation pattern along z in the x-z plane for both
Si (solid blue) and SiO2 (dashed red).
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APPENDIX E
Paper 5: Switchable

dual-mode nanolaser:
mastering emission and
invisibility through phase

transition materials
A nanolaser capable of switching between emission and cloaking regimes is suggested
and theoretically investigated. The manuscript is published.
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Abstract: The principle of detailed balance states that

objects efficiently emitting radiation at a specific wave-

length also efficiently absorb radiation at the same wave-

length. This principle presents challenges for the design

and performance of photonic devices, including solar cells,

nanoantennas, and lasers. A design that successfully inte-

grates the properties of an efficient emitter in one state and

invisibility in another state is essential for various applica-

tions. In this work, we propose a novel nanolaser design

based on a semiconductor nanoparticlewith gain enveloped

by a phase transition material that enables switching

between lasing and cloaking (nonscattering) states at the

same operating frequency without modifying the pumping

conditions. We thoroughly investigate the operational char-

acteristics of the nanolaser to ensure optimal performance.

Our nanolaser design can function with both optical and

electric pumping and exhibits the features of a threshold-

less laser due to its high beta-factor and strong Purcell

enhancement in the tightly confined Mie resonance mode.

Additionally, we develop a reconfigurablemetasurface com-

prising lasing-cloaking metaatoms capable of transitioning

from lasing to a nonscattering state in a fully reversible

manner.
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1 Introduction

The principle of detailed balance states that efficient light

emitters must also strongly interact with light through

enhanced absorption and scattering [1–6]. This principle is

fundamental for microwave, terahertz (THz), and optical

emitters, as it requires equal radiation and reception effi-

ciencies [7–9]. It also leads to Kirchhoff’s law, connecting

spectral emissivity and absorptivity for systems in ther-

mal equilibrium [10]. This principle enables dual devices,

such as receiving-transmitting antennas and radar sys-

tems [7], emitting–absorbing nanoantennas [11], and opti-

cally pumped laser LEDs [12]. However, these interactions

impose fundamental constraints on optical device perfor-

mance across the spectrum. For example, solar cells with

high absorption often face reduced conversion efficiency

due to increased thermal radiation, while low-emissivity

cells compromise solar energy absorption [13–15]. An ideal

solar cell would also be a perfect LED, but the detailed

balance prevents this [5]. Overcoming these limitations

typically involves nonreciprocal materials based on using

strong magnetic field biases, optical nonlinearity, or time-

variationmethods [2]. Alternatively, distinguishing between

light emission and absorption/scattering effects in the fre-

quency or time domain can be employed in a tunable or

reconfigurable system.

Modern trends in miniaturization require nanopho-

tonic devices to work in both light-emitting and light-

absorbing regimes while becoming invisible to avoid inter-

ference with other elements. The shift to nanoscale optical

devices has led to the development of nanolasers, a new

class of coherent emitters. The concept of surface plasmon

amplification by stimulated emission of radiation (SPASER),

introduced by David Bergman and Mark Stockman in

2003, marked the beginning of spasers and nanolasers [16].

Numerous designs have since emerged [17], with noble

metal nanoparticle-encased active media being particu-

larly promising for optimal overlap between material gain

and lasing mode [18–22]. More recently, semiconductor-

based nanolasers have become low-threshold, efficient

Open Access. © 2023 the author(s), published by De Gruyter. This work is licensed under the Creative Commons Attribution 4.0 International License.
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alternatives to plasmonic spasers [23, 24], with perovskites

and quantum dot (QD) inclusions attracting attention

for their high material gain and optical activity [25–28].

Nanolasers have been successful in applications such as

sensing, biological probing, super-resolution imaging, vor-

tex beam generation, on-chip integrated optical intercon-

nects, and all-optical data processing [19].

However, nanolasers show enhanced scattering, espe-

cially at the lasing threshold [28], which imposes limitations

on their use in optical interconnections and sensing. Dif-

ferentiating light emission from absorption and scattering

phenomena in nanolasers is challenging due to the inability

of existing nanolaser designs to shift between various scat-

tering states. They are restricted to transitioning between

narrowband laser emissions and broadband resonant or

nonresonant scattering by modifying the pump intensity.

Recently proposed anapolar lasers have gained attention

due to their potential to lower the lasing threshold intensity

in configurations that utilize optical pumping [29, 30]. Tran-

sitioning this nanolaser to another scatteringmode, like one

with suppressed scattering from an anapole, necessitates

turning off optical pumping, fundamentally altering the sys-

tem. All this raises the question: can a nanolaser be cloaked

without modifying its pumping conditions?

In this work, we present a novel method that enables a

nanolaser to switch between emission and cloaking (non-

scattering) modes at the same operating frequency. Our

design features a core–shell nanostructure composed of

a semiconductor nanoparticle (NP) enveloped by a phase

change material (PCM) [31–33]. The PCM shell enables

the refractive index change via the transition between

amorphous and crystalline states. This unique nanos-

tructure allows reversible switching between two optical

states: coherent light emission [Figure 1(a)] and cloaking

[Figure 1(b)]. The cloaking phase is linked to the excitation

of an anapole state [34–36]. We investigate the dynam-

ics of the proposed tunable nanolaser in the frequency

domain and input-output characteristics in the stationary

state. Additionally, by utilizing this single lasing-cloaking

metaatom, we develop a reconfigurable metasurface capa-

ble of reversibly transitioning from laser radiation to a

nonscattering state. We demonstrate that this intelligently

designednanolaser can indeedbe cloaked and subsequently

restored to the laser state without altering its pumping

conditions.

2 Results and discussion

We consider a spherical core–shell nanostructure made of

a semiconductor core with material gain and an antimony

trisulfide (Sb2S3) shell. Sb2S3 is a prospective phase-change

material with a high dielectric constant, low losses, and

strong tunability in the visible range [37, 38]. The permit-

tivity dispersion of Sb2S3 (see Supplementary Information)

indicates the broadband transparency of this material

above the wavelength of 600 nm (frequency below 500 THz)

in the amorphous phase.

We assume that the permittivity of the semiconductor

core obeys the Drude–Lorentz model [28]:

𝜀c (𝜔) = 𝜀∞ −
f𝜔2

0

𝜔
2
0
−𝜔

2 − iΓ𝜔, (1)

where 𝜀∞ = 13.5 is the dispersionless part of the permittiv-

ity, 𝜔 is the angular frequency of light, 𝜔0/2𝜋 = 474 THz is

the resonant frequency of dipole transitions, Γ = 1013 s−1 is

the polarization decay rate, and f is the oscillator strength

related to the material gain g and speed of light c as [39]

f = gcΓ√𝜀∞∕𝜔2
0
. Chosen parameters are achievable by

Figure 1: Cloaking a nanolaser. Illustration of the core–shell nanostructure supporting reversible switch between (a) nanolaser regime and (b)

cloaking (anapole) regime at the same frequency.
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QDs and perovskites at room temperature [28]. The permit-

tivity of 13.5 is typical for high-index semiconductors like

GaAs, GaP, InAs, and others. The resonant frequency 𝜔0 is

optimized to achieve maximum spectral overlap with the

laser mode.

Thismodel allows us to study the core–shell nanostruc-

ture in optically passive (g ≤ 0) and active (g > 0) regimes.

To this end, we chose the core radius of Rc = 109 nm and the

radius of the shell of Rs = 125 nm. The optical response of

the spherically symmetric core–shell nanostructure can be

described by the generalizedMie theory [40]. The scattering

cross-section (SCS) spectrum of the nanostructure can be

calculated from the Mie multipole expansion [40, 41]:

SCS = 2

(kRs)
2

∞∑

l=1
(2l + 1)

(
|al|2 + |bl|2

)
, (2)

where l is the multipole order, k = 𝜔∕c is the vacuum

wavenumber, al and bl are the frequency-dependent electric

and magnetic multipole scattering coefficients.

According to the scattering theory, the optical proper-

ties of a system are defined by the eigenmodes of the system,

which appear as poles of the scatteringmatrix coefficients at

the corresponding complex eigenfrequencies [42]. Thus, to

study the eigenmodes, eigenfrequencies, and their dynam-

ics in the frequency domain, we calculate the SCS of the

core–shell nanostructure in the complex frequency plane

(𝜔 = 𝜔
′ + i𝜔

′′).

The SCS of a passive (g = 0) core–shell nanostruc-

ture in an amorphous phase depending on the imagi-

nary frequency 𝜔
′′∕2𝜋 and wavelength 𝜆 = 2𝜋c∕𝜔′ is

shown in Figure 2(a). Due to passivity, the poles associ-

ated with the electric and magnetic multipoles of different

order are observed in the lower complex frequency plane.

The first four modes are magnetic dipole (MD) with an

extracted eigenfrequency 𝜔MD/2𝜋 = 330.6–13.25i THz, elec-

tric dipole (ED) with 𝜔ED/2𝜋 = 456–47.75i THz, magnetic

quadrupole (MQ) with 𝜔MQ/2𝜋 = 474.0–4.5i THz, and elec-

tric quadrupole (EQ)with𝜔EQ/2𝜋 = 570–13.9i THz. The laser

threshold can be estimated via the quality factor (Q-factor)

of the mode of interest, or in other words, by the amount

of gain required to deliver the pole to the real axis [39, 42].

Our calculations reveal that the MQ mode has the highest

Q-factor of Q = 53 among the first four, making this mode a

promising candidate for the nanolaser.

The red marks in Figure 2(a) designate the minima of

the SCS located at the real axis (𝜔′′ = 0). In literature, these

minima are called non-scattering anapoles responsible for

optical invisibility or cloaking [34, 35, 43]. Notably, the elec-

tric anapole (EA) is located near the MQ resonance, facili-

tating the tunability between MQ and EA states. The poles

in the complex frequency plane project into resonances at

the real axis, Figure 2(b). Also, note that anapole states are

not eigenmodes of the system and, as such, they cannot lase,

unlike poles [35]. We identify the multipole content of the

investigated modes and anapoles of the core–shell in the

Figure 2: Passive core–shell nanostructure. (a) Normalized scattering cross-section (SCS) of a passive core–shell NP based on Sb2S3 shell and

semiconductor core depending on wavelength (𝜆 = 2𝜋c∕𝜔′) and imaginary part of frequency. The bright points (MD, ED, MQ, EQ) on the map

represent poles of SCS, i.e., eigenfrequencies of the NP. The red marks (EA, MA) correspond to anapoles of the NP. (b) Normalized SCS at zero

imaginary frequency depending on wavelength. (c, d) Multipole decomposition of normalized SCS of the core–shell NP in the amorphous (c) and

crystalline (d) phases. The yellow area emphasizes the spectral range of the highest modulation of SCS due to the phase change.
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amorphous and crystalline phases by the multipole expan-

sion of the scattering spectra, Figure 2(c and d). The trans-

formation of the Sb2S3 shell from amorphous to crystalline

state leads to a switch of the scattering response around

633 nm wavelength (yellow area) from MQ resonance to

non-scattering EA state.

Next, we study the transition to lasing in the core–shell

nanostructure achieved by introducing the material gain

(g > 0). The nanostructure is designed to maximize the

overlap between the lasing MQ mode and material gain.

The electric field distribution and the radiation pattern of

this mode are shown in the insert of Figure 3(a). After intro-

ducing a non-zero value of the material gain, the NP modes

start interacting with thematerial dipole transition, and the

initial MQmode splits into two modes. These modes appear

as new distinct poles in the complex frequency plane. Upon

increasing the material gain, the poles of the nanostructure

shift from their initial positionsmarked by the green crosses

in Figure 3(b). One reaches the real axis when the material

gain reaches as high as gth = 9.5 × 103 cm−1, marking the

transition to lasing [28, 42]. The transition is accompanied

by a sharpening of the SCS at the wavelength of laser radia-

tion, as shown in Figure 3(a). Remarkably, pumping of the

gain medium does not significantly change the scattering

properties of the nanostructure in the crystalline phase that

remains cloaked (Figure 3(c)).

The dynamics of the nanolaser is complicated since the

polarization decay rate Γ of the dipole transition in the

core is lower than the photonic decay rate of MQ mode

𝜅 = 5.65 × 1013 s−1. As a result, the dipole moment of the

nanolaser gain medium cannot be adiabatically eliminated,

which is sometimes referred to as a “superradiant regime”

[44, 45]. For simulation of the input–output characteristic,

we employ an approach that incorporates collective polar-

ization correlations of emitters in the core into the densities

of states and frequency-dependent population functions,

thereby obtaining the spontaneous and stimulated emis-

sion rates in the convenient form of Fermi’s “golden rule”

integrals [46]. Thus, the spontaneous (Rsp) and stimulated

(Rstim) emission rates into the laser mode are evaluated as

Figure 3: Active core–shell nanostructure. (a) Spectral dependence of normalized SCS of the NP with material gain g= 9.5 × 103 cm−1 in the

amorphous phase of the Sb2S3 shell and its multipole decomposition. The ultra-high peak of SCS at 633 nm in the amorphous phase corresponds to

the laser regime. Insert shows the electric field profile and radiation pattern of the lasing mode (MQ). (b) Scheme of dynamics of poles and anapole

(scattering zero) of the NP upon the laser pump and phase change. Different colors label poles and anapole corresponding to different states. Green

corresponds to the system with the core in the amorphous state and ultimately small g→ 0. Blue denotes the transition of the NP to the nanolaser (the

phase remains amorphous) with g= 9.5 × 103 cm−1 as the laser pump rises. Orange indicates reversible tuning between amorphous and crystalline

phases. (c) Normalized SCS spectrum of the NP with g= 9.5 × 103 cm−1 in the crystalline phase and its multipole decomposition. The pronounced dip

in the crystalline phase is observed around 633 nm. (d) Purcell factor and its partial contributions from different modes of the NP with amorphous

shell depending on wavelength.
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(see more details on the nanolaser model and coherence in

Supplementary Information):

Rsp =
1

4
GΓn2(1− n1)

n2 − n1

𝜅 + Γ − G∕2
(
𝜔0 −𝜔MQ

)2 +
(
𝜅+Γ−G∕2

2

)2 (3)

Rstim = 𝜅Np − Rsp (4)

where n2 and n1 are occupation numbers of the

excited and ground states of dipolar transition,

G = 𝜅
g

gth

[
1+ 4

(
𝜔0−𝜔MQ

𝜅+Γ

)2]
and the number of photons in

the cavity is:

Np =
Γ

Γ + 𝜅

n2(1− n1)

n2 − n1

g

gth − g
(5)

Equations (3)–(5) imply that, in the steady state, the

pole cannot cross or even reach the real axis since, as g

approaches gth, the number of photons in the cavity grows

infinitely. Also, from Eq. (3), it is evident that the beta-factor,

i.e., the ratio of spontaneous emission into the laser mode

to the total spontaneous emission into all modes, explicitly

depends on the material gain, and therefore, it is not a

parameter of the nanolaser.

To evaluate spontaneous emission into non-lasing

modes, we have numerically determined the spectrum of

Purcell enhancement F(𝜔) for a monochromatic emitter

in the core and performed its multipole decomposition.

The result, shown in Figure 3(d), is averaged over dipole

orientations and positions within the core [47, 48]. From

the Purcell enhancement spectrum, we were able to rig-

orously compute the beta-factor at transparency (g = 0)

using: 𝛽0 =
∫ ∞
0
FMQ(𝜔)𝜀

′′
c(𝜔)d𝜔

∫ ∞
0
F(𝜔)𝜀′′c(𝜔)d𝜔

, where FMQ(𝜔) is the contribu-

tion of the magnetic quadrupole mode to F(𝜔) while 𝜀′′
c
(𝜔)

is the imaginary part of the dielectric function 𝜀′′
c
(𝜔), given

by Eq. (1). After calculations, we obtain 𝛽0 = 0.841. The

emission rate into the nonlasing MD, ED, and EQ modes is:

Rnl
sp
= 1−𝛽0

4𝛽0
GΓ n2(1−n1)

n2−n1
𝜅+Γ

(𝜔0−𝜔MQ)
2+(𝜅+Γ)2∕4 . Finally, we include

the nonradiative decay of excited emitters with the total

rate Rnr = Nn2(1− n1)∕𝜏nr, where N = 1300 is the number

of emitters and 𝜏nr = 1 ns is the nonradiative lifetime.

The input-output characteristic of the nanolaser is

shown in Figure 4(a). The log–log plot does not exhibit a

distinct kink which makes it similar to thresholdless lasers

[49, 50]. This can be attributed to the high beta-factor close

to 1, and strong Purcell enhancement in the strongly con-

fined Mie resonance mode. The latter makes nonradiative

recombination rates relatively small compared to the rates

of radiative transitions. In a thresholdless nanolaser, it is

impossible to recognize the transition to lasing based only

on the input–output curve [51]. To make sure that we

work with the correct part of the input–output curve, we

have determined the emission linewidth as a function of

the absorbed pump power, depicted in Figure 4(b), which

clearly shows the onset of coherence at approximately 1 μW
of absorbed pump power. On the plateau below 1 μW, the
linewidth of about 2 nm is determined by the polarization

dephasing rate of the gain medium rather than the life-

time of the cavity photons. Upon increasing the absorbed

pump power above 1 μW, the laser linewidth decreases

inversely proportional to the output power, which agrees

with the Schawlow–Townes law [52] and experimentally

observed linewidth dependence in thresholdless nanolasers

[49, 50]. As indicated by Figure 4(c), the line narrowing coin-

cides with the onset of stimulated emission in our struc-

ture, hence the input–output curve in Figure 4(a) shows the

nanolaser operating in the spontaneous emission regime

at low powers, the lasing regime dominated by the stim-

ulated emission at high powers and transitional ampli-

fied spontaneous emission regime between them. At the

same time, linewidth narrowing does not guarantee that

the statistics of emitted photons would be Poissonian, as it

should be for the coherent state [53]. The number of photons

(a) (b) (c)

Figure 4: The nanolaser characteristics. (a) Light input–light output curve of the nanolaser. The blue dashed line corresponds to the characteristic of

an ideal thresholdless nanolaser (for comparison). (b) Calculated linewidth of the nanolaser as a function of the pump power. (c) Fractions of

spontaneous, stimulated emission rates and nonradiative decay in the total pump rate.



3734 — S. Lepeshov et al.: Switchable dual-mode nanolaser: mastering emission and invisibility

(a) (b)

Figure 5: Cloaking a metasurface. (a) Transmittance spectrum of a metasurface composed of a square array of core–shell NPs in amorphous phase

without gain. The insert shows the transmittance spectrum in the amorphous phase with gain of 7.3 × 103 cm−1 in the shaded spectral region.

(b) Transmittance spectrum of the metasurface in the crystalline phase with the same gain.

in the cavity [51] is estimated as Np ≈
√
Ngth∕(dg∕dn2) ≈

23, which corresponds to the absorbed pump power of

0.2 mW. However, more accurate calculation (see Supple-

mentary Information) reveals that the laser crosses the

coherence threshold at 50 μW,when themean photon num-
ber in the laser mode is 5.7.

Finally, we arrange the core–shell NPs in a square

lattice to thoroughly investigate the previously mentioned

effects within amore practical metasurface-based transmit-

ter application. The metasurface features a 600 nm period,

with NP core and shell radii measuring 109 nm and 125 nm,

respectively. We conduct comprehensive numerical analy-

sis of themetasurface’s transmittance spectra in both amor-

phous and crystalline phases, incorporating and exclud-

ing gain, using COMSOL Multiphysics (see Figure 5). In the

amorphous phase, the passive metasurface transmittance

spectrum exhibits a distinct resonance near the magnetic

quadrupole (MQ) resonance (Figure 5(a), shaded area). The

resonance position is slightly shifted to the longer wave-

lengths due to interparticle interactions. The Q-factor of the

resonance is increased with respect to the single NP MQ

resonance, which is explained by the collective coupling of

the NPs. This heightened Q-factor facilitates a lower gain

lasing threshold.

The insert in Figure 5(a) shows the transmittance spec-

trum of the amorphous phase metasurface with gain of 7.3

× 103 cm−1, around 25 % less than the initial gain of the

single NP. The transmittance reveals an ultrasharp peak

related to the nanolaser regime when the pole of the meta-

surface scattering matrix reaches the axis of real frequen-

cies. However, after the phase change from amorphous to

crystalline, the peak turns to a broad nonresonant response

characterized by approximately 85 % transmittance from

625 nm to 645 nm wavelength, Figure 5(b). This allows us to

conclude that the metasurface based on core–shell NPs can

be reversibly switched from the emitting nanolaser regime

to the transparent cloaking state.

While our study does not specify a particular semi-

conductor core material for the sake of generalization, the

dielectric permittivity we used closely resembles that of

indium phosphide (InP), and our design can be readily

adapted to other active semiconductor materials, such as

III–V semiconductors (GaAs with InGaAs quantum dots) or

perovskite materials (CH3NH3PbI3, CsPbX3) [28].

3 Conclusions

In this work, we have put forth a nanolaser design that

utilizes a semiconductor nanoparticle with gain, coated by

a film of phase change material. This design enables the

nanolaser to switch between lasing and cloaking modes

at the same operating frequency. The cloaking phase of

the nanostructure is linked to the anapole state. We have

thoroughly examined the operational characteristics of the

nanolaser. This nanolaser demonstrates thresholdless laser

properties, lacking a noticeable kink in the input-light out-

put curve due to the elevated betta and Purcell factors.

Remarkably, the nanolaser functions in the superradiant

regime because of the significant cavity losses. In this

regime, themacroscopic dipolemoment of the gainmedium

permits the attainment of the threshold at a reduced gain.

A unique aspect of this regime is its narrower linewidth,

determined by the emitters’ dephasing rate rather than

the cavity quality factor. Furthermore, we have developed

a reconfigurable metasurface composed of lasing-cloaking

metaatoms, which can switch from laser radiation to a non-

scattering state reversibly. Our findings hold potential for

various photonic and nano-optical systems, particularly in

situations where the light source needs the ability to transi-

tion to a transparent state.
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APPENDIX F
Paper 6: Beyond Bounds
on Light Scattering with

Complex Frequency
Excitations

The manuscript theoretically proposes an approach to achieve extreme back-scattering,
transverse scattering, and lasing in dielectric Mie nanoparticles based on complex fre-
quency excitation. The manuscript is published.

The citations in the manuscript refer to reference list included at the end of the
manuscript.

Work contributions by the present author: Numerical calculations.
Reference information:
S. Kim, S. Lepeshov, A. Krasnok, and A. Alù. Beyond Bounds on Light Scat-

tering with Complex Frequency Excitations. Physical Review Letters 129, 203601
(2022).
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Light scattering is one of the most established wave phenomena in optics, lying at the heart of light-
matter interactions and of crucial importance for nanophotonic applications. Passivity, causality, and
energy conservation imply strict bounds on the degree of control over scattering from small particles, with
implications on the performance of many optical devices. Here, we demonstrate that these bounds can be
surpassed by considering excitations at complex frequencies, yielding extreme scattering responses as
tailored nanoparticles reach a quasi-steady-state regime. These mechanisms can be used to engineer light
scattering of nanostructures beyond conventional limits for noninvasive sensing, imaging, and nanoscale
light manipulation.

DOI: 10.1103/PhysRevLett.129.203601

The study of light scattering by small particles has a long
history [1], and it is the basis of a disparate range of
phenomena, from the color of the sky to the brightness of
stained glasses.Despite its well-established nature, engineer-
ing light scattering is not an outdated problem: it remains of
paramount interest in photonics [2,3], not only enabling new
discoveries [4,5], but also broadening the impact of nano-
photonics for various applications, such as optical antennas
[6], imaging [7], optical tweezers and trapping [8,9].
Small nanoparticles are typically characterized by a

broad donut-shape scattering pattern sustained by their
dominant dipolar fields. More exotic scattering features can
be achieved in suitably tailored nanoparticle geometries by
carefully balancing electric and magnetic dipolar scatter-
ing, yielding destructive interference in specific directions
that make the scattering more directive. For instance,
scattering suppression in either the forward or backward
direction can be obtained in nanoparticles satisfying the
Kerker conditions [10]. Magnetoelectric, plasmonic [11],
and high-index dielectric (DNPs) [12,13] nanoparticles
have been shown to support peculiar scattering features,
offering opportunities for light manipulation, and establish-
ing the basis for the design of metasurfaces and metama-
terials. However, these exotic responses require careful
design of the nanoparticle geometries, and they emerge
only at specific wavelengths as a function of the available
material dispersion. In addition, even when these condi-
tions are met, the scattering from nanoparticles remains
limited by causality, passivity, and energy conservation.
Consider, for instance, the problem of realizing a particle

with directional backward scattering, i.e., withminimized for-
ward scattering cross section σF¼ðπ=jkij2Þj

P∞
n¼1ð2nþ1Þ×

ðanþbnÞj2≃0, where ki ¼ jkij is the wave number of the
incident wave, n is the multipolar order, and an and bn are
electric andmagneticMie scattering coefficients, correspond-
ing to the amplitude of multipolar scattered waves of order n
[2,14].Weassumeane−iω t time conventionunder planewave
excitation Ein ¼ Eoe−iki·zx̂, where x̂ is a unit vector.
According to the optical theorem, the extinction cross section
σext is proportional to the normalized forward scattering
amplitude with polarization parallel to the incident wave
êi · fðk ¼ kiÞ [2,15]:

σext ¼ σabs þ σscat ¼
4π

ki
Im½êi · fðk ¼ kiÞ�; ð1Þ

where σabs and σscat are the absorption and scattering cross
sections, êi is the unit polarizationvector of the incidentwave,
and ki and k are the wave vectors of incident and scattered
waves, respectively. Equation (1) indicates that σext must be
zero if fðk ¼ kiÞ ¼ 0, yet in a passive scatterer σabs ≥ 0,
σscat ≥ 0, hence this condition can bemet only if the scattered
power is zero at all angles [15–18]. For very small particles, a
negligible—yet strictly nonzero—forward scattering can be
achieved, with most of the residual scattering distributed at
other angles, as in the inset of Fig. 1(a), but a severe trade-off
exists between total scattering and residual forward scattering,
consistent with Eq. (1) [16]. Passivity fundamentally limits
how backward directive a scattering pattern can be.
Active materials can be employed to overcome this

limitation, since such particles can support σabs < 0,
relaxing the constraint on zero forward scattering. Gain
provides additional energy, relaxing limitations that stem
from power conservation, and offering a broader control
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over light scattering. However, it is challenging to embed
active media within nanophotonic systems, and typically
optical gain comes at the price of stringent bandwidth and
stability limitations [19,20]. Moreover, active materials are
characterized by unavoidable noise in the form of amplified
spontaneous emission or parasitic harmonics in the case of
parametric gain [20], which hinder the practical feasibility
of active systems for several applications.
The limitations outlined so far implicitly refer to mono-

chromatic excitations. We have recently explored the exotic
response of passive nanophotonic systemswhen excitedwith
signals that oscillate at complex frequencies. Under suitable
conditions, we have shown that a tailored resonant linear
system excited by a signal oscillating at a complex ω can
reach a quasi-steady-state response, such that its output after
a transient oscillates at the same complex frequency as the
input. In this regime, the passivity constraints associatedwith
real frequencies can be overcome, opening new frontiers for
light-matter interactions [21]. For instance, based on these
principles, we have recently demonstrated a phenomenon
analogous to absorption emerging in lossless structures
excited at complex frequencies [22,23], with opportunities
for efficient energy storage and optical memories [24].
Analogously, coherent excitations at complex frequencies
can realize pulling forces, mimicking the emergence of gain
[25], which can also be exploited to realize parity-time
symmetric phenomena in passive systems [26].
Here, we explore the opportunities that complex fre-

quency excitations open to overcome long-held bounds on
scattering. First, we demonstrate that a tailored dielectric
sphere can support identically zero forward scattering in its
quasi-steady state when excited with a signal oscillating at a
suitable complex frequency. Figure 1(a) shows the position
of the first zero of the forward scattering efficiency,
QF ¼ σF=πa2, where a is the sphere radius, evaluated in

the complex frequency plane for passive DNPs with
different refractive indexes. The zero always lies in the
lower complex half-plane, and it can emerge close to the
real frequency axis for large refractive indexes. For in-
stance, when m ¼ 6 (blue circle in the figure), excitation at
the real part of this complex frequency produces the
scattering pattern shown in the inset, which is asymmetric
with minimized forward scattering and points toward the
backward direction. The zero moves farther away from the
real axis for lower indexes, implying that a monochromatic
excitation at the real part of its frequency generates a larger
and larger relative forward scattering.
The forward scattering zeros may be pushed toward the

real axis by adding gain to the particlematerial. The resulting
signal amplification corresponds to negative absorption,
ensuring that the extinction σext can bemade identically zero
in Eq. (1) even when σscat > 0. In Fig. S3a of Supplemental
Material [27], for instance, we show that for the complex
refractive index m ¼ 3.950 − i 0.405, the first forward
scattering zero lies on the real axis. Figure 1(b) compares
the normalized scattering patterns in the two polarization
planes at the frequency of this forward zero ωgaina=c ¼
0.831 for the active particle (dotted lines), and compares it to
the passive scenario m ¼ 3.929 [31], evaluated at
ωnogaina=c ¼ 0.853, which corresponds to the real part of
the complex frequency zero. We plot half of the angular
spectrum for each scenario since the patterns are symmetric,
and the red (blue) line indicates the scattered intensity
parallel (perpendicular) to the scattering plane. The scattered
fields in the forward direction are entirely suppressed in the
active particle, while residual fields are still present in the
forward scattering for the passive particle.
Interestingly, we can engage the forward scattering zero

of a passive particle without relying on material gain, but by
exciting it with a signal oscillating at the proper complex
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FIG. 1. (a) Evolution of the first zero of the forward scattering efficiency QF as we vary the refractive index m of a dielectric sphere.
The scattering pattern for m ¼ 6 (blue circle) is shown in the inset for excitation at the real part of the complex frequency of the zero.
(b) Normalized scattering patterns in the two polarization planes for m ¼ 3.929 (solid lines) and m ¼ 3.950 − i 0.405 (dotted lines).
Red (blue) lines indicate that the incident waves are parallel (orthogonal) to the scattering plane.
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frequency. Figure 2(a) shows the forward scattering effi-
ciency in the complex frequency plane for a sphere with
refractive index m ¼ 3.929. We can observe a forward
scattering pole (bright area) and a zero (dark area) in the
plotted range of frequencies. We excite the particle with an
incident signal with electric field oscillating at a complex
frequency EiðtÞ ¼ Eo expð−iRe½ω�tÞ expðIm½ω�tÞ, charac-
terized by an exponentially growing or decaying envelope
as a function of the sign of Im½ω�. Here, we excite the
sphere with a decaying signal oscillating at ωa=c ¼
0.824 − i 0.063, corresponding to the complex frequency
of the forward scattering zero marked by the blue circle.
Excitations at complex frequencies are unbounded at �∞,
and hence they are limited to finite temporal intervals.
While no one prevents us from analytically continuing the
expression of the forward scattering efficiency in the
complex frequency plane, as we do in Fig. 2(a), we cannot
generally expect that the sphere after a transient reaches a
steady-state response oscillating at the same (complex)
frequency as the excitation. However, as we show in the
following, for excitation of zeros and poles sufficiently
close to the real axis, the response of the structure after a
short transient can support a quasi-steady-state regime in
which the scattered fields oscillate at the same complex
frequency. Under this condition, we can find exotic
scattering responses as predicted by the singularities in
the complex frequency plane.
We performed full-wave time-domain simulations to

obtain the temporal evolution of the scattered fields,
assuming an excitation at ωa=c ¼ 0.824 − i 0.063 starting
at t ¼ 0. After a transient that depends on the way we
excited the system for t < 0, we observe that the forward
scattering converges to zero and the scattering from the
particle reaches a quasi-steady-state response (see time

evolution in [27]). The normalized scattering pattern in this
quasi-steady-state regime retrieved from FDTD simulations
(solid line) is compared to the analytically calculated pattern
(dashed line) in Fig. 2(b), confirming that the scattering is
directed backward, withminimum forward scattering orders
of magnitude smaller than the minimum allowed for
monochromatic excitations [27]. We stress that this result
is achieved with a passive particle, and this exotic response
can be explained based on the concept of “virtual gain,”
enabled when suitably tailored resonances are engaged with
exponentially decaying signals oscillating at tailored com-
plex frequencies [25,26]. The sphere scatters in time the
energy stored from earlier cycles, for which the input signal
was stronger due to its decaying nature. At this complex
frequency, the electric and magnetic dipoles reach quasista-
tionary states oscillating out of phase with respect to each
other, i.e.,a1 ¼ −b1—a condition that cannot be achieved in
a passive scatterer under monochromatic excitation—but
which can be obtained here because the dipoles are radiating
energy stored at earlier times. In the quasi-steady state, they
perfectly cancel each other in the forward direction while
interfering constructively in the backward direction.
In order to visualize the phenomenon, we plot the

relation between normalized forward scattering cross sec-
tion σnormF ¼ ðπσF=9λ2oÞ and normalized total scattering
cross section σnormscat ¼ ðπσscat=3λ2oÞ, where λo is the incident
wavelength, in Fig. 2(c). The allowed forward scattering
cross section in a small particle is bounded by the shaded
region in the figure, i.e., it cannot be too small without
minimizing the total scattering (see further analysis in
[27]). The minimum scattering cross section for different
refractive indexes m ¼ 8, 6, 5, and 3.93 are located on the
curve under harmonic plane wave illumination. Here, we
largely surpass this bound using a complex frequency
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FIG. 2. (a) Density plot of the forward scattering efficiency QF in the complex frequency plane. The zero (darkest spot) and pole
(brightest spot) are shown in the plot, and the zero is of interest here, marked by the blue circle. (b) Scattering pattern at the complex
frequency ωa=c ¼ 0.824 − i 0.063, demonstrating zero forward scattering in a passive dielectric sphere. The complex excitation
impinging on a subwavelength dielectric sphere is schematically illustrated in the inset. These results are retrieved from FDTD
simulations (solid lines) and validate our analytical results (dashed lines). (c) The normalized forward and total scattering cross sections
are bounded by the thick blue line for any passive DNPs. The cross sections for minimizing forward scattering at m ¼ 8, 6, 5 and 3.93
are placed on the bound (the thick blue line). Exciting in the complex frequency plane, as we evolve ωa=c ¼ 0.853 from to
ωa=c ¼ 0.824 − i 0.063, allows us to go beyond the bound (the green line).
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excitation: the green line in Fig. 2(c) shows the evolution of
the scattering response in this plane as we sweep
the frequency from ωa=c ¼ 0.853 (on the right side
of the figure) to ωa=c ¼ 0.824 − i 0.063 (on the left side
of the figure) by linearly interpolating the real and
imaginary parts. The green curve representing the evolution
of the forward scattering converges to the y axis, enabling a
large scattering cross section and zero forward scattering in
the quasi-steady state.
Complex frequency excitations can also enable other

exotic scattering responses. For instance, by tailoring at the
same time dipolar and quadrupolar scattering harmonics in
the complex frequency plane, we can induce the cancella-
tion of scattered fields in both forward and backward
directions, enabling transverse scattering patterns [32,33].
Transverse scattering from DNPs has been explored in [34],
but without complete suppression of forward and backward
scattering because of the mentioned passivity limitations
(see Fig. S7 in Supplemental Material [27]). This response
arises because the sphere is near an anapole resonance due
to the destructive interference of electric dipole and qua-
drupole responses. The overall response makes the total
scattered power very small [34], consistent with the
requirement of minimizing the forward scattering in
Eq. (1). Figure 3(a) plots the forward scattering efficiency
QF in the complex plane around the frequency where
transverse scattering happens, i.e., near ωa=c ¼ 1.1 and
refractive index m ¼ 3.929, indeed finding a forward
scattering zero in the lower complex half-plane at
ωa=c ¼ 1.101 − i 0.014. Because of the close interactions
of electric dipole and quadrupole harmonics around this
resonance, the backward scattering efficiency QB ¼
σB=πa2, where σB is the backward scattering cross section,
also supports a complex zero at a close location in the
complex frequency plane, as shown in Fig. 3(a). By
exciting the sphere with ωa=c ¼ 1.101 − i 0.014, we
indeed obtain the scattering patterns shown in Fig. 3(b),
where we compare analytical calculations and FDTD
simulations again. The results confirm zero forward and

backward scattering and a purely transverse scattering
pattern in one plane of polarization.
Another unique scattering constraint that stems from

passivity is the maximum scattered power associated with a
single scattering harmonic. Consider, for instance, the
scattering from a dielectric cylinder under transverse-
magnetic (TM) plane wave illumination at frequency ωin.
The contribution to the scattering width from the nth
multipolar order ðσTMscatÞn ¼ ð2λ=πÞjanj2, where an is the
TM Mie scattering coefficient for dielectric cylinders [2].
The maximum contribution to the width for a single
harmonic is limited to 2λ=π for passive scatterers in the
case of monochromatic excitation since janj ≤ 1. For
complex frequency excitation, however, this bound can
be largely surpassed. Specifically, k is complex in the
quasi-steady state, so that it can make the Mie coeffcients
an much larger than unity (see further discussion in [27]).
By targeting a pole of the total scattering cross section in
the complex frequency plane, it is possible to realize
lasinglike behaviors, exciting a scattering pole, as the
decay rate of the incoming signal, tailored to match
the eigenmode resonance of the cylinder, compensates
for the radiation loss that bounds the scattering coefficient
for monochromatic excitations.
For example, we consider a cylindrical DNP with m ¼

3.929 and evaluate the poles (yellow circles) of Qscat ¼
P∞

n¼−∞ ðσTMscatÞn=2a shown in Fig. 4(a), where a is the
radius of the cylindrical particle [27]. The third pole,
marked by a hollow blue circle at ωa=c ¼ 1.250−
i 0.0175, corresponds to a magnetic quadrupolar mode,
whose resonance emerges for monochromatic excitations
around the real frequency ωa=c ¼ 1.248. The scattering
intensity of the cylindrical DNP Iscatðro; θ; tÞ at distance ro
reads

Iscatðro;θ;tÞ¼ Iinðro;tÞ
�
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FIG. 3. (a) Density plot of the scattering efficiencies in the forward and backward directions to determine the complex zeros ofQF and
QB (marked by the blue circle) in the complex plane. (b) Scattering patterns obtained via FDTD and analytical solutions at the complex
frequency ensure zero forward and backward scattering. The simulation and analytical results are in agreement in the quasi-steady state.
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Here, θ is the polar angle, k is the incident wave number,

and Hð1Þn ðzÞ are the Hankel functions of the first kind. Note
that Iinðro; tÞ is the input intensity, including an exponen-
tially decaying contribution. We define the normalized
scattering pattern Sscatðro; θ; tÞ ¼ Iscatðro; θ; tÞ=Iinðro; tÞ as
the ratio of scattering intensity Iscatðro; θ; tÞ to the
input intensity IinðtÞ evaluated at the same instant
in time. In the quasi-steady state, this function is inde-
pendent of time, since the scattered fields osci-
llate at the same complex frequency of the input,

thus Sscatðro; θÞ ¼ j
P∞

n¼−∞ ð−1ÞnanHð1Þn ðkroÞ expði nθÞj2.
We verify with FDTD simulations that we reach a quasi-

steady state response exciting at the complex frequency of
this scattering pole, as discussed in [27]. Figure 4(b) shows
the far-field scattering patterns normalized to the input
intensity as time evolves. The scattered intensity decays
exponentially in time following the complex frequency
excitation, but the ratio Sscatðro; θ; tÞ increases over time,
yielding in the quasi-steady-state values much larger than 1,
which is the bound for monochromatic excitations. At this
complex frequency, we reach a purely quadrupolar pattern
with scattered fields significantly larger than the input
fields at the same instant in time, well beyond the passivity
bound. The scattering efficiency at τ ¼ t Re½ω�=ð2πÞ ¼
75.4 is Qscat ¼

P∞
n¼−∞ ðλ=πaÞjanj2 ¼ 520.9, over 2 orders

of magnitude larger than its value at the quadrupolar
resonance for real frequency excitation, Qscat ¼ 3.6 in
Fig. S9a of Supplemental Material [27].
Overall, our results demonstrate that complex frequency

excitations can manipulate the scattering of passive reso-
nant objects in exotic ways, going well beyond the limits
imposed by passivity. This principle may readily be
translated to more complex systems, such as lattices,
particle clusters, and metamaterials, and it can be extended
to other wave domains, e.g., acoustic systems. Our results
demonstrate that in nonmonochromatic settings in which
we can tailor the input signal profile in time, the response of

a scatterer is not limited by passivity, causality, and energy
conservation. These phenomena can be applied to various
settings, such as noninvasive sensors, energy-storage,
efficient wireless power transfer, directional light source,
beam control, high-performance antennas, imaging, and
more. Our Letter can also be expanded to be combined with
PT symmetry and exceptional point physics [26], yielding
high sensitivity and exotic scattering features.

This work was supported in part by the Simons
Foundation and the Air Force Office of Scientific Research.

*Corresponding author.
aalu@gc.cuny.edu

[1] G. Mie, Beiträge zur Optik trüber Medien, speziell kol-
loidaler Metallösungen, Ann. Phys. (N.Y.) 330, 377 (1908).

[2] C. F. Bohren and D. R. Huffman, Absorption and Scattering
of Light by Small Particles (John Wiley & Sons, New York,
2008).

[3] I. L. Fabelinskii, Molecular Scattering of Light (Springer
Science & Business Media, New York, 2012).

[4] M. I. Tribelsky and B. S. Luk’yanchuk, Anomalous Light
Scattering by Small Particles, Phys. Rev. Lett. 97, 263902
(2006).

[5] X. Fan, W. Zheng, and D. J. Singh, Light scattering and
surface plasmons on small spherical particles, Light 3, e179
(2014).

[6] P. Mühlschlegel, H.-J. Eisler, O. J. F. Martin, B. Hecht, and
D.W. Pohl, Resonant optical antennas, Science 308, 1607
(2005).

[7] J. Y. Lee et al., Near-field focusing and magnification
through self-assembled nanoscale spherical lenses, Nature
(London) 460, 498 (2009).

[8] A. Ashkin, J. M. Dziedzic, J. E. Bjorkholm, and S. Chu,
Observation of a single-beam gradient force optical trap for
dielectric particles, Opt. Lett. 11, 288 (1986).

[9] S. Lal, S. E. Clare, and N. J. Halas, Nanoshell-enabled
photothermal cancer therapy: Impending clinical impact,
Acc. Chem. Res. 41, 1842 (2008).

-

-
0.6 0.8 1.0 1.2 1.4 1.6 1.8 2.0

0.10

0.05

0.00

0.05

0.10

Re( a/c)

Poles of scattering efficiency (Qscat) (b)(a)

Im
(

a/
c)

-150°

-120°
- 90°

- 60°

- 30°

0°

30°

60°
90°

120°

150°

180°

FDTD simulation

0

20

40

60

80

  = 16.3
  = 30.2
  = 44.2

  = 2.4

  = 63.1
  = 75.4
  = 96.9

FIG. 4. (a) Poles (yellow circles) of Qscat of each mode are illustrated. The third pole marked by the blue circle is of interest for
investigating the scattering pole. (b) Temporal evolution for complex frequency excitations measured at τ ¼ tω=ð2πÞ ¼ 2.4, 16.3, 30.2,
44.2, 63.1, 75.4, and 96.9 from FDTD simulations.

PHYSICAL REVIEW LETTERS 129, 203601 (2022)

203601-5



[10] M. Kerker, D. S. Wang, and C. L. Giles, Electromagnetic
scattering by magnetic spheres, J. Opt. Soc. Am. 73, 765
(1983).

[11] B. Luk’yanchuk, N. I. Zheludev, S. A. Maier, N. J. Halas, P.
Nordlander, H. Giessen, and C. T. Chong, The Fano
resonance in plasmonic nanostructures and metamaterials,
Nat. Mater. 9, 707 (2010).

[12] M. Nieto-Vesperinas, R. Gomez-Medina, and J. J. Saenz,
Angle-suppressed scattering and optical forces on submi-
crometer dielectric particles, J.Opt. Soc.Am.A28, 54 (2011).

[13] Y. H. Fu, A. I. Kuznetsov, A. E. Miroshnichenko, Y. F. Yu,
and B. Luk’yanchuk, Directional visible light scattering by
silicon nanoparticles, Nat. Commun. 4, 1527 (2013).

[14] H. C. van de Hulst, Light Scattering by Small Particles
(Dover, New York, 1981).

[15] J. D. Jackson Classical Electrodynamics, 3rd ed. (John
Wiley & Sons, New York, 1999).

[16] A. Alu and N. Engheta, How does zero forward-scattering in
magnetodielectric nanoparticles comply with the optical
theorem?, J. Nanophoton. 4, 041590 (2010).

[17] R. Fleury, J. Soric, and A. Alù, Physical bounds on
absorption and scattering for cloaked sensors, Phys. Rev.
B 89, 045122 (2014).

[18] R. Fleury, F. Monticone, and A. Alù, Invisibility and
Cloaking: Origins, Present, and Future Perspectives, Phys.
Rev. Appl. 4, 037001 (2015).

[19] B. Nistad and J. Skaar, Causality and electromagnetic
properties of active media, Phys. Rev. E 78, 036603 (2008).

[20] A. Krasnok and A. Alù, Active nanophotonics, Proc. IEEE
108, 628 (2020).

[21] A. Krasnok, D. Baranov, H. Li, M.-A. Miri, F. Monticone,
and A. Alú, Anomalies in light scattering, Adv. Opt.
Photonics 11, 892 (2019).

[22] D. G. Baranov, A. Krasnok, and A. Alù, Coherent virtual
absorption based on complex zero excitation for ideal light
capturing, Optica 4, 1457 (2017).

[23] G. Trainiti, Y. Ra’di, M. Ruzzene, and A. Alù, Coherent
virtual absorption of elastodynamic waves, Sci. Adv. 5,
eaaw3255 (2019).

[24] M. Cotrufo and A. Alù, Excitation of single-photon em-
bedded eigenstates in coupled cavity-atom systems, Optica
6, 799 (2019).

[25] S. Lepeshov and A. Krasnok, Virtual optical pulling force,
Optica 7, 1024 (2020).

[26] H. Li, A. Mekawy, A. Krasnok, and A. Alù, Virtual
Parity-Time Symmetry, Phys. Rev. Lett. 124, 193901
(2020).

[27] See Supplemental Material at http://link.aps.org/
supplemental/10.1103/PhysRevLett.129.203601 for details
on the overview of the anti-Kerker effects in active systems,
the analysis of the virtual anti-Kerker effects, the virtual
generalized Kerker efffects and the scattering pole, and the
description of the numerical method. Addditional discus-
sions on the quasi-steady-state responses, the passivity
bound, and the introduction to the scattering parameters,
which include Refs. [28–30].

[28] A. Ishimaru, Wave Propagation and Scattering in Random
Media (Academic Press, New York, 1978), Vol. 2.

[29] C. Mätzler, MATLAB functions for Mie scattering, and
absorption, version 2 (2002).

[30] M. Kerker, The scattering of light and other electromagnetic
radiation: physical chemistry: A series of monographs
(Academic Press, New York, 2013), Vol. 16.

[31] It is the refractive index of silicon at λ ∼ 600 nm, which is a
possible operating wavelength for experimental realization.

[32] Y. X. Ni, L. Gao, A. E. Miroshnichenko, and C.W. Qiu,
Controlling light scattering and polarization by spherical
particles with radial anisotropy, Opt. Express 21, 8091
(2013).

[33] J. Y. Lee, A. E. Miroshnichenko, and R.-K. Lee, Simulta-
neously nearly zero forward and nearly zero backward
scattering objects, Opt. Express 26, 30393 (2018).

[34] H. K. Shamkhi, K. V. Baryshnikova, A. Sayanskiy, P.
Kapitanova, P. D. Terekhov, P. Belov, A. Karabchevsky,
A. B. Evlyukhin, Y. Kivshar, and A. S. Shalin, Transverse
Scattering and Generalized Kerker Effects in All-Dielectric
Mie-Resonant Metaoptics, Phys. Rev. Lett. 122, 193905
(2019).

PHYSICAL REVIEW LETTERS 129, 203601 (2022)

203601-6



126



APPENDIXG
Paper 7: Suppressing

material loss in the visible
and near-infrared range

for functional
nanophotonics using

bandgap engineering
Here, an approach to mitigate material losses in silicon by hydrogenation is proposed,
and high-Q reconfigurable Mie resonances are obtained. The manuscript is published.
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Suppressing material loss in the visible and
near-infrared range for functional nanophotonics
using bandgap engineering
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All-dielectric nanostructures have recently opened exciting opportunities for functional

nanophotonics, owing to their strong optical resonances along with low material loss in the

near-infrared range. Pushing these concepts to the visible range is hindered by their larger

absorption coefficient, thus encouraging the search for alternative dielectrics for nanopho-

tonics. Here, we employ bandgap engineering to synthesize hydrogenated amorphous Si

nanoparticles (a-Si:H NPs) offering ideal features for functional nanophotonics. We observe

significant material loss suppression in a-Si:H NPs in the visible range caused by

hydrogenation-induced bandgap renormalization, producing strong higher-order resonant

modes in single NPs with Q factors up to ~100 in the visible and near-IR range. We also

realize highly tunable all-dielectric meta-atoms by coupling a-Si:H NPs to photochromic

spiropyran molecules. ~70% reversible all-optical tuning of light scattering at the higher-order

resonant mode under a low incident light intensity is demonstrated. Our results promote the

development of high-efficiency visible nanophotonic devices.

https://doi.org/10.1038/s41467-020-18793-y OPEN

1Walker Department of Mechanical Engineering and Texas Materials Institute, The University of Texas at Austin, Austin, TX 78712, USA. 2 Photonics
Initiative, Advanced Science Research Center, City University of New York, New York, NY 10031, USA. 3 Department of Physics and Engineering, ITMO
University, St. Petersburg 197101, Russia. 4 Department of Electrical and Computer Engineering, National University of Singapore, Singapore 117583,
Singapore. 5McKetta Department of Chemical Engineering, The University of Texas at Austin, Austin, TX 78712, USA. 6 Physics Program, Graduate Center,
City University of New York, New York, NY 10016, USA. ✉email: akrasnok@gc.cuny.edu; aalu@gc.cuny.edu; zheng@austin.utexas.edu

NATURE COMMUNICATIONS |         (2020) 11:5055 | https://doi.org/10.1038/s41467-020-18793-y | www.nature.com/naturecommunications 1

12
34

56
78

9
0
()
:,;



Light trapping is crucial in a plethora of photonic applica-
tions, including lasers1, sensing2, and harmonic generation3,
to name just a few. High-quality resonators facilitate light

trapping in the form of localized resonant modes for a time
~2Q/ω0, where Q is the quality factor of the mode and ω0 is its
eigenfrequency. In practice, the Q factor of a single standing
resonance can be defined via its resonance linewidth at half
maximum (Δω) as Q= ω0/Δω, implying that a higher Q factor
possesses narrower resonant lines. Optical resonators supporting
high-Q modes include microdisk resonators4–8, microspheres9,
Bragg reflector microcavities10, and photonic crystals11–13, whose
high Q factors can go up to ∼103–106. However, these microscale
dielectric resonators are bulky and exhibit modest light–matter
interactions when averaged over their large sizes.
Functional nanophotonics requires light localization and hence

high Q factors in subwavelength optical resonators. To this end,
nanoscale light trapping based on plasmonic resonances of metal
nanoparticles14–21 and on Mie resonances of high-index dielectric
nanostructures2,22 has been explored. However, the Q factor of
these nanoresonators is limited by radiative and material losses,
and it does not exceed a few tens in the visible range. Although
radiative losses can be suppressed with the tailoring of weakly
scattering states, such as bound states in the continuum (BIC)23–26,
the material (dissipation) loss requires a fundamentally different
approach. High-index dielectric resonant NPs look especially
promising due to their lower material loss compared to plasmonic
nanoparticles14–19,27–30, enabling low-loss photonic devices, e.g.,
nanoantennas, metalenses, and lasers22,31–37. Recent studies have
also revealed the importance of high-index dielectric nanos-
tructures as versatile platforms for active nanophotonics38–43. In
contrast to plasmonic structures, where tailoring of the magnetic
optical response is a challenging task, the response of high-index
dielectric NPs is governed by both magnetic and electric reso-
nances in visible and NIR range22,44. Among high-index dielec-
trics, Si-based NPs have been of particular interest for
nanophotonic applications31, because Si is the choice material for
the established semiconductor industry, where fully developed
processing and characterization tools can readily be applied to
create future CMOS-compatible integrated photonic and electronic
systems based on a single-material platform31,44,45.

Theoretical studies have predicted enhanced Q factors for high-
order multipole modes in low-loss high-index dielectric NPs
compared with the fundamental dipole mode, because of reduced
radiation loss22,45–47. However, such modes are fragile and very
sensitive to material losses, hence they are hardly observable in
practice. For example, crystalline silicon (c-Si) has a broad optical
absorption in the wavelength range from 300 to 1150 nm, with an
absorption coefficient larger than 1 × 103 cm−1 over the whole
visible region48 that reduces Q factor of the fundamental mag-
netic dipole (MD)31 and suppresses all high-order modes. This
obstacle has prevented the development of low-loss and compact
photonic devices for the visible region, and prompts a further
search for alternative materials.
Recent studies have revealed the power of bandgap engineering

for tailoring materials with superb optical properties49. For
example, in ref. 50, it has been reported that increasing the atom
spacing may significantly reduce material loss in metal nano-
particles. Another example is the optical properties of phase
change materials, in which the amorphous phase exhibits lower
material losses51. Other studies suggest that the optical losses of
materials can be reduced via the formation of a forbidden phonon
gap induced by random phononic structures52. In this paper, we
employ bandgap engineering to tailor hydrogenated amorphous
Si nanoparticles (i.e., a-Si:H NPs) and endow them with low
dissipation in the visible range. First, we controllably vary the
hydrogen concentration and the crystalline structure from crystal

to amorphous and demonstrate that, similar to the amorphous
phase of phase change materials, a-Si:H NPs exhibit smaller
material loss. Next, based on single-nanoparticle spectroscopy of
a-Si:H NPs, we report the experimental observation of strong
magnetic quadrupole (MQ) and magnetic octupole (MO), with
dominant scattering spectral peaks in the visible and NIR regions
in subwavelength nanoparticles. In recent years, a-Si:H has been
explored as a material platform for nanophotonic structures,
including waveguides and nanocavities37,53–55. However, these
studies mainly focused on the NIR and IR regions. Although a
few more recent studies reported a-Si:H nanogratings and
nanodisks for visible-wavelength-range applications, reduced loss
in a-Si:H has not been fully appreciated and tailored to the visible
region, and no higher-order Mie resonances have been explored
or observed56,57.

Here, we show that MO scattering modes have Q factors up to
100 along with prominent peaks in the scattering spectra, which
so far have been challenging to realize in experimental nano-
photonics. Given the enhanced light–matter interactions, we are
able to observe high tunability of the supported resonances by
simply adjusting the hydrogen concentration. It should be men-
tioned that some studies have reported the observation of high-
order modes in Si nanostructures in the visible region44,58.
However, the spectral intensities arising from high-order modes
in these studies are weak and their Q factors do not exceed a few
tens, owing to aforementioned reasons. Finally, in order to
demonstrate the unique opportunities offered by our approach to
low-loss functional nanophotonics, we show that the coupling of
strong higher-order scattering resonances to a single a-Si:H meta-
atom with spiropyran (SP) photochromic molecules results in
switchable ~70% tuning of the scattering peak intensity upon
changing the state of the photochromic molecules between
transparent SP and colored merocyanine (MC) states. This sig-
nificant all-optical tunability is achieved using a non-laser light
source with low incident light intensity.

Results
Bandgap engineering of low-loss hydrogenated a-Si nano-
particles. It is known that the bandgap in Si is induced from
short-range ordered structures of neighboring Si atoms, which
lead to sp3-hybridization of s and p valence electrons, forming
two bands with decreasing interatomic distance and an indirect
bandgap. The bandgap energy of a-Si:H, therefore, depends on
the interaction between the sp3 hybrids of neighboring Si atoms
(Fig. 1a), and it is sensitive to the interatomic distance of Si–Si
bonds59,60. As schematically shown in Fig. 1b, the voids in a-Si:H
brought by hydrogen atoms cause a distortion of Si–Si bond,
which leads to different bonding angles, smaller Si–Si distances
and thus a larger bandgap, compared to c-Si. c-Si has an indirect
bandgap (Eg) of 1.16 eV (which corresponds to the wavelength in
free space of 1069 nm) and a forbidden direct transition (Eg′) of
3.2 eV (wavelength is 387 nm)48. As we demonstrate below, by
tuning the hydrogen concentration, a-Si:H NPs can obtain the
absorption bandgap larger than 1.77 eV (700 nm) via bandgap
engineering, and thus sustain a lower loss and strong higher-
order scattering modes with high Q factors in the visible range.
The a-Si:H NPs studied here were fabricated by chemical

synthesis (detailed information is in “Methods” section)59,61. The
SEM images of a-Si:H NPs are shown in Supplementary Figs. 1–3.
Raman spectroscopy was employed to verify that the distortion of
the Si–Si bond, and the amorphous nature of a-Si:H NPs
increases with an increase of hydrogen concentration. As shown
in Fig. 1c, when the hydrogen concentration is 10 at.%, the Raman
peak is at ~495 cm−1 and it is relatively narrow (see the green
spectrum in Fig. 1c). This peak is brought by the appearance of
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1–2 nm nanocrystalline Si domains in the amorphous matrix59.
As the hydrogen concentration increases, the Raman
peak becomes broader and shifts to ~470 cm−1, which is
associated with a transverse optical phonon mode of a-Si and
stretching vibrational modes of Si–Si bonds in a silicon
tetrahedron, thus indicating an increase in the disordered nature
of a-Si:H NPs59.

The bandgap of a-Si:H NPs with different hydrogen concen-
trations is determined from measured transmission spectra of a-
Si:H NPs, which are presented in Fig. 1d–f. The optical properties
of a-Si:H film can be found in refs. 60,62 for comparison. Scattered
signals are subtracted to obtain pure absorption signals (more
detailed information is in Supplementary Note 2). Samples with
40 at.%, 20 at.%, and 10 at.% hydrogen (a-Si:H NP(40), a-Si:H NP
(20), and a-Si:H NP(10)) have absorption bands starting at ~500,
560, and 710 nm, respectively. This confirms that the absorption
bandgap of a-Si:H broadens as the hydrogen concentration
decreases, and it can be tuned by varying hydrogen concentration.
It should be mentioned that the transmission spectra are obtained
through ensemble measurements, so each individual a-Si:H NP
may have a slightly different absorption peak than those in
Fig. 1d–f.
Dark-field scattering spectra of single NPs were measured (see

Supplementary Fig. 6 for the dark-field setup). Figure 2a–c shows
the scattering spectra of a single a-Si:H NP(40), a-Si:H NP(20),
and a-Si:H NP(10) of diameters 370, 320, and 414 nm,
respectively. Three major peaks in each spectrum are observed,
which were fitted into three Lorentzian peaks associated, as
proven by our theoretical analysis presented below, with MQ
resonances at 624 (Fig. 2a), 717 (Fig. 2b) and 961 nm (Fig. 2c),
electric dipole (ED) resonances at 694 (Fig. 2a) and 771 nm
(Fig. 2b), MD resonances at 849 (Fig. 2a) and 937 nm (Fig. 2b), a
MO resonance at 771 nm (Fig. 2c), and an electric quadrupole
(EQ) resonance at 807 nm (Fig. 2c), respectively. Remarkably,
different from any previously reported SiNPs, MQ, and MO
modes in our a-Si:H NPs show a large scattering cross section

(SCS; see Fig. 2a–c, blue and dark yellow fitting curves). The
strong MQ and MO scattering peaks are repeatable, and
consistent with the prediction from Mie scattering theory47,
confirming the low-dissipative nature of a-Si:H NPs in the visible
and NIR range. It should be noted that the refractive index of a-
Si:H NPs decreases with increased hydrogen concentration, due
to the density reduction brought by hydrogenated nanovoids60.
This causes a-Si:H NPs to have a smaller refractive index than a-
SiNPs. The higher hydrogen concentration requires the size of a-
Si:H NPs to be larger than the one of SiNPs to keep the Mie
resonance peak positions aligned22. It is also worth noticing that
new studies have been emerging focused on exploring moderate-
refractive-index materials (n > 2) with low loss in the visible
region, such as silicon-rich silicon nitride (SRN), titanium dioxide
(TiO2), and gallium nitride (GaN), as platforms for high-efficient
metasurfaces in the visible region60,62–68. Several SRN, TiO2, and
GaN nanostructures have been fabricated through top-down
approaches, such as SRN nanodisks63,64, TiO2 nanofins65,66, TiO2

nanoblocks67,68, and GaN nanopillars69,70. Distinct dipole Mie
resonances were demonstrated in these nanostructures, but no
higher-order modes were observed, possibly because of the
limited quality of the nanostructures made via top-down
approaches.
In addition, the hydrogen concentration modification here is

entirely different from carrier doping, which can also effectively
tune the optical response of high-index NPs71. Namely, unlike the
Drude response of free-carrier doping, hydrogen voids induce a
blueshift of the absorption band, which induces a significant
decrease of the dissipative loss to shorter wavelengths. However,
carrier doping increases the dissipative loss, which has been
illustrated by a broadening of the resonance peaks and the
formation of a metallic phase71.

Mie scattering theory is used to confirm the origin of each
scattering peak and clarify how the Mie resonance peaks change,
as a function of the hydrogen concentration. To model the
permittivity of a-Si:H NPs, we use the Maxwell Garnett mixing
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Fig. 1 Bandgap engineering of low-loss hydrogenated a-Si nanoparticles. a, b Two-dimensional schematic representations of the atomic arrangement and
the bandgap of c-Si (a) and a-Si:H (b). E is the energy, and k is the wave vector. Eg is the indirect bandgap, Eg′ is the direct transition, and Δk is the wave-
vector mismatch. c Raman spectra of a-Si:H NPs with 40, 20, and 10% of hydrogen. The blue dashed line indicates the peak position of 495 cm−1, and the
red dashed line labels the peak position of 470 cm−1. d–f Transmission spectra of a-Si:H NP(40) (d), a-Si:H NP(20) (e), and a-Si:H NP(10) (f) in ethanol
after removing scattering signals.
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formula

εa-Si:H ¼ εa-Si
ðεvoids þ 2εa-SiÞ þ 2f ðεvoids � εa-SiÞ
ðεvoids þ 2εa-SiÞ � f ðεvoids � εa-SiÞ

; ð1Þ

where f is the volume fraction of hydrogenated voids and εvoids
denotes the permittivity of voids, which is assumed to be 1. We
also slightly blueshift the permittivity of a-Si (shown in
Supplementary Fig. 7) to model the hydrogenation. We have
introduced this blueshift to take into account the bandgap
renormalization caused by hydrogenation. By using f= 0.4 and a
blueshift of 140 nm, and f= 0.65 and a blueshift of 90 nm, we
obtain the best matching of simulated scattering peaks with
experimental data of a-Si:H NP(40) (radius of ~185 nm), a-Si:H
NP(20) (radius of ~160 nm), and a-Si:H NP(10) (radius of
~207 nm), respectively.
The optical response of fabricated spherical a-Si:H NPs with

dielectric permittivity εa-Si:H and radius R are calculated by the
Mie light scattering theory72,73, which gives the following
expression for normalized SCS for particles made of a
nonmagnetic material:

Qsct ¼
2

ðkRÞ2
X

1

l¼1
ð2l þ 1Þ jalj2 þ jblj2

� �

; ð2Þ

where l defines the order of resonant mode and k is the
wavenumber in the surrounding material. For a single-
component particle, the electric (al) and magnetic (bl) scattering

amplitudes are given by al ¼ RðaÞl = RðaÞl þ iTðaÞl

� �

,

bl ¼ RðbÞl = RðbÞl þ iTðbÞl

� �

, and functions Rl and Tl can be

expressed through the Bessel and Neumann functions (see
“Methods” for details). The simulated scattering spectra are
shown in Fig. 2d–f. The E-field distributions at the scattering
peaks at 616 nm in Fig. 2d, 687 nm in Fig. 2e, and 991 nm in

Fig. 2f are shown in Supplementary Fig. 8a, b, d, respectively. The
E-field distribution profiles reveal the MQ features at these peaks,
while the E-field distribution profile at 769 nm shown in
Supplementary Fig. 8c displays a MO feature.
We calculated the Q factor of the measured MQ, MO, and MD

scattering peaks by the definition31 Q= ω0/Δω, discussed above.
The calculated Q factor of MQ modes in Fig. 2a, b are 11 and 30,
respectively. These Q factors are several times larger than those of
MD modes (5 and 6 for Fig. 2a, b, respectively), suggesting that
MQ modes can further boost light–matter interactions because of
reduced radiation loss in a-Si:H NPs. The measured MQ
scattering peaks are even more pronounced than those in
simulations. The reason for the difference resides in the interplay
of the resonant overlapping modes, resulting in complicated
scattering power patterns. As a result, the amplitudes of the
resonances in scattering measurements strongly depend on
the experimental setup, whereas we focus on the total SCS in
the simulations. Also, this difference between the simulated and
measured amplitudes implies that the actual dissipative loss of a-
Si:H NPs is smaller than the one obtained by blueshifting the ε
dispersion of pure a-Si. Furthermore, in Fig. 2c, we observe the
MO resonance with Q factor of ~100, which is ~10–20 times
those obtained with plasmonic NPs at lower-order resonances
(see Supplementary Note 5 for a detailed discussion).
It is worth noting that we address only material (dissipative)

losses in our work. Hence, radiative losses represent the upper
limit on the value of Q factor of dielectric nanoparticles. Radiative
losses can be further reduced by utilizing, for example, quasi BIC,
as recently demonstrated74. In order to further increase the Q
factor of high-index nanostructures, approaches to suppress both
types of losses should be applied simultaneously.

Highly tunable hybrid meta-atom. To demonstrate the super-
iority of our results for low-loss functional nanophotonics, we
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show that the coupling of these strong higher-order scattering
resonances in a single a-Si:H meta-atom with SP molecules
facilitates actively tunable nanostructures possessing low tuning
intensities.
In practice, high input powers are needed to achieve strong all-

optical tunability in Si due to its weak optical tunability75,76. In
addition, the interaction length in SiNPs is limited by their
nanoscale size. Thus, to achieve sufficient optical tuning of SiNPs,
the high incident light intensity is needed. For instance, the
intensities used for optically tuning SiNPs via electron–hole
plasma excitation and laser reshaping are ~10 GW cm−2 and ~21
MW cm−2, respectively77–79. High incident light intensities lead
to considerable energy consumption, and can cause damage to
SiNPs and surrounding materials. Therefore, all-optical tuning
techniques relying on low intensities of incident light are
desirable.
Here, we demonstrate that coupling higher-order optical

resonant modes of a-Si:H NPs with photoswitchable optical
resonances of photochromic molecules19,80,81, such as SP
molecules is a promising way to achieve low-intensity all-optical
tuning in the visible range. The photochromism of SP is
schematically displayed in Supplementary Fig. 11. The absorption
spectra of molecules in SP form (blue curve) and MC
form (pink curve) states are shown in Fig. 3a. Figure 3b
schematically illustrates the investigating structure composed of
the tailored a-Si:H NP, supporting strong MQ mode covered by
SP molecules. The photoisomerization from SP to MC (from MC
to SP) induced by UV (green) light excitation causes
strong tuning of the scattering response of the single a-Si:H
meta-atom from strong scattering to suppressed scattering, if the

resonance of molecules in MC form is aligned with the MQ mode
of the NP.
We start with the analytical optimization of geometry to

achieve a pronounced effect of scattering tuning. To find the
optimal layout, we fix the thickness of the shell (PMMA+ SP) to
100 nm, and vary the core radius R from 50 to 200 nm. For
analysis, we use the Mie theory for multilayered spheres82. The
dielectric permittivity of the core is assumed to a-Si:H (40) find
above, while the permittivity of PMMA+ SP is obtained from
experiments on transmission/reflection from the bare PMMA+
SP film. The results of analytical calculations of SCS versus R and
wavelength in the MC state are summarized in Fig. 3c. We
observe a pronounced dip at 580 nm in the scattering spectrum
caused by the interaction with the absorption peak of MC
molecules. It should be noted that, although a-Si:H NP(10)s have
the highest Q factor, their MQ modes exist in the far red side of
the visible spectral range and NIR region, and are thus far away
from the excitonic resonances of the photochromic molecules.
Thus, in our studies we have chosen a-Si:H NP(40)s that can have
strong MQ modes ~580 nm and better match with the resonances
of the molecules, despite their smaller Q factors. In addition,
lower Q factors don’t necessarily mean a weaker modulation in
our system because a-Si:H NPs with lower Q factors interact with
more photochromic molecules in the PMMA+ SP film due to the
weaker localization of the field.
As the form of the photochromic molecules changes, the

scattering spectrum of the meta-atom is drastically transformed.
In the fully SP form, the meta-atom possesses scattering peaks at
580 nm, Fig. 3d, caused by different resonant modes of the a-Si:H
NP(40) at different radii. The ratio of SCS in both states presented
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Fig. 3 Designing of the highly tunable photochromic all-dielectric single-particle meta-atom. a Absorption spectra of molecules in SP (blue curve) and
MC (pink curve) state. b Schematic representation of the meta-atom consisting of a-Si:H with 40% of hydrogen core and a shell of SP photochromic
molecules. The meta-atom is designed to support a strong higher-order Mie resonance at the absorption resonance of the MC state. The
photoisomerization from SP to MC state and from MC to SP state is caused by UV and green light excitation, respectively. c, d Scattering cross-section
(normalized to geometric) map of a core–shell nanostructure (c) after UV modification, and (d) green light recovery as a function of wavelength and a-Si:H
nanoparticle radius. e Ratio between scattering cross sections of the core–shell after green light recovery and UV modification. f Scattering cross section of
the core–shell with the Si core radius of 130 nm and its multipole decomposition. Solid lines correspond to the core–shell after UV modification, dashed
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in Fig. 3e gives the change of SCS. As expected, the coupling
between MQ resonance and MC molecules demonstrates a more
dramatic change than for the MD resonance. We see that a large
tuning effect can be achieved when the MQ resonant mode of a
meta-atom with a-Si:H NP(40) core radius of ~130 nm is at
580 nm. This drastic SCS variation is caused by the combination
of the strong field enhancement of the MQ mode and the large
dipole strength of the photochromic molecules in the SP state.
Results of the mode decomposition of the structure in both states
are presented in Fig. 3f.

To verify this enhanced tunability, the fabricated a-Si:H NPs
have been covered by a spin-coated PMMA+ SP film. Figure 4
shows the scattering spectra of two single a-Si:H NP(40)s and
one single a-Si:H NP(20) covered by PMMA+ SP film. All
scattering spectra have been normalized by dividing the
transmission spectra of PMMA+ SP film without a-Si:H NPs
under the same power of dark-field light source to eliminate the
contribution of bare molecular absorption. Before light irradiation,
these three NPs in PMMA+ SP film have MQ peaks centering at
522, 573, and 660 nm, respectively. The MQ peaks of the middle
one match with the molecular absorption at 580 nm, while the
other two have a large detuning from it. A fluorescence
illuminator (mercury lamp) with bandpass filters was used to
generate UV and green light, in order to switch the molecules
from the SP state to the MC state and vice versa. The estimated
maximum light intensities employed in the experiment are 3.8 and
1.1 × 102W cm−2 for UV and green light, respectively (detailed
information in “Methods”). These intensities are significantly
lower than those used in reported studies of all-optical tuning of
SiNPs. For instance, the intensities used for optically tuning SiNPs
via electron–hole plasma excitation and laser reshaping are
~10 GW cm−2 and ~21MWcm−2, respectively77,78.
We observe a remarkable tuning (~70%) of scattered power in

the matched scenario near the MQ (Fig. 4c) scattering peak in
Fig. 4d. The observed tunability is reversible and is caused by the
large field enhancement of the MQ resonant mode. However,
when there is a detuning (Fig. 4a, e), negligible scattering change

occurs when SP molecules are switched to MC state, i.e., after UV
light exposure for ~1.5 min (Fig. 4b, f). This change vanishes
when the molecules are switched back to SP form by irradiating
the sample with the green light for ~3 min, as shown by Fig. 4b, d,
f. This photoswitchable variation confirms that the strong
modulation of MQ scattering observed here is derived from the
interaction between MQ mode and photochromic molecules. The
switching speed of SP molecules in the PMMA film is relatively
slow under a low incident light intensity. However, the ultrafast
photoswitching of SP molecules has been demonstrated via
femtosecond laser, and the entire cycle takes <40 ps (refs. 83,84).
Thus, we think that fast photoswitchable modulation of the
optical response of the suggested hybrid meta-atom can be
achieved by modifying the environment around SP molecules,
and using advanced excitation sources. It is also worth noting that
in many vital applications the ultrafast response is not necessarily
required, but the strong tunability and reconfigurability are
practically needed. The application examples include reconfigur-
able metasurfaces and metalenses, optical encryption, anti-
counterfeiting, smart windows, and biomedical sensing.
Reversible modulation of the scattering intensity was demon-

strated in our system, as shown in Supplementary Fig. 12. The
result indicates that no sign of photodegradation was observed
after five cycles of photoswitching. We should mention that our
samples are not optimized for practical applications requiring
highly robust performance. Many techniques that strongly
improve the robustness of isomerization cycles, such as the
covalent attachment of SP molecules to inorganic or macro-
molecular carriers, have been demonstrated80. We believe that
more stable hybrid meta-atoms can be realized by applying those
techniques.

Discussion
In summary, we have used bandgap engineering to tailor a-Si:H
NPs with low dissipation losses in the visible range. As a result,
strong higher-order magnetic multipole resonances in the visible
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and NIR ranges with Q factors up to 100 have been experimen-
tally demonstrated in tailored a-Si:H NPs. The appearance of
strong magnetic multipole scattering modes stems from the larger
bandgap of a-Si:H NPs compared to pure SiNPs. The bandgap of
a-Si:H NPs can be tuned by changing the hydrogen concentra-
tion. Strong magnetic multipole scattering modes with narrow
linewidths in the visible and NIR regions open new opportunities
to use nanostructures made of low-loss high-index materials for
light manipulation, exploring light–matter interactions, and
tunable optical devices. We show that coupling such strong
higher-order scattering resonances in a single a-Si:H meta-atom
with photochromic SP molecules results in ~70% tuning of the
scattering peak intensity upon switching the photochromic
molecules between transparent SP and colored MC states. This
photochromatic all-optical tuning of SiNPs requires drastically
lower incident light intensity than other reported methods. Our
results pave the way to novel devices based on highly tunable all-
dielectric single nanostructures with low-intensity requirements.

Methods
Sample preparation. A 10 mL titanium batch reactor (High-Pressure Equipment
Company (HiP Co.)) was used for the synthesis. First, 21 µL trisilane (Si3H8, 100%,
Voltaix) and n-hexane (anhydrous, 95%, Sigma-Aldrich) were loaded in the reactor
in a nitrogen-filled glove box. The amount of n-hexane loaded in the reactor is
associated with the reaction pressure inside the reactor during the heating process.
In all reactions, the pressure was kept at 34.5 MPa (5000 p.s.i.). The different
hydrogen concentration in these a-Si:H NPs is determined by different reaction
temperatures59. For example, the a-Si:H nanoparticles with a hydrogen con-
centration of 40% were synthesized at a temperature of 380 °C (ref. 59). After
adding the reagents, the reactor was sealed by using a wrench inside the glove box.
Then a vice was used to tightly seal the reactor after removing it from the glove
box. The reactor was heated to the target temperature in a heating block for 10 min
to allow the complete decomposition of trisilane. After the reaction, an ice bath was
used to cool the reactor to room temperature. Colloidal a-Si:H NPs were then
extracted from the opened reactor. The nanoparticles were washed by chloroform
(99.9%, Sigma-Aldrich) using a centrifuge (at 8000 r.p.m. for 5 min).

There are three main reasons why we didn’t study a-Si:H NPs with a hydrogen
concentration <10%: (1) a minimum amount of hydrogen is needed to achieve a
large enough bandgap change to dramatically reduce the absorption loss of a-Si:H
in the visible region; (2) 10% is the smallest hydrogen concentration for the
bottom-up approach we employed to fabricate a-Si:H nanospheres; and (3) it is
hard to precisely measure the hydrogen concentration of <10% with
thermogravimetric analysis.

The SP+ PMMA film is prepared by mixing SP (Sigma-Aldrich) molecules
with PMMA (Sigma-Aldrich) with a weight ratio of 1:1 in chlorobenzene (2 wt %
of SP in chlorobenzene). Then a spin coater (Laurell) is used to coat the mixture on
a-Si:H NPs at 2000 r.p.m. for 1 min.

Optical measurements. Before the scattering measurement, a-Si:H NPs were drop
coasted on a bare glass substrate. An inverted microscope (Ti-E, Nikon) with a
spectrograph (Andor), an EMCCD (Andor) and a halogen white light source (12 V,
100W) was employed to measure the scattering spectra of single a-Si:H NPs on the
bare glass substrate18,19. Raman spectra of a-Si:H NPs were measured by the Witec
Micro-Raman Spectrometer. A UV-VIS-NIR spectrometer (Ocean Optics) was
used to measure the transmission of a-Si:H NPs in ethanol. An epi-fluorescence
illuminator (mercury lamp, Nikon) and bandpass filters (central wavelength:
350 nm (UV) and 540 nm (green), bandwidth: 50 nm (UV) or 25 nm (green)) are
used to generated UV and green light. The maximum power of UV and green light
was measured by a power meter (Thorlabs). Since the mercury lamp is an inco-
herent light source and the incident light covers the whole rear aperture of the
objective, the beam spot diameter used to calculate the incident light intensity is
obtained by: dspot= daperture/magnification, where daperture is the diameter of the
objective rear aperture and equal to 6.5 mm and magnification is 100 times.

Analytical and numerical simulations. The optical response of a Si nanoparticle
with dielectric permittivity ε= n2 (n is the refractive index of the nanoparticle
material) and a radius R located in the free space can be treated via Mie light
scattering theory72,73, which gives the following expression for normalized scat-
tering [Qsct ¼ Psct=ðπR2IÞ] cross section for particles made of a nonmagnetic
material:

Qsct ¼
2

ðkRÞ2
X

1

l¼1
ð2l þ 1Þ jalj2 þ jbl j2

� �

; ð3Þ

where l defines the order of partial wave, k is the wavenumber k= ωnm/c, and
εm ¼ n2m is the dielectric permittivity of the surrounding medium. The quantity Psct

denotes the scattering power, I is the excitation intensity, c is the speed of light, and
ε0 is the dielectric constant.

For a single-component particle, the electric and magnetic scattering amplitudes
are given by

al ¼
RðaÞl

RðaÞl þ iTðaÞl

; bl ¼
RðbÞl

RðbÞl þ iTðbÞl

; ð4Þ

and functions Rl and Tl can be expressed in the following form:

RðaÞl ¼ nψ0lðkRÞψlðnkRÞ � ψlðkRÞψ0lðnkRÞ; ð5Þ

TðaÞl ¼ nχ0lðkRÞψlðnkRÞ � χlðkRÞψ0lðnkRÞ; ð6Þ

RðbÞl ¼ nψ0lðnkRÞψlðkRÞ � ψlðnkRÞψ0lðkRÞ; ð7Þ

TðbÞl ¼ nχlðkRÞψ0lðnkRÞ � χ0lðkRÞψlðnkRÞ: ð8Þ
Here, ψlðxÞ ¼

ffiffiffiffi

πx
2

p

Jlþ1=2ðxÞ; χlðxÞ ¼
ffiffiffiffi

πx
2

p

Nlþ1=2ðxÞ; Jlþ1=2ðxÞ, and Nlþ1=2ðxÞ are
the Bessel and Neumann functions, and prime means derivation.

The Mie scattering coefficients can be expressed similarly and can be found in
refs. 72,85.

The optical properties of the nanostructures in the optical frequency range have
been studied numerically by using CST Microwave Studio. CST Microwave Studio
is a full-wave 3D electromagnetic field solver based on a finite-integral time-
domain solution technique. A nonuniform mesh was used to improve accuracy in
the vicinity of the Si nanoparticles, where the field concentration was
significantly large.

Data availability
The data that support the findings of this study are available from the corresponding
authors upon reasonable request.
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Indirect bandgap MoSe2 resonators for
light-emitting nanophotonics†
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Transition metal dichalcogenides (TMDs) are promising for new

generation nanophotonics due to their unique optical properties.

However, in contrast to direct bandgap TMD monolayers, bulk

samples have an indirect bandgap that restricts their application

as light emitters. On the other hand, the high refractive index of

these materials allows for effective light trapping and the creation

of high-Q resonators. In this work, a method for the nanofabrica-

tion of microcavities from indirect TMD multilayer flakes, which

makes it possible to achieve pronounced resonant photolumines-

cence enhancement due to the cavity modes, is proposed. Whis-

pering gallery mode (WGM) resonators are fabricated from bulk

indirect MoSe2 using resistless scanning probe lithography. A

micro-photoluminescence (l-PL) investigation revealed the WGM

spectra of the resonators with an enhancement factor up to 100.

The characteristic features of WGMs are clearly seen from the

scattering experiments which are in agreement with the results of

numerical simulations. It is shown that the PL spectra in the

fabricated microcavities are contributed by two mechanisms

demonstrating different temperature dependences. The indirect

PL, which is quenched with the temperature decrease, and the

direct PL which almost does not depend on the temperature. The

results of the work show that the suggested approach has great

prospects in nanophotonics.

1 Introduction

Since the discovery of graphene in 2004,1 layered materials have
become one of the most booming topics in many fields, such as
materials science,2 condensed matter physics,3 optoelec-
tronics,4 and photonics,5 etc. The most prospective semicon-
ductive materials seem to be transition metal dichalcogenides
(TMDCs). This is due to the unique properties of their

monolayers such as extraordinary light absorption,6 large exciton
binding energies,7,8 strong and tailoring photoluminescence,9–11

the possibility of creating van der Waals heterostructures,12,13

twisting engineering,14–16 etc. Such an active investigation of
TMDC monolayers has revived interest in studying the properties
of their bulk samples. These materials in their bulk form were
actively studied back in the 1970s.17–20 However, today, research-
ers can take a fresh look at their bulk properties using the
progress that has been made in understanding physical phenom-
ena and the best modern equipment that allows researchers to
look deeper at known properties and to find new ones. Most
recent studies have revealed many new outstanding properties of
multilayered TMDCs, such as their giant optical anisotropy,21

polarizing effects,22 anapole–exciton polaritons,23 exciton–plas-
mon–polaritons,24 exciton–polariton transport,25 second harmo-
nic generation,26 etc. All the above-mentioned properties make
these materials a perfect candidate for a variety of nanophotonic
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New concepts
Bulk transition metal dichalcogenides (TMDs) have an extremely high
refractive index (B5) in the visible and IR spectral ranges. It makes them
an ideal medium for nanophotonic structures. However, due to an
indirect bandgap, the main attention for the application of TMDs in
the field of nanophotonics is paid to the creation of dielectric nanopho-
tonic structures for light absorption or low-loss nanophotonics. To date,
there are practically no studies devoted to light-emitting TMD
nanophotonic structures. Here we introduce a novel type of stand-alone
TMD nanocavity as a source of excitonic photoluminescence. Disk
whispering-gallery-mode optical nanoresonators were made of bulk
indirect bandgap MoSe2. Brand new frictional probe lithography was
used to fabricate nanoresonators so as not to disturb the pristine
properties of the TMD, which are highly sensitive to any contamination
or chemical treatment. The obtained nanoresonators demonstrate
strongly enhanced (by two orders of magnitude) photoluminescence in
the range of 850 to 1050 nm. Peak positions can be tuned by varying the
nanocavity diameter. This work demonstrates a new approach to the
fabrication of light-emitting nanophotonic devices from indirect bandgap
TMDs and opens up many opportunities for further research.
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Horizons

COMMUNICATION

Pu
bl

is
he

d 
on

 1
6 

Ja
nu

ar
y 

20
23

. D
ow

nl
oa

de
d 

on
 1

0/
13

/2
02

3 
1:

27
:5

1 
PM

. 

View Article Online
View Journal  | View Issue



This journal is © The Royal Society of Chemistry 2023 Nanoscale Horiz., 2023, 8, 396–403 |  397

applications including lasers,27,28 waveguides,25,29,30 high harmo-
nic generation,30–32 bound states in the continuum,33,34 etc.

However, there is a significant obstacle in the way of the
implementation of light-emitting nanophotonic devices. Multi-
layered TMDCs have an indirect bandgap that results in negli-
gible photoluminescence (PL).35 To use some of the unique
properties of TMDCs, many researchers integrate direct band-
gap TMDC monolayers into external photonic circuits/resona-
tors as a source of excitonic photoluminescence.27,36–38 Because
of their thickness, stand-alone monolayers cannot be used to
fabricate waveguides or resonators for the visible and near-IR
ranges. That requires forming photonic circuits and exciton/PL
sources using various technological processes and different
materials. All this considerably complicates the on-chip inte-
gration of TMDC materials. Another way to solve this problem
is to use the Purcell effect to enhance the PL intensity of
multilayered TMDCs.39–41 This approach was successfully used
to enhance the light emission of Si in optical cavities.42–45

Although due to the strong absorption of free charge carriers
in Si, the effect was not game-changing.46–49 Owing to an
extremely high refractive index in the visible and near-IR ranges
(n E 4–5),50,51 high-Q nanocavities with a strong Purcell effect
and enhanced emissivity might be made from bulk TMDCs (the
principle is illustrated in Fig. 1).52

In this work, we create disk whispering-gallery mode (WGM)
optical nanoresonators from multilayered MoSe2. Resistless
mechanical probe lithography was used to fabricate the nanor-
esonators so as not to disturb the pristine properties of the
TMDCs, which are highly sensitive to any contamination or
chemical treatment.53–55 The obtained nanocavities demon-
strate strongly enhanced (by two orders of magnitude) photo-
luminescence in the range of 850 to 1050 nm. The spectral
features correspond to WGM resonances, which were con-
firmed by numerical simulations and scattering experiments.

The results of the work allow the introduction of novel types of
standalone TMDC nano- and microcavities as sources of exci-
tonic photoluminescence for on-chip integrated nanophotonic
circuits.

2 Experimental
2.1 Sample preparation

Thin-film MoSe2 samples were fabricated by mechanical exfo-
liation with adhesive tape (blue tape, Nitto) from a commercial
bulk crystal (obtained from HQ Graphene, Netherlands) on top
of the Au/Si substrate.

2.2 Cavities creation

The cavities were created by resistless frictional mechanical
probe lithography. To perform the procedure, we used a Ntegra
Aura (NT-MDT) atomic force microscope using DCP (NT-MDT)
probes with a curvature radius of 100 nm and a spring constant
of 30–85 N m�1. The multi-pass frictional approach was used to
prevent defect formation. The force was about 10 mN, and the
number of passes amounted to 200 for each resonator. Detailed
information on this approach and the cavity creation process is
available in our previous work.56,57

2.3 Micro-photoluminescence (l-PL) investigation

The optical properties of the structures were investigated by
measuring the PL spectra. For these experiments, a multi-
functional optical complex Horiba LabRAM HREvo UV-VIS-
NIR-Open equipped with a confocal microscope was used.
The spectra were obtained with a spectral resolution of
3 cm�1 using a 600 g mm�1 grating. We used an Olympus
MPLN100� objective lens (NA = 0.9) to obtain information from
an area with a diameter of 1 mm. Apart from local measure-
ments, PL mapping with a spatial resolution of 0.5 mm was

Fig. 1 Principal scheme of PL enhancement in cavities made of indirect bandgap TMDCs. Owing to the indirect bandgap, the PL signal from the bulk
flakes is weak. However, it can be enhanced by a cavity.
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performed at the same setup using a motorized table. The
measurements were performed with continuous-wave (cw) exci-
tation using the 532 nm laser line of a Nd:YAG laser (Laser
Quantum Torus). To prevent damage to the structures, the
incident laser power was limited to 1 mW.

2.4 Scattering experiments

The microdisks were illuminated with white polarised light
(Ocean Optics HL-2000-HP in combination with linear polari-
ser) at an incidence angle of 65 degrees with a low-aperture lens
Mitutoyo Plan Apo NIR 10� 0.26 NA. The radiation scattered by
the disks is collected using the Mitutoyo Plan Apo NIR 50 �
0.65 NA which was analysed on a Horiba LabRAM HR 800 UV-
VIS-NIR spectrometer. The numerical apertures of the lenses
and the angle of incidence are chosen so that the pump does
not pass through the collection channel.

3 Results and discussion
3.1 Fabrication of nanocavities

An experimental structure consisting of thin MoSe2 flakes was
transferred onto a Si substrate covered with 50 nm of gold.
MoSe2 flakes were obtained by micro-mechanical exfoliation
and were transferred using a standard approach (i.e., scotch-
tape method) without using PDMS to prevent contamination
with the polymer.54 Fig. 2a shows the cross-section of the
structure used.

To create a cavity, we firstly found a flake of a thickness of
about 70–100 nm that is sufficient to accommodate the WGMs.
Then we used frictional scanning probe lithography (f-SPL) to
fabricate the cavities.57 The scheme of the f-SPL is shown in
Fig. 2b. f-SPL is a resistless method of lithography based on the

mechanical influence of an atomic force microscopy (AFM)
probe on the sample surface to remove the material
(mechanical-SPL). However, while m-SPL conventionally uses
high pressure to deepen the lithographic patterns (‘‘cutting’’
regime), f-SPL consists of consequent repetitions of the litho-
graphic patterns with a small amount of pressure on the
sample. Thus, during f-SPL, the material is gradually rubbed
out from the surface. This approach allows the avoidance of
cantilever twisting that prevents the formation of artifacts and
makes it possible to maintain high resolution even in the case
of thick samples. Fig. 2c shows an optical image of the
processed flake. It can be seen that two circular cavities are
formed from the flake, and the removed material is nearby.
Fig. 2d–f demonstrates the AFM images of the cavity creation
process. The first is a relatively flat surface of the flake. The
second is the surface with a half-thickness trench. The third is
the fully separated cavity and the full-thickness trench. The
optical properties of such cavities were studied by m-PL and
dark-field spectroscopy.

3.2 Optical properties of nanocavities

As discussed in the introduction, TMDs have many peculiar
properties that can appear in the optical response of such
structures. However, a combination of photoluminescence
and scattering investigations is a reliable method to determine
the nature of the observed features. The shape of the spectra
and the peak-to-peak distance are strong evidence of resonant
phenomena, whether they are WGM or Mie resonances. Thus,
the optical properties of the cavities were studied using micro-
PL and dark-field spectroscopy. Fig. 3 demonstrates the results
of the PL and experimental dark-field (DF) spectroscopy mea-
surements supported by DF numerical calculations. In the m-PL

Fig. 2 (a) Cross-section of the sample. (b) Scheme of frictional probe lithography of a cavity. (c) Optical image of the MoSe2 flake with two cavities.
(d–f) AFM images of the cavity creation process.
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spectrum, we observe a series of peaks (see Fig. 3a), which may
potentially originate from the whispering gallery mode reso-
nance. Further, we carry out the DF spectroscopy of the cavity
previously exposed by the PL measurements. Since the DF
spectroscopy deals only with the optical resonances of a cavity,
it allows us to unambiguously identify whether the PL
peaks have a resonant nature or not. The results are shown in
Fig. 3(b, red curve). One can see that we observe the resonant
features in the spectral regions similar to those that we get
through PL measurements (Fig. 3a).

To prove the optical resonance nature of the PL peaks, we
prepare comprehensive numerical simulations of optical scat-
tering in COMSOL Multiphysics. We assume a MoSe2 disk on
the top of a Si substrate covered by a layer of Au. The
permittivities of MoSe2, Si and Au are taken from ref. 18, 58
and 59. The disk diameter is 2.2 mm, the height is 70 nm, and
the thickness of the Au layer is 50 nm. To calculate the
scattering spectrum, we illuminate the structure by the s-
polarised plane wave with the incident angle of 651 and collect
the scattered wave in the numerical aperture of 0.65. The
results of the numerical calculation of the DF spectrum are
presented in Fig. 3(b, black curve). The experimentally obtained
DF spectrum is in a good agreement with the numerical one.
Based on the resonant behaviour of the DF spectra and the
peak-to-peak comparison, we conclude that the PL peaks have
an optical resonance nature. Fig. 3c and d demonstrate the

electrical field distribution in the cavity for the (11, 1) and (5, 2)
modes modeled in COMSOL Multiphysics.

Conventionally, when TMD monolayers are used as light
emitters, the external resonator is tuned to the direct exciton
transition60–62 (i.e., 780 nm/1.57 eV in the MoSe2 case).9 In our
case, we use a bulk TMD layer simultaneously as a resonator
and an emitter. Therefore, the absorption of the emitted light is
of great importance in our case. Even bulk TMDs have a strong
absorbance near the excitonic resonance, while the lumines-
cence is weak.19,63 Thus, to avoid maximum absorption, we
should tune our resonators to the long wavelength tail of the
photoluminescence.

Fig. 4 shows the m-PL data for cavities of various diameters.
The spectra consist of a series of peaks that are specific for
whispering gallery modes. The size variety of the cavities
provides different positions of the maxima and enhancement
factors. The 2.2 mm diameter cavity exhibits significantly
enhanced PL with an enhancement factor of up to 100. Addi-
tionally, one can notice that the PL maxima of the cavities are
shifted to the long-wavelength region compared to the PL peak
of the flake. Such a red-shift of the PL maxima can be explained
by the dominant contribution of the cavity modes to the PL in
the long-wavelength region (900–1050 nm) and suppression of
the cavity radiation due to the significant MoSe2 material losses
in the short-wavelength region (800–900 nm). The PL maximum
of the bare MoSe2 appears in the highly absorptive wavelength

Fig. 3 (a) Photoluminescence and (b) dark-field spectra of the cavity for s-polarised incidence. The red curves correspond to the experimental
measurements, the black curve represents the numerical calculations. The numbers in brackets represent the azimuthal and radial numbers (M, n) for
modes corresponding to the associated peaks. (c and d) Electrical field distribution in the cavity for (11, 1) and (5, 2) modes modeled in COMSOL
Multiphysics.
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range below 900 nm. Therefore, the cavity modes produce a
small PL signal in the short-wavelength region where the
absorptive losses are simultaneously resonantly enhanced.
For this reason, the disks with smaller diameters of 1.4 and
1.6 mm that have a high-Q resonance at the shorter wavelengths
did not show such a strong enhancement.56 Moreover, we
created structures of larger diameters (3, 5, and 10 mm). The
PL data of these structures are presented in the ESI† in Fig. S1.
The 3 mm cavity demonstrates some features related to WGMs.

However, these peaks are significantly weaker than in the
2.2 mm cavity case, and the flake-like PL peak dominates (see
Fig. S1, red curve, ESI†). With increasing cavity diameter, all
WGM features disappear, and only the unmodified flake photo-
luminescence remains in the spectra (see Fig. S1, ESI†, purple
and blue curves). Such dependence of the PL on the cavity
diameter can be explained by competition between the gain
and material losses. On one hand, a larger cavity should
provide higher enhancement due to the high-quality factor of
modes with a higher azimuthal number. On the other hand, a
longer light path in larger cavities relates to more intensive
absorption by indirect bandgap materials. Consequently, small
cavities have low a Q factor but low losses (1.4 and 1.6 mm),
large cavities have a high Q factor but high losses (3, 5, and
10 mm), and there is most likely some compromise with
satisfying gain and losses (2, and 2.2 mm). Thus, we believe
that the 2.2 mm diameter cavity is a compromise between
miniature size and enhancement factor (E100).

The enhanced PL originates from the Purcell effect caused
by the whispering gallery modes of the microdisk. The direct

evidence of the Purcell effect is the shortening of the lifetime of
the excited states. We measured the time-resolved PL for the
cavity with the largest enhancement factor (see Fig. 3S in ESI†).
Fig. 3S (ESI†) shows the instrument response function (IRF) of
the experimental setup and the PL decay curves for the bulk
flake and the microcavity with a 2.2 mm diameter, which were
measured at 966 nm (see Fig. 4a). The long lifetime part of the
IRF curve is associated with the effect of the diffusion tail,
which is typical for such types of detectors.64 The full width at
half maximum (FWHM) values for the IRF and PL decay curves
were extracted from experimental data and are approximately
80 ps. To analyze the measured spectra more precisely, we
approximate them with a two-phase exponential decay func-
tion. The time constants for the short lifetime region of the
curves are tBulk

1 = 37 � 2 ps, tCavity
1 = 37 � 2 ps, tIRF

1 = 36 � 2 ps
which are in good agreement with the FWHM values, and the
main difference of the measured spectra is observed for the
time constants associated with a long lifetime region: tBulk

2 =
345 � 10 ps, tCavity

2 = 318 � 2 ps, tIRF
2 = 311 � 10 ps. Such

behavior may indicate a decrease of the PL lifetime due to
increasing the local density of the optical states for the cavity,
but the time resolution limitation and the effect of the diffusion
tail make it difficult to interpret the results.

Furthermore, to estimate the impact of the Purcell effect and
to validate our experimental results, we perform numerical
calculations of the emissivity of the microdisk in COMSOL
Multiphysics.65 In order to calculate the intensity of the emitted
field, we utilize the reciprocity theorem. The reciprocity theo-
rem dictates that the electric field intensity emitted by the

Fig. 4 (a) PL spectra of cavities of various diameters. (b) PL mapping of one of the structures. (c) Calculated emissivity of the 2.2 mm cavity (red curve),
the flake spectrum (black curve), and the flake spectrum multiplied by the emissivity (green curve).
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current distribution is equal to the intensity necessary for
excitation of the current distribution. As a consequence, the
ability of the cavity to absorb the incident energy matches with
its ability to emit. Thus, to estimate the emissivity, it is enough
to find the energy absorbed in the microdisk. Fig. 4 (c, red
curve) shows the emissivity spectrum of the microdisk with the
diameter equal to 2.2 mm. The emissivity is calculated as an
integral of the field intensity inside the microdisk. Multiplica-
tion of the emissivity and the flake PL spectrum gives the PL of
the MoSe2 microdisk. The positions of the peaks obtained in
the calculations perfectly match with those that are experimen-
tally measured.

One can notice that conventionally WGM resonators do not
emit vertically. However, the presence of defects might serve as
a scatterer or antenna, and a finite aperture of the collecting
objective provides simultaneous collection in some angle
ranges. We can see such defects in our structures (e.g., non-
uniform thickness in Fig. 2d). In addition, we have noticed that
the PL signals strongly depend on a collection spot. Fig. 4b
demonstrates the PL mapping of one of the structures. It can be
seen that the PL intensity is not uniformly distributed, and that
there are hot spots. So, in our experiments, we chose the spots
that demonstrate the maximum PL intensity to record the PL
spectra.

3.3 Temperature dependence of photoluminescence

The nature of the PL of such multilayer TMDCs structures is
still ambiguous. However, many works point out the optical
activity of both direct and indirect transitions in multilayered
TMDs.66–69 The common conclusion is that temperature plays a
key role in the activation of an indirect transition. In our case,
at room temperature, we have a broad PL spectrum modified by
a WGM resonator; therefore, its analysis is nontrivial. For this
reason, we investigated the temperature dependence of PL for
our structures. The results of the investigation are shown in
Fig. 5.

As you can see from Fig. 5a, with the decreasing tempera-
ture, the broad spectrum at 300 K (see red line) splits into two
components at 175 K (see green line), and finally, at 85 K (see
violet line), the long-wavelength peak quenches, and the short-
wavelength one becomes dominant in the spectrum. Based on
such behavior of the PL, we can assume that the observed PL
consists of two near peaks. The direct transition is about 1.4 eV,
and the indirect transition is about 1.25 eV. The energy of
excitation is much higher than both of these (i.e., excitation is
non-resonant). Therefore, at room temperature, most of the
excited electrons experience phonon-assisted relaxation to the
lowest energy state. There, the electrons commit radiative
phonon-assisted recombination that provides the peak at 1.25 eV.

Fig. 5 (a) Temperature dependence of photoluminescence. (b and c) Scheme of optical transitions at 300 K and 85 K, respectively. Orange and red
contours are simple guides to the eye for direct and indirect transitions, respectively. Conventional fitting by Gaussian or Lorentzian curves is hampered
due to the fact that the PL spectra modified by WGM resonance, and the PL of the thick flake are very weak.
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Although, some electrons relax directly to a higher energy state
that has a shorter lifetime (i.e., higher oscillator strength) and
recombine directly without a phonon that provides the peak at
1.4 eV. This case is illustrated in Fig. 5b that corresponds to the
spectrum at 300 K (see Fig. 5a). With decreasing temperature,
the PL peaks become narrow, and the phonons start to freeze
out which reduces the effectiveness of the phonon-assisted
recombination channel. As a consequence, we can see the
separation of direct and indirect peaks and the formation of
a ‘‘trough’’ at 930 nm between them (see Fig. 5a, 175 K). At 85 K,
the phonons are almost frozen out, and the phonon-assisted
channel is ineffective. Therefore, the indirect peak can barely
be seen, and the direct channel becomes dominant. This case
is illustrated in Fig. 5c that corresponds to the spectrum at
85 K (see Fig. 5a). Although, as discussed earlier, the cavities
mainly enhance the tails of the PL peaks. So, the actual energies
of transitions are probably slightly higher than those we
observe here.

4 Conclusions

To conclude, we investigated the optical properties of nanopho-
tonic WGM disk resonators. The resonators were fabricated from
bulk indirect bandgap MoSe2 via resistless mechanical scanning
probe lithography. The diameter of the cavities varied from 1.4 to
10 mm, and the thickness was 70 nm. A micro-photoluminescence
investigation revealed WGM-like PL spectra with various enhance-
ment factors depending on the cavity diameter. It was shown that
the optimal cavity diameter is 2.2 mm, which provides an enhance-
ment factor of E100 compared to the pristine flake. Scattering
experiments and modeling also revealed WGM spectra and con-
firmed the data obtained by micro-PL. Moreover, we investigated
the temperature dependence of a cavity PL. The results showed
that the PL has two components – short-wavelength (E885 nm)
and long-wavelength (E990 nm) components. With decreasing
temperature, the long-wavelength component quenches, while the
short-wavelength one becomes dominant. Based on these results,
we assume that two transitions are simultaneously active in the PL
of our structures – direct (E1.4 eV) and indirect (E1.25 eV).

Thus, in this work, we demonstrated a novel approach to the
fabrication of light-emitting nanophotonic devices based on bulk
indirect bandgap TMDs and investigated the optical properties of
several of them. We believe that this approach might be promis-
ing to create other light-emitting nanophotonic devices from bulk
TMDs and reveal their fascinating properties.
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Paper 9: Optically

induced
antiferromagnetic order in

dielectric metasurfaces
with complex supercells

Optical resonances in lattices of alternating out-of-phase oscillating magnetic dipoles
in dielectric nanostructures are investigated theoretically and experimantally. The
manuscript is published.
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Metasurfaces are 2D planar lattices of nanoparticles that allow the manipulation of incident light proper-
ties. Because of that attribute, metasurfaces are promising candidates to replace bulky optical components.
Traditionally, metasurfaces are made from a periodic arrangement of identical unit cells. However, more degrees
of freedom are accessible if an increasing number of structured unit cells are combined. The present study explores
a type of dielectric metasurface with complex supercells composed of Mie-resonant dielectric nanocylinders and
nanoscale rings. We numerically and experimentally demonstrate the signature of an optical response that relies
on the structures sustaining staggered optically induced magnetic dipole moments. The optical response is asso-
ciated with an optical antiferromagnetism. The optical antiferromagnetism exploits the presence of pronounced
coupling between dissimilar Mie-resonant dielectric nanoparticles. The coupling is manipulated by engineering
the geometry and distance between the nanoparticles, which ultimately enhances their effective magnetic response.
Our results suggest possible applications in resonant nanophotonics by broadening the modulation capabilities of
metasurfaces. ©2023Optica PublishingGroup

https://doi.org/10.1364/JOSAB.478307

1. INTRODUCTION

Metasurfaces have attracted a lot of attention in photonics in
recent years [1–11]. Current trends call for creating highly trans-
parent, functional, and active metasurfaces with high-index
dielectric nanoparticles [12–14]. Dielectric nanoparticles with
a high refractive index can be excited to sustain electric and
magnetic Mie resonances at optical frequencies. The negligible
absorption and strong scattering of dielectric resonant nanopar-
ticles bring about a pronounced coupling of these components
in a metasurface. As a result, the emergent electromagnetic
response of a metasurface is vastly different from the response
of the isolated nanoparticle [15,16]. The coupling effects in
periodic metasurfaces with identical nanoparticles have been
extensively studied [9,10,16–19]. However, coupling in peri-
odic metasurfaces with dissimilar nanoparticles is less explored
[15]. Note that coupling here refers to the renormalization of the
optical response of the nanoparticles (for example, the resonance
frequencies), when they interact with each other, as compared to
their isolated optical responses.

Some years ago, it was predicted theoretically that a hybrid
dimer structure composed of metal split-ring resonators and
silicon nanospheres could exhibit a novel type of optically
induced magnetic order termed as optical antiferromagnetic
(AFM) order [20]. In the optical antiferromagnetic order, the
induced magnetic dipole moments of the dissimilar nanopar-
ticles are antiparallel. This is in contrast to the conventional
parallel magnetic dipole (i.e., the optical ferromagnetic (FM)
order), in which the induced dipole moments are equal and
collinear. These effects have not been observed in optics. Still,
theory predicted that a similar AFM order could be expected in
anisotropic lattices composed of dielectric nanocylinders and
nanotubes [21].

In this work, based on the theoretical work in [21], we have
fabricated and analyzed all-dielectric periodic metasurfaces
with complex supercells that, in contrast to unit cells containing
only a single nanoparticle, give rise to what we believe, to the
best of our knowledge, are novel scattering states, as shown in
Fig. 1. The supercells of these metasurfaces are composed of

0740-3224/23/050994-05 Journal © 2023Optica PublishingGroup
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Fig. 1. A complex lattice unit cell: The transition from a single par-
ticle cell to a dimer cell gives rise to new scattering states.

two nanoparticles: a nanocylinder and a nanotube. These two
dissimilar nanoparticles, in a complex supercell, have shown
AFM order [21]. Here, we studied the optical response of
metasurfaces with isotropic and anisotropic arrangements of
these two components, as shown in Fig. 2 for a range of inci-
dence angles, including normal incidence. The parameters are
designed for the near-IR region. We experimentally demon-
strated the signature of staggered magnetic dipole momenta
in the transmittance spectra of the metasurfaces. We observed
that AFM states can give rise to very high-quality resonances
that extend over a wide range of incidence angles. The sharp
resonance, like the Fano resonance or the bound state in the
continuum, can be linked to the interference of the radiation
from the antiparallel induced magnetic moments of dissimilar
nanoparticles. By introducing dissimilar nanoparticles in the
metasurface structure, new scattering states arise that provide
more degrees of freedom to modulate the impinging light.

2. RESULTS AND DISCUSSION

A. Metasurface Structure

We designed and fabricated two types of all-dielectric meta-
surfaces with complex unit cells composed of dissimilar
nanoparticles of Mie-resonant nanocylinders and nanotubes.
We should note that using two nanocylinders with different sizes
can also lead to AFM states. However, the nanotube can pro-
vide a broader magnetic resonance, which facilitates the design
process. In the design process, we have looked for setups with
pronounced antiparallel magnetic moments. Figure 2(a) shows
the structure and scanning electron micrograph of an aniso-
tropic metasurface composed of periodic rows of nanocylinders
and nanotubes termed an “anisotropic metasurface.” Figure 2(b)
shows the “isotropic metasurface” composed of a checkerboard
lattice of nanotubes and nanocylinders. The size parameters
are mentioned in the figure caption. The design follows our
theoretical study in [21].

The materials used for the nanoparticles and the substrate are
silicon and silica glass, respectively. For wavelengths between

Anisotropic

Isotropic

a
b

a

c

c

D1

d

D2

c

c

a

a

b

(a)

(b)

Fig. 2. Two types of silicon metasurfaces with a complex unit cell
composed of dissimilar periodic lattices of resonant nanocylinders
and nanotubes: (a) Structure and scanning electron micrograph of a
metasurface composed of periodic rows of nanocylinders and nano-
tubes, termed an anisotropic metasurface. Here, a = 150 nm and
b = 300 nm. The periodicity of the supercell is 930 nm and 550 nm.
(b) The isotropic metasurface is composed of a checkerboard lattice
of nanoparticles. Here, c = 185 nm. For both arrangements, the nan-
otube outer diameter is D1 = 400 nm, the nanotube inner diameter
is d = 200 nm, and the nanocylinder diameter is D2 = 230 nm. The
periodicity of the supercell is 500

√
2≈ 707 nm. Each nanoparticle has

a height of 300 nm. The scale bars are 1µm.

950 and 1600 nm, the two materials have a small dispersion.
Furthermore, the absorption losses are negligible. In this wave-
length range, the refractive index of silicon and silica is about 3.5
and 1.5, respectively. The silicon nanoparticles, nanocylinders,
and nanotubes are fabricated on a thick glass substrate with the
surrounding material being air.

B. Methods

To fabricate the metasurface, we coated a 300 nm thick
hydrogenated amorphous silicon (a-Si:H) film onto glass
(SCHOTT-N-BK7, Schott AG) via plasma-enhanced chemical
vapor deposition (PECVD). First, a positive electron beam resist
(ZEP520A, Zeon Corp.) was spin-coated on the film. In the
next step, the nanoparticle patterns were formed using e-beam
lithography and the subsequent development in ZED-N50
(Zeon). Next, a 50 nm thick aluminum layer was evaporated
onto the sample. Then, the resist was removed using ZDMAC
(Zeon). The silicon film was etched in CHF3 plasma with a
small addition of SF6, which led to a highly anisotropic etching
profile. Finally, the residual aluminum etch mask was removed
using a wet etching solution.

To measure the metasurface transmittance spectra, we used
an automated custom-built incoherent white light spectros-
copy setup with complete control over the incidence angle and
polarization. The sample was mounted on an automated step
motor to not only move the sample, but also to rotate it along
a single axis for the angular measurements. The setup had an
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NA of 0.044, which corresponds to a half-angle of 2.5◦. The
divergence angle (half-angle) of the incident beam equaled 0.8◦.
The spectrometer used a scanning slit that corresponds to a
2 nm bandwidth, but the scanning was done in 0.8 nm steps.
Moreover, the angular spectrum was sampled in steps of 2◦.

We used a finite element method (using CST Studio Suite) to
simulate the transmittance of the metasurfaces and the induced
magnetic field distribution of the nanoparticles inside the
lattice.

C. Transmittance for Normal Incidence

In this subsection, we focus on the anisotropic metasurface
under normal incidence illumination. Figures 3(a) and 3(b)
show the simulated transmittance spectra calculated under
normal incidence for the all-dielectric metasurface with an
anisotropic arrangement of nanocylinders and nanotubes, as
shown in Fig. 2(a). The insets show the magnetic field distribu-
tion in designated resonance frequencies. The transmittance
spectra are very different for the two polarizations of the external
field, and they reflect different types of resonances supported by
the metasurfaces.
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Fig. 3. Transmittance spectra of all-dielectric metasurfaces with
anisotropic arrangements of nanocylinders and nanotubes as shown
in Fig. 2(a), for two different polarizations of the external field:
(a) x -polarization, and (b) y -polarization. For x -polarization, two
distinct magnetic dipole resonances are observed at 1010 nm and
1124 nm (mode A and mode B), as shown in the insets of (a). For
y -polarization, a hybrid response with the AFM order is observed
at 1397 nm (mode C), as confirmed by the magnetic field distribu-
tion shown in the inset. The onset of the first diffraction order is at
930 nm× 1.5= 1395 nm.

For x polarization [Fig. 3(a)] (i.e., a magnetic field along the
y axis), two distinct magnetic dipole resonances are observed at
wavelengths of 1010 nm and 1124 nm (mode A and mode B), as
shown in the insets of Fig. 3(a). For mode A, the magnetic dipole
moment of the nanocylinder is dominant with an out-of-phase
resonance; for mode B, the magnetic dipole of the nanotube is
dominant with an in-phase resonance. The sudden transition at
1400 nm is due to the onset of the first diffraction order.

For y polarization, as shown in Fig. 3(b), at the resonance
mode C, a hybrid resonance with an AFM order is observed at
1397 nm. The magnetic field distribution, shown in the inset,
displays an antiparallel orientation of the induced magnetic
dipole moments of the nanotube and the nanocylinder. It is
observed that the induced magnetic dipole moment of the
nanotube is in-phase with the external magnetic field, while the
induced dipole moment of the nanocylinder is out-of-phase.
The pronounced coupling of the two nanoparticles led to the
emergence of a what we believe is a novel antiparallel mode. A
strong magnetic interaction near the onset of diffraction has also
been observed in the literature [22]. We noticed that such an
antiparallel mode cannot exist for periodic arrangements with
unit cells composed of single nanoparticles.

As explained in [21], AFM and FM states can be tuned
by changing the distances of nanotubes and nanocylinders.
With an increasing distance, the coupling of the nanocylinders
and nanotubes decays rapidly and the AFM modes cannot
be excited. At a closer distance, the AFM-like response can
be excited with an induced magnetic moment and opposite
phase among dissimilar nanoparticles. The distance-dependent
magnetic response is a unique feature of a complex supercell
structure. The sensitivity of the AFM mode to slight variations
manifests in the observed high-quality resonance. Due to this
sensitivity, however, the mode is prone to fabrication defects,
which makes experimental observations challenging.

D. Metasurface Characterization

This subsection shows the experimental characterization of the
fabricated metasurfaces for an extended illumination angle of up
to 30◦, and the results are compared to the simulation data.

Figure 4 shows the simulated and experimental data for the
transmittance of the anisotropic and isotropic metasurfaces
under oblique TE- and TM-polarized light illuminated in the
X Z or Y Z plane. The axes are shown in the inset. The simu-
lation and experimental measurements show good agreement,
especially for pronounced resonances.

The complex structure of the supercell leads to the splitting of
the fundamental magnetic dipole mode of a single nanoparticle
into various modes with different polarization and order of the
dipoles. The transmittance dips observed in the experimen-
tal measurement is the evident fingerprints of the AFM/FM
ordering predicted by the simulations. From the calculation of
the magnetic field distributions of the modes at the resonances
obtained using CST, we derived two types of modes: AFM mag-
netic modes with x , y , and z orientation of the moments and
FM magnetic modes directed along the y axis. We have marked
these modes in Fig. 4 with black dashed lines. Remarkably, the
FM order occurs only along the y axis [Figs. 4(b) and 4(e)] when
the magnetic field vector is parallel to the dimer axis.
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black dashed lines highlight the FM and AFM modes of the proposed metasurfaces.

Note that Figs. 4(b) and 4(e) are equivalent for normal inci-
dence. Their transmittance spectrum is plotted in Fig. 3(a)
(titled as the x polarization). Moreover, Figs. 4(a) and 4(f ) are
also equivalent for normal incidence angles. Their transmit-
tance spectrum is plotted in Fig. 3(b) (title as the y polarization).
The C mode in Fig. 3(b) is an x -AFM mode, as the antiparallel
dipole moments are in the x axis.

A deviation from the normal incidence opens the scatter-
ing channel for modes with a z axis oriented AFM state [cf.
Figs. 4(a), 4(e), 4(f ), and 4(i)]. At normal incidence, the mag-
netic field vector is directed along the x or y axis. Therefore,
it prevents the coupling of the incident wave to the vertically
polarized magnetic AFM mode. However, an external magnetic
field along the z axis enables an antiparallel magnetic dipole
moment excitation along the z axis. Interestingly, this mode can
already appear for a very slight deviation from normal incidence.

Compared to the simulated data note that the experimental
measurements for the transmittance were substantially lower,
and the dips were substantially less pronounced. These discrep-
ancies are due to fabrication imperfections. As evident from
the SEM images of Fig. 2, the surfaces were not as smooth as
assumed in the simulations. This roughness caused the light
to scatter into a nonspecular, diffusive direction that is not
collected by the spectrometer. Moreover, contamination of
the sample would have a similar effect. In addition, the size
of the nanoparticles was not as homogeneously distributed as
designed; this undesired disorder can lead to the broadening
and dampening of resonances. Finally, the actual material from
which the resonators were made could also suffer from a higher
density of surface states. These, indeed, could lead to an addi-
tional absorption that affects the background transmission over
an extended spectral region.
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Fig. 5. Experimental transmittance spectra of the anisotropic meta-
surface measured for (a) x -polarized and (b) y -polarized plane waves.

Figure 5 shows the measured spectra for the anisotropic
metasurface under normal incidence. The results can be com-
pared to the simulated data in Fig. 2. Moreover, the data shall
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be interpreted with a look at the experimental angular data of
Fig. 4.

For x polarization [Fig. 5(a)], as predicted in the simulation
results [Fig. 3(a)], two distinct magnetic dipole resonances were
observed at wavelengths near 1000 and 1100 nm. Furthermore,
we also observed a resonance at around 1400 nm. This reso-
nance was not predicted in the simulation results. However,
comparing the experimental and simulation results in Figs. 4(b)
and 4(d) for tilted angles, we observed a resonance (y -FM) that
has been broadened in the experimental results. Therefore,
we ascribed this dip to a slight angular misalignment in the
measurement setup and also broadening of resonances due
to imperfections that have resulted in the resonance around
1400 nm.

For a y polarization incidence [Fig. 5(b)], a resonance was
observed near 1400 nm. As predicted by the simulations, this
resonance could be linked to the y -AFM mode. However, the
resonance was not as sharp as in the simulations. Fabrication
imperfections can explain the broadening and reduction in
sharpness. Lattice constants can be quite precise during fabrica-
tion, while nanoparticle sizes can be prone to imperfections in
the fabrication.

3. CONCLUSION

We studied Mie-resonant dielectric metasurfaces with a com-
plex supercell created by two types of resonant dielectric
nanoparticles (namely, nanocylinders and nanotubes) arranged
in square/rectangular lattices. We demonstrated, for the first
time to the best of our knowledge, the effects of pronounced
near-field coupling of meta-atoms in such dielectric metasur-
faces that can be observed in the optically induced staggered
magnetic dipole moments. We revealed that the overall optical
response of the metasurfaces depends on the mode hybridiza-
tion and nanoparticle ordering. In particular, we observed an
optically induced response corresponding to a staggered struc-
ture of optically induced magnetic dipole moments that can
be associated with the physics of the so-called artificial optical
antiferromagnetism. We believe our results may suggest novel
applications in resonant nanophotonics by broadening the
modulation capabilities of metasurfaces with complex unit cells.
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In this manuscript, Raman spectroscopy enhanced by localized surface plasmon reso-
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ABSTRACT

Surface-enhanced Raman spectroscopy (SERS) is a promising optical method for analyzing molecular samples of various nature. Most SERS
studies are of an applied nature, indicating a serious potential for their application in analytical practice. Dendritelike nanostructures have
great potential for SERS, but the lack of a method for their predictable production significantly limits their implementation. In this paper, a
method for controllably obtaining spatially separated, self-organized, and highly-branched silver dendrites via template synthesis in pores of
SiO2/Si is proposed. The dendritic branches have nanoscale roughness, creating many plasmon-active “hotspots” required for SERS. The
first held 3D modeling of the external electromagnetic wave interaction with such a dendrite, as well as experimental data, confirms this
theory. Using the example of a reference biological analyte, which is usually used as a label for other biological molecules, the dendrites’
SERS-sensitivity up to 10−15M was demonstrated with an enhancement factor of 108. The comparison of simulation results with SERS
experiments allows distinguishing the presence of electromagnetic and chemical contributions, which have a different effect at various
analyte concentrations.
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I. INTRODUCTION

Raman spectroscopy—a measurement of the inelastic light
scattering from a molecule with quantized vibrational signature—is
a highly innovative technique of modern biomedical analysis and
clinical and biological studies.1 These areas have been experiencing
a fast development, which has lasted for more than 40 years after
the discovery that inherently weak Raman signals can be signifi-
cantly enhanced for molecules adsorbed onto a rough metal
surface. This effect, which can be attributed mainly to the strong
electric field enhancement around subwavelength metal roughness, is
called Surface-Enhanced Raman Scattering (SERS)2–5 and has been
demonstrated for various plasmonic structures, including plasmonic
nanoantennas,6 dimers with sub-10-nm gaps,7 disordered nanoparticle
clusters, metamaterials, and metasurfaces.8

Electromagnetic mechanisms usually provide the primary role
in SERS amplification. Excitation of surface plasmons, i.e., coherent
oscillations of free electrons at the metal-dielectric boundaries,
causes regions of a strong electric field (hotspots) arising near
metal nanostructures and at the junctions between them.9–11 The
SERS enhancement factor caused by this electric field localization is
roughly proportional to the fourth power of the electric field ampli-
tude. The subsequent analysis has shown that SERS is inherent not
only to metals, such as copper (Cu),12 silver (Ag),13 and gold
(Au),14 but also to resonant all-dielectric nanostructures,15 demon-
strating the universal nature of this effect, associated with the local
electric field enhancement. However, in some cases, the chemical
contribution is a factor responsible for the sharp growth of the
Raman scattering cross section due to the interaction of the analyte
molecule with the metallic surface.16–19

Tremendous progress in the area of Raman-based sensors led
to the creation of the surfaces allowing Raman signal detection
from a few or even single molecules.20 The SERS enhancement
factor (EF), which is usually defined as

EF ¼ ISERS
CSERS

CR

IR
, (1)

has been demonstrated to be as large as 105–1011 (cf. Ref. 21).
Here, ISERS stands for the Raman intensity obtained for the SERS
substrate under a certain analyte concentration CSERS, and IR
corresponds to the Raman intensity obtained under non-SERS
conditions at analyte concentration CR.

However, the adoption of SERS remains limited, to a great
extent, due to the fabrication difficulties of effective and affordable
nanostructured plasmonic SERS surfaces. So far, SERS substrate
fabrication techniques include lithography,7 laser ablation,22 tem-
plated electrodeposition,23 wet chemistry,24,25 and self-assembly.8,26

The self-assembly technique is often considered the most promising
because of its simplicity and cost- and time-effectiveness. For
example, based on this approach, highly-branched dendritic nano-
structures with sub-10-nm gaps between neighboring branches can
be fabricated.27–29 However, self-assembly techniques lack control
over resulting structures. Thus, despite relatively satisfactory results,30

regularly reproducible detection of ultrasmall concentrations of the
analyte (in particular, single molecules) using dendrites was not
demonstrated. The main problem is related to the formation of bulk

agglomerates,27,31–33 which limit stable detection at ultralow concen-
trations of molecules due to the analyte penetration into the interior
of such structures. As a result, the excitation laser does not access the
analyte localization region and, consequently, the signal from the
analyte is poorly recorded.

For that reason, such a problem can be solved by the spatial
separation of nanostructures using porous templates: polymer track
membranes, anodized aluminum oxide, porous silicon, etc.34–37

The formation of metallic nanostructures in the pores matrix is
usually carried out using two methods: electrochemical deposition
and electroless galvanic displacement. The first method is used to
produce nanostructures filling the pore volume (for example, in the
formation of nanorods)38 and the second, when it is required, to
realize individual nanoparticles or thin metallic layers on the pores’
surface.39

In this paper, we develop and demonstrate a novel technique
for the fabrication of spatially separate silver dendrites, presented
schematically in Fig. 1, via self-organization of Ag nanostructures
in pores of SiO2/Si templates. We investigate the microstructure,
morphology, optical features, and SERS properties of fabricated
nanostructures. Also, we show that observed templates allow us to
achieve a SERS enhancement factor of ∼108 with a single molecule
detection possibility (∼10−15 M) of Ellman’s reagent, which is
usually used as a label for other biological molecules.

II. MATERIALS AND METHODS

As templates for the synthesis of silver dendrites, a swift
heavy ion-track porous SiO2 matrix on the p-type silicon substrate
(12 Ohm⋅cm with orientation 〈100〉) was used with a 170 nm
thick silicon oxide layer and pore sizes of 800 nm. The procedure
of obtaining porous SiO2/Si templates is described in our previous
paper.36 The parameters of the porous template were determined
using ellipsometry.40,41 The SiO2/Si pore density over the surface

FIG. 1. Schematic representation of enhanced Raman scattering from a mole-
cule nearby a silver dendrite.
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was found to be 107 cm−2 according to SEM studies determined
by ImageJ.42

The formation of Ag nanostructures in the pores of the SiO2

template on the Si substrate was carried out by the electroless
galvanic displacement method using an aqueous solution of Ag
nitrate (AgNO3) and hydrofluoric acid (HF), which dissociates in
water into individual cations and anions (Ag+, NO3

−, H+, and F−)
as was published in our previous publication.43 The resulted ions
participate in three parallel processes:44,45 the electrochemical
reduction of [Ag]+ ions to a metallic silver state on Si or metal
[Eq. (2)] with simultaneous anodic and cathodic oxidation of Si
[Eq. (3)], and also SiO2 dissolution in hydrofluoric acid [Eq. (4)].
Schematically, the processes taking place in the pore of the SiO2/Si
template are shown in Fig. 2,

4AgþþSiþ 6F� ! 4Agþ SiF2�6 , Siþ 6HF!H2SiF6þ 4Hþþ4e�,
Agþþe� !Ag, H2! 2Hþþ2e�: (2)

Siþ 2H2O! SiO2 þ 4Hþþ4e�: (3)

SiO2 þ 6HF! H2SiF6 þ 2H2O: (4)

Scanning electron microscopy (SEM, Carl Zeiss ULTRA 55,
FE-SEM) was chosen to characterize the surface morphology of the
obtained samples.

The EBSD (electron backscattered diffraction) analysis of the
samples was performed using a scanning electron microscope
equipped with a Schottky emitter (Zeiss Ultra 55) and a high-
resolution EBSD camera (Bruker e-FlashHR) using an acceleration
voltage of 20 kV at a nominal sample current of 1.5 nA, a sample tilt
of 60° with respect to the primary electron beam, and a scanning
step width of 12 nm. The resolution of the Kikuchi patterns was
160 × 120 pixels applying a 10 × 10 binning and using integration
times of 40ms. There were no problems with charging issues. The
data were evaluated using a commercial software package (Bruker
Quantax; Esprit 2.1) as well as the MATLAB toolbox MTEX.46

To clarify the crystal structure of silver dendrites, the X-ray
diffraction (XRD) patterns were measured using an X’Pert Pro
X-ray diffractometer from PANalytical B.V. in the Bragg-Brentano
arrangement.

The chemical state of the formed nanostructures was deter-
mined by X-ray photoelectron spectroscopy (XPS) in ultrahigh-
vacuum (10−9 mbar) by the K-Alpha ThermoScientific system with
a monochromatic X-ray source Al-K-alpha 1.486 keV. To neutralize
the surface charge, a compensation gun was used. The density of
data collection of high-resolution spectra was 0.1 eV.

The scattering properties (LSPR—Localized Surface Plasmon
Resonance) of the metal nanostructures were recorded with a
dark-field microspectroscopy similarly as in Ref. 47. Briefly, the
microspectroscopy system consisting of an upright microscope
(AxioImager Z1m, Carl Zeiss) was combined with a fiber-coupled
spectrometer (Spectra Pro 2300i, Princeton Instruments) and was
used in the dark-field top illumination settings. The microscope
was equipped with a color camera (AxioCam Mrc5, Carl Zeiss) to
record the overview images of the samples. The scattering signal
was recorded from a circular area with a diameter of 15 μm (10×
objective; NA = 0.2, 150 μm diameter aperture in front of the col-
lecting fiber) from the middle of the overview image. The scattering
signals were corrected with respect to the background and lamp
spectrum.

The SERS measurements were performed using the commer-
cially available confocal microspectrometer “Confotec CARS” (SOL
Instruments Ltd., Belarus) setup equipped with several laser systems
including a 633 nm laser.48 During measurements, a 600 lines per
millimeter grating was used with a spectral resolution of ∼2 cm−1,
and the same objective (Leica 100×, 0.9 NA) was employed for focus-
ing the laser beam on the sample and for collecting the backscattered
light. The laser power of 50 μW within an exposure time of 1 s was
exploited. For the SERS studies, Ellman’s reagent C14H8N2O8S2
[5,50-dithiobis-(2-nitrobenzoic acid)] or DTNB was used as a model
analyte in different concentrations: 10−4М, 10−7М, 10−10М, 10−13М,
and 10−15М. DTNB is a popular marker for various biological mole-
cules. For the registration of ultralow concentrations (10−13М and

FIG. 2. Schematic representation of
the processes involved in the reduction
of [Ag]+ ions occurring in pores of a
template SiO2 on Si: (a) Ag reduction;
(b) SiO2 etching; (c) Si oxidization; (d)
all processes simultaneously.
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10−15М) of the analyte, 10 × 10 μm2 mapping was used. For compar-
ing with SERS spectra, the Raman spectrum was measured from
10−2М of DTNB on the SiO2/Si template without silver.

CST Microwave Studio is a full-wave 3D electromagnetic field
solver based on the finite-integral time-domain (FITD) solution
technique. A nonuniform mesh was used to improve accuracy near
the Ag nanorods where the field concentration was significantly
large.49 The SiO2 substrate thickness was taken to be 170 nm. The
lengths of big and small dendritics were ∼1130 nm and 170 nm,
respectively. The thicknesses of the big and small dendrites were
180 nm and 70 nm, respectively. The radius of the rounded
outgrowths was 53 nm.

III. RESULTS AND DISCUSSION

All the pores of the ion-track SiO2/p-Si template are filled
with dendritic silver nanostructures, as shown in Fig. 3(a). The
SEM image of a single pore filled with silver nanostructures is pre-
sented in Fig. 3(b). The image reveals that the nanostructures have
the form of dendrites containing the main trunk, lateral branches,
and many rounded outgrowths on them. Due to the presence of

nanoscale inhomogeneities between dendrites’ branches, the forma-
tion of “hotspots” can be expected with the enhanced electric field,
which can be used for boosting the SERS effect.

The detailed structure of dendrites local features was evaluated
by electron backscattered diffraction (EBSD). Figures 3(d) and 3(e)
show the EBSD orientation maps with an inverse pole figure
related color coding with regard to the sample surface normal
direction z (IPFZ). For cubic systems, red color means that 〈100〉
crystal directions are parallel to the normal direction of the sample;
green or blue colors are for 〈110〉 or 〈111〉 directions aligned to the
normal direction, respectively. Our results suggest the presence of
many blue spots around the main trunk, which corresponds to the
〈111〉 crystal growth direction. Further investigations of grain
boundary relations inside the nanostructure reveal that most of the
grain boundaries are coincidence site lattice (CSL50) grain boundar-
ies Σ3 (twin grain boundary) and few Σ9 (for more details see
Methods).

The crystallinity of silver dendrites in the pores of the SiO2/p-Si
template was determined using the X-ray diffraction method.
Figure 3(f) shows the XRD pattern of the produced structure. Unlike
the typical diffraction patterns of silver dendrites,30,51 we observe a

FIG. 3. Morphology and microstructure
of observed SiO2(Ag)/Si structures: (a),
(b), and (c) overview and single feature
SEM micrographs; (d) and (e) EBSD
analysis of silver dendrite; (f ) X-ray dif-
fraction pattern; lattice parameter (a) of
Ag dendrites is 4.0816 Å.
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broad background signal coming from the amorphous SiO2 layer.
The peak at 2θ about 69° corresponds to the signal from monocrys-
talline Si with a highly broadened value due to the high defectiveness
of the near-surface layers, which is the consequence of a template
creating via ion-track technology on the irradiation stage with swift
heavy ions. Ag dendrites have a cubic crystalline structure and are
characterized by a set of reflexes from planes (111), (200), (220),
(311), and (222). The broadened peak of the (200) reflex, also, points
to the polycrystalline nature of the observed Ag precipitate. The high
intensity of the (111) reflex indicates the priority direction of crystal-
lite growth along this direction that correlates with EBSD observa-
tions in Figs. 3(d) and 3(e).

The result of XPS is presented in Fig. 4. The asymmetric spectra
for the Ag 3d line and the presence of low-intensity plasmon loss
peaks confirm the metallic nature of the dendrites being formed.52

To investigate the optical properties of the fabricated dendritic
Ag nanostructures numerically, we perform the full-wave simula-
tions using the commercial software CST Microwave Studio
[Figs. 5(a) and 5(b)]. The simulation results indicate that the most
intense “hotspots” are located between the neighboring dendrite
branches, where the electric field enhancement reaches 12 as shown
in Fig. 5(b). It is known that the SERS enhancement factor caused
by electric field localization is roughly proportional to the fourth
power of the electric field amplitude (∼E4). This gives us an estima-
tion for the enhancement factor of ∼104.

The typical scattering spectrum (for more details, see Methods)
of the dendritic nanostructures is shown in Fig. 5(c). The

complexness of the structure gives rise to the spectral broadening
of the measured scattering spectra.43 Moreover, the scattered
light-collecting area has a radius of 15 μm, and hence each spectrum
is averaged over ∼50 nanostructures, which causes its additional
broadening. As a result, the scattering spectrum in Fig. 5(c) does not
exhibit sharp peaks in the range of 500–750 nm with a broadband
resonant behavior nearby excitation wavelength (633 nm).

Next, in order to demonstrate the performance of the resulting
structures as a sensor, the SERS measurements using DTNB as a
model analyte were performed (for details, see Methods). Figure 6
summarizes the obtained results. We attributed the observed most
intense bands at 1062, 1150, 1331, and 1555 cm−1 to the DTNB53

analyte. The evolution of SERS spectra shows the possibility of the
detection of ultralow concentrations of the model DTNB analyte by
applying localized silver dendrite nanostructures, which correspond
to EF at least 108.

According to modern concepts of Raman signal amplification
mechanisms by plasmonic nanostructures, the highest amplification
of the Raman signal occurs in “hotspots” due to the increased elec-
tromagnetic field strength in these places [Fig. 5(a)]. The closer the
molecule under study to the “hotspots” is, the more intense the
signal is recorded. However, given the fact that each dendrite has a
large number of “hotspots,” signal amplification by means of an
electromagnetic mechanism is determined by all such places simul-
taneously. Even taking into account this fact, the obtained result of
the amplification of the Raman signal is orders of magnitude
higher than the numerical calculation. The EF value of 108 exceeds
by several orders of magnitude the results of numerical simulations.
We believe that this indicates the existence of a strong chemical
contribution to the SERS enhancement. This contribution can be
caused by the following mechanisms: a change in the polarization
of the molecule16,17 (static charge transfer, causing an amplification
of up to 10 times) and the transition of a charge from a molecule
to a metal (or vice versa) with the formation of a new metal-
molecule bond, the analyte creates new allowed energy levels.17,19,54

The energy difference of these levels coincides or lies near the
energy of the exciting wave, which leads to resonant Raman scatter-
ing. It is known that such a mechanism can provide the amplifica-
tion of ∼102–103 55 and even more.56 Thus, the cumulative gain
factor of 108 is determined by the electromagnetic (EFe.m.) and
chemical (EFchem) contributions,

57,58

EF ¼ EFe:m: � EFchem: (5)

The appearance of new allowed levels in the energy spectrum
of the molecule can lead to differences in comparison with the
Raman spectrum of a bare analyte. Indeed, our results show
[Fig. 6(a)] that the main lines are shifted to the blue side, and with
a decrease in the analyte concentration, this effect gets enhanced.
This behavior of the SERS spectra can be explained in the following
way. With a sufficient amount of analyte molecules, both amplifica-
tion mechanisms are involved: electromagnetic, which does not
affect the spectrum change, and chemical, which causes the shift of
the combination bands and is noticeably weaker than the electro-
magnetic one. With a decrease in the analyte concentration, the
role of the electromagnetic mechanism is weakened, because fewer

FIG. 4. XPS of spatially separated silver dendrites.

Journal of
Applied Physics ARTICLE scitation.org/journal/jap

J. Appl. Phys. 126, 233105 (2019); doi: 10.1063/1.5129207 126, 233105-5

Published under license by AIP Publishing.

 13 O
ctober 2023 12:27:41



molecules get into “hotspots.” Molecules, which still fall into these
regions, fit closely to the metal and, at several angstroms distances,
create a molecular-metal complex with silver. Thus, the molecule
gets additional allowed energy levels. For that reason, the resonant
transitions between these levels can also be enhanced by the elec-
tromagnetic mechanism. A decrease in concentration leads to the
fact that molecules that fall into “hotspots” at distances of several
tens of nanometers from metal do not form a bond with the silver
surface. This is a consequence of the dominant effect of the chem-
ical contribution to the SERS spectrum and a more noticeable
shift in the combination lines. Note that the formation of new
molecule-metal complexes can occur not only in “hotspots” but
also in other regions of the metal, which also affects the characteristic
shape of the SERS spectrum with a decrease of the electromagnetic
mechanism role.

There are various ways to create SERS substrates with
plasmon-active metal inclusions in modern literature. For example,
a highly sensitive SERS substrate was also demonstrated by Kumar
et al.59 and Sharma et al.60 They have enough sensitivities for
detecting ultralow concentrations of target molecules, and they also

have a number of limitations associated with the complexity of
manufacturing such substrates. The ion-track technology used in
this work to create the SERS substrates is well suited for research
purposes because it allows controlling template pore diameter in a
very simple way. The pore diameter is very important for obtaining
spatially separated silver dendrites because this parameter influen-
ces the diffusion-limitation processes in the pores on the silver
structures growing stage that is necessary for the growth of den-
drites. We will discuss this in more details in a future work where
we will consider silver morphology dependence on the template
pore diameter. In this work, the presented results made it possible
to determine that it is necessary to use templates with pore diame-
ters of 800 nm for the growth of spatially separated silver dendrites.
To obtain such pore diameters, classical lithography is also well
suited. Therefore, in the future, this technique can be used to
obtain ordered arrays of silver dendrites. Obtaining ordered silver
nanostructures will not influence EF because “hotspots” are
arranged randomly on the dendrites. However, ordered structures
are still relevant61 because they will increase the analytical useful-
ness of SERS active substrates.

FIG. 5. (a) Distribution of the electric
field over the surface of silver dendrite
located in the pore of the SiO2/Si tem-
plate (E—local field, E0—incident field).
(b) Electrical field enhancement spec-
trum in the point indicated by the inset.
(с) Scattering spectrum of the dendritic
nanostructures in the pores of the
SiO2/Si template.
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IV. CONCLUSIONS

Spatially separated Ag dendritic nanostructures in the pores
of the ion-track template SiO2/Si were synthesized using directed
self-organization of Ag in a limited volume. Microstructure and
optical features of SiO2(Ag)/Si nanostructures have been studied
numerically and experimentally. It has been shown that the Ag
nanostructures have the form of dendrites. The SERS measure-
ment results indicate the possibility of ultralow analyte concen-
tration detection, comparable to the concentrations of single
molecules. The high sensitivity of the fabricated structures is
justified by the coexistence of electromagnetic and chemical con-
tributions to the Raman signal amplification. The modeling of
the electromagnetic wave interaction with dendrites indicates
that the appearance of “hotspots” occurs in places of twinning
(intergrowth of the branches of the dendrite). The fabricated

dendrites have a large number of “hotspots” with an electric
field enhancement factor of 12. The random distribution of “hot-
spots” on a dendrite leads to its broadened scattering spectrum.
We strongly believe that the simplicity, reproducibility, and scal-
ability of the presented method for the formation of spatially
separated dendrites make it promising for various vital applica-
tions in photonics, chemistry, and biology.
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