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A B S T R A C T

Cryogenic processes with mixed refrigerants are prevalent in energy-intensive chemical industries, enhancing
energy efficiency while reducing costs and unit size. However, the curse of dimensionality and process design
constraints pose significant hurdles for effective screening and optimization. To tackle this, we developed a
neural network model for natural gas liquefaction prediction. Trained on an extensive Aspen HYSYS database,
our ML model accurately simulates LNG processes, with an impressive 𝑅2 test value of 99.63, operating
almost ten million times faster than HYSYS. It effectively addresses vital process design constraints, including
liquid slugging and temperature cross, crucial for optimization. By integrating the ML model with genetic and
Nelder–Mead algorithms, we achieve an 8.9% reduction in total exergy, outperforming Aspen HYSYS within
the same time frame. Our study underscores ML’s significance in modeling energy-intensive chemical processes,
providing insights into the exergy profile and enabling feature importance analysis.
1. Introduction

Cryogenic liquefaction systems and refrigerators have been integral
to significant chemical engineering industries for over a century, with
applications in ethylene recovery and gas liquefaction (Kumar et al.,
2011). However, a major challenge faced by these processes is their
high energy consumption. To enhance energy efficiency, the use of
mixed refrigerant (MR) systems has emerged as a key solution, offering
substantial advantages over conventional single-component refrigerant
cascade or single-stage liquefaction systems (Aspelund et al., 2010;
Lu and Wang, 2009; Cheng and Mah, 1980). Unlike single-component
refrigerants, MR systems can substantially reduce energy consumption
by matching their thermodynamic properties with the process cooling
demands, enabling near-reversible operation and higher thermody-
namic efficiency during the refrigeration process (Khan et al., 2013;
Lee et al., 2002). Adjusting the refrigerant composition in MR systems
allows fine-tuning of the evaporation temperature profile, resulting in
reduced heat-transfer irreversibility and consequent energy savings.
Additionally, MR liquefaction systems offer advantages in terms of
reduced technical complexity and ease of maintenance (Lee et al.,
2002).

∗ Corresponding author.
E-mail address: ma2000@cam.ac.uk (M. Asgari).

1 The authors have contributed equally to this work.

Optimizing the thermodynamic performance of MR cryogenic sys-
tems heavily relies on selecting the appropriate refrigerant composi-
tion. However, this task poses two main challenges. Firstly, the vast
range of available refrigerant options in MR systems results in a high-
dimensional and extensive design space (Qyyum et al., 2019; Sangahn,
2019). Secondly, there are no explicit algebraic functions describing
the behavior of MR refrigerants during cryogenic processes due to
the evolving composition and physical properties as the MR stream
evaporates (Khan et al., 2013; Ebrahimi et al., 2021; Shivaee-Gariz
et al., 2020). A comprehensive modeling and analysis of the cryogenic
process is crucial to predict the performance of designed MR refriger-
ants, often implemented using commercial chemical process simulation
software or in-house developed computer programs. However, such
models can be computationally demanding, especially with commercial
software (Reddy et al., 2019; Xu et al., 2013).

In addition to the challenges associated with optimizing the compo-
sition of mixed refrigerant (MR) systems, there are further constraints
that complicate the search for optimal designs in cryogenic chemical
processes (Veloso et al., 2018; Leipold et al., 2008; Deb and Datta,
2013). Certain process design schemes involving temperature cross
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in heat exchangers (Sanavandi and Ziabasharhagh, 2016) and liquid
slugging in compressors (Xu et al., 2013) are deemed infeasible for
many cryogenic chemical engineering processes due to technical limi-
tations or operational considerations within chemical plants. This poses
a significant challenge in distinguishing valid and invalid points within
the complex and expansive high-dimensional design space of cryogenic
processes. Though not straightforward, overcoming this challenge is
crucial for successful process optimization and design (Mokhatab et al.,
2013; Eldemerdash, 2011).

Furthermore, there are preferences expressed as restraints, both
hard and soft, which further add complexity to the optimization of cryo-
genic processes. For instance, achieving a higher temperature difference
across the heat exchanger is often considered a constraint in process
design (Arie et al., 2015; Gundersen and Grossmann, 1990; Jimenez
et al., 2004). The capital cost (CAPEX) and operating cost (OPEX) of
cryogenic processes are influenced by the temperature profiles of the
evaporation and condensation processes. Typically, the temperature
approach within the heat exchangers of MR systems falls within the
range of approximately 1–3 ◦C (Lee et al., 2002). Incorporating these
estraints into the optimization and design strategies is challenging, as
ven slight variations in their definitions can lead to changes in the
ptimized solution (Deb and Datta, 2013; Curtis and Nocedal, 2008;
omaifar et al., 1994).

To address these challenges, various strategies, such as Genetic
lgorithm (GA) and modified GA methods, have been employed to opti-
ize cryogenic chemical processes using MR refrigerant systems (Nogal

t al., 2008; Taleshbahrami and Saffari, 2010; Morin et al., 2011;
e and Ju, 2014). GA, inspired by Darwin’s theory of evolution and
endelian inheritance, is an effective optimization method in multidi-
ensional spaces where system behavior is not easily predictable using

radient-based approaches (Cammarata et al., 2001; Gen and Cheng,
999). By balancing current knowledge and random searches, GA
llows for the discovery of multiple solutions in the design space (Nogal
t al., 2008). Researchers have successfully utilized GA for design-
ng and optimizing MR cycles due to these advantageous characteris-
ics (Nogal et al., 2008; He and Ju, 2014). For example, Alabdulkarem
t al. applied GA to optimize the compression work in a propane
recooled MR (C3MR) process, resulting in a 9% reduction in energy
emand (Alabdulkarem et al., 2011).

In the pursuit of optimizing complex chemical engineering prob-
ems, Genetic Algorithm (GA) has shown promise
Angelova and Pencheva, 2011; Mosayebi and Sodhi, 2020). However,
o prevent convergence to local optima (Rocha and Neves, 1999),
specially in large search spaces with high dimensionality (McNelis,
005), parameter tuning becomes crucial. To address this challenge,
e previously employed a modified version of GA, called Discrete-
ontinuous Genetic Algorithm (DCGA), to optimize an MR cryogenic
rocess (Ebrahimi et al., 2021). Our modification focused on enhancing
andomization to avoid local minima and explore a larger design
pace, resulting in a 12.5% reduction in specific energy consumption
ompared to baseline GA optimization. Nonetheless, computational
emands restrict the number of data points obtainable, particularly in
R cryogenic process modeling using commercial software.

Machine learning is rapidly outpacing traditional, rigorous methods
n various chemical engineering fields e.g. fault detection, process
ontrol, and material discovery, resulting in substantial improvements
n efficiency and productivity across various industrial settings (Schwei-
tmann et al., 2021; Pyzer-Knapp et al., 2022). While GA and con-
entional optimization algorithms have limitations when applied to
hemical engineering process models (Keyvanloo et al., 2012), machine
earning models offer a promising solution by addressing challenges
elated to model complexity, process understanding, and constraint
andling (Karniadakis et al., 2021). Machine learning techniques pro-
ide insights into the significance of individual parameters (Rodríguez-
érez and Bajorath, 2019; Wang et al., 2022) and their impact on
2

hermodynamic performance across the entire design space, enabling
intelligent design or retrofitting of industrial chemical plants (Khan and
Lapkin, 2020). Additionally, machine learning facilitates recognizing
and predicting valid operating conditions based on predefined design
criteria, such as temperature cross and liquid slugging, supporting the
development of modified design rules and targeted optimization, which
conventional methods often struggle to achieve.

Recently, Kim et al. (2023) demonstrated the effectiveness of re-
inforcement learning (RL) in optimizing mixed refrigerant cryogenic
processes, achieving a remarkable 13%–15% improvement in energy
efficiency. This highlights the potential of artificial intelligence, specif-
ically RL, in optimizing chemical engineering processes. However,
certain aspects require further investigation regarding the utilization of
machine learning (ML) for simulating and optimizing mixed-refrigerant
liquefaction processes.

One crucial area that needs attention is the development of a
fast and efficient simulation toolbox for mixed-refrigerant liquefaction
processes using ML techniques. Current commercial software is of-
ten expensive, slow, and limited in accessibility. To overcome these
limitations, supervised machine learning techniques can be explored
to develop a versatile toolbox adaptable to various process design
constraints and rules (Zhu et al., 2020; Ali et al., 2018).

Additionally, feature importance analysis has been overlooked in
the RL-based approach studied recently (Kim et al., 2023). Combining
supervised machine learning techniques with feature importance anal-
ysis can provide valuable insights into factors significantly influencing
process performance, aiding in the optimization process.

Moreover, the challenges associated with identifying process design
scenarios that satisfy constraints and their impact on finding valid
solutions and optimizing energy consumption have not been adequately
addressed. The role of data-driven techniques in identifying optimal
process designs remains underexplored. This study aims to fill these
research gaps and provide a comprehensive understanding of how data-
driven techniques can effectively contribute to discovering optimal
process designs in mixed-refrigerant cryogenic processes.

In our previous study (Shivaee-Gariz et al., 2020), we employed a
basic Genetic Algorithm (GA) technique to model and optimize an LNG
process utilizing a mixed-refrigerant cryogenic system. However, due
to GA’s inclination towards local minima instead of global optima, we
now adopt a data-driven approach to model, understand, and optimize
the targeted cryogenic process.

To enhance our process model in Aspen™, we expanded the range of
considered refrigerants, enabling a more comprehensive understanding
and improved thermodynamic efficiency. By systematically varying
the process input variables, including mixed refrigerant composition,
temperature, and pressure parameters, we constructed a substantial
database linking these input variables to the resulting thermodynamic
output parameters.

Using this extensive database, we developed and trained a neural
network model to simulate the cryogenic process with mixed refrig-
erants. We evaluated the speed and accuracy of this model, assessing
its potential as a viable alternative to commercial process simulation
software. Additionally, we conducted a feature importance analysis
using the model to identify the key factors contributing to a valid and
efficient process design. The predicted exergy loss and adherence to
process design criteria emerged as crucial indicators among the output
variables.

Building upon the developed model, we fine-tuned the parameters
associated with GA and optimized the natural gas liquefaction process
utilizing the mixed-refrigerant system. To highlight the significance of
data-driven techniques in designing and optimizing energy-intensive
chemical processes, we compared the achieved thermodynamic ef-
ficiency in this study with conventional optimization methods. Our
results underscore the importance of data-driven approaches in fa-
cilitating the understanding and design of efficient mixed-refrigerant

cryogenic processes.
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Fig. 1. Simple liquefied natural gas (LNG) process.
Source: Reproduced with permission from Lee G-
C, Smith R and Zhu XX (2003) Optimal Synthesis
of Mixed-refrigerant Systems for Low-temperature
Processes, Ind Eng. Chem Res, 41: 5016.
© 2008 American Chemical Society.
2. Methods

2.1. Modeling of mixed refrigerant liquefaction process

Using mixed refrigerants instead of pure ones can significantly
expand the operating range of refrigeration, especially when dealing
with considerable temperature changes in the refrigeration cycle. The
mixed refrigerant’s evaporation is expected to occur within a similar
temperature range as the process cooling range, resulting in a reduced
temperature difference between the refrigerant and process streams
and, consequently, decreased energy demands for refrigeration (Lee
et al., 2002).

The design of a mixed refrigerant cycle is influenced by several pa-
rameters, including pressure level, refrigerant flow rate, and refrigerant
composition. These parameters directly impact the temperature profile
during refrigerant evaporation and, consequently, the temperature dif-
ference between the refrigerant and process streams. This temperature
difference plays a critical role in both the refrigeration performance and
the overall feasibility of the refrigeration process. If the temperature
difference is negative, the refrigeration process becomes infeasible.
Adjusting the compressor discharge pressure can lead to temperature
cross, while increasing pressure results in a higher temperature differ-
ence, necessitating more power (Lee et al., 2002). Similarly, altering
the refrigerant flow rate has a comparable impact on the refrigeration
process.

Refrigerant composition plays a complex role in determining the
refrigeration performance. Modifying the composition of the mixed
refrigerant by adding or removing components can alter the entire
evaporation profile, making the selection of an appropriate composition
critical. The adjustment of refrigerant composition, flow rate, and
pressure level is challenging due to the sensitivity of the tempera-
ture difference to refrigerant parameters and the intricate interactions
among them.

Mixed refrigerants find significant use in the liquefaction of natu-
ral gas (LNG). The typical LNG process involves introducing natural
gas into a heat exchanger, where it undergoes liquefaction through
counter-current refrigerant flow. The refrigerant is then compressed
and partially condensed using cooling water. The refrigerant’s total
condensation occurs through the heat exchanger by the evaporating
refrigerant. Finally, the refrigerant is expanded through a valve and
returned to the heat exchanger to continue the refrigeration cycle.
Fig. 1 depicts the fundamental scheme of a simple LNG process.
3

2.2. Data harvesting of the chemical process

Sufficient data is crucial for the successful creation of machine
learning models in chemical engineering applications. However, ac-
quiring real-world data from an operational chemical plant can be
time-consuming, expensive, and potentially hazardous. Additionally,
the practical range of operating conditions that can be explored in a
real plant is often limited by equipment constraints, leading to a lack
of diversity in the data and poor generalization of the process.

To overcome these challenges, we utilized simulation software
(specifically Aspen HYSYS in this study) to generate data for our
machine learning model. Simulation software provides a fast, cost-
effective, and safe way to collect data across a wide range of operating
conditions, enabling us to explore a more comprehensive parameter
space. Moreover, simulation software allows for in-depth analysis and
examination of how the process behaves in previously unexplored
regions.

In this study, we focused on simulating the PRICO (Poly Refrigerant
Integral Cycle Operation) process, a proprietary mixed refrigerant pro-
cess used for gas liquefaction. Our simulation involved a single mixed
refrigerant loop with a mixture of ten components. Table 1 provides
details of the feed conditions and additional assumptions used during
data harvesting through simulation (Aspelund et al., 2010).

Through the use of Python’s public library, pywin32, we were able
to automatically access Aspen HYSYS Objects and efficiently harvest
over 1 million data points. This abundant dataset provides a solid
foundation for training our machine learning model, allowing us to
develop accurate and reliable predictions for the PRICO process.

Once trained, the model becomes self-sufficient, eliminating the
need for repeated data collection and streamlining the process. This
approach contrasts with conventional methods that require repeated
simulations for each prediction. Additionally, the model’s adaptability
to varying process constraints extends its versatility to diverse design
scenarios, making it an invaluable tool for optimization tasks.

2.3. Features and labels

The input dataset for our study consisted of 13 features, which
encompassed various aspects of the refrigerant’s chemical compo-
sition. These features included the molar composition percentages
of methane, ethane, propane, butane, nitrogen, ammonia, chlorine,
ethylene, propene, and isobutane in the refrigerant. Additionally, the
dataset contained information on the inlet and outlet pressure of the
compressor, as well as the molar flow rate of the refrigerant. The
operational range for molar flows spanned from 1 to 3.2 kg mole/s, the
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Table 1
Natural gas (NG) parameters and operational assumptions.

Parameter Value

NG molar flow (kg mole/s) 0.3

NG Composition (mol %) 100
Nitrogen 0.37
Methane 95.89
Ethane 2.96
Propane 0.72
n-butane 0.06

NG inlet pressure (bar) 60
NG inlet temperature (◦C) 20
MR temperature after cooler (◦C) 20

inlet pressure of MR to compressor ranged from 100 to 1000 kPa, and
the outlet pressure of the compressor ranged from 2000 to 10,000 kPa.

In the study, generating compositions for the mixed refrigerant
stream posed a significant challenge due to the interdependent nature
of the coolant components. To address this, we employed the Dirich-
let distribution, a statistical distribution that effectively captures the
inherent dependencies among the components. Therefore we achieved
an even distribution of values for each, ensuring a comprehensive
exploration of the input space without the need for predetermined
levels. This approach was particularly beneficial given the coarse na-
ture of the exergy loss outputs, as it prevented a loss of resolution
that could hinder the optimization phase. On the other hand, for the
remaining three input variables – inlet and outlet pressure of the MR
in the compressor and MR molar flow – a random sampling approach
was employed within their respective operational ranges. Setting fixed
levels for these variables would introduce artificial granularity and
compromise resolution, whereas random sampling allowed for a con-
tinuous representation of values within the operational ranges. The
resulting dataset achieved a uniform distribution across the entire input
space, providing a robust foundation for the subsequent optimization
phase without the limitations of limited resolution or fixed levels.

On the other hand, the output data contained crucial performance
metrics. These included the exergy loss of the compressor, aftercooler,
valve, and LNG heat exchanger. Furthermore, the dataset also incorpo-
rated the minimum approach temperature and the vapor fraction of the
compressor inlet. Notably, the last two parameters could be considered
as constraints during the optimization process. To be more precise
about constraint handling, the numerical values of these parameters
are predicted by the proposed regression model and the model does
not directly determine the feasibility of the case. Therefore a post-
processing step is needed to check the validity of a case depending
on the specific criteria defined in the optimization scenario e.g the
minimum approach temperature threshold.

Please refer to SI section 1 for further details on how we gener-
ated the features and normalized the dataset to ensure consistent and
meaningful analysis.

2.4. Proposed model

In this study, we opted to employ a Deep Neural Network (DNN) as
a surrogate model for our process. The decision to use a DNN was based
on several advantageous characteristics it offers. Firstly, DNNs exhibit
a relatively low computational load, making them computationally
efficient. Moreover, they boast fast prediction speeds, allowing for rapid
analysis and exploration of the data. Additionally, DNNs have the abil-
ity to effectively model complex and non-linear systems, making them
suitable for our application. Furthermore, DNNs provide an adequate
level of interpretability, allowing us to gain insights into the underlying
processes.

The architecture of our DNN model comprises several layers. It is a
4

dense fully connected feed-forward neural network, consisting of one
input layer with 13 neurons, one output layer with 6 neurons, and
six hidden layers. Each hidden layer contains 256 neurons. The DNN
architecture is visually represented in Fig. 2.

The dataset was normalized using z-score normalization to eliminate
the influence of different units or ranges of inputs. The activation func-
tion utilized in hidden layers was Mish due to its superior performance
discussed in SI. The loss function was MAE to measure the model’s
performance during training. The backpropagation algorithm was em-
ployed to train the DNN using AMSGRAD as the optimizer that guides
the model towards making more accurate predictions by minimizing
the loss function iteratively. The compilation and training of the model
were done using the Keras interface for the TensorFlow framework
in Python (Tran and Phong, 2019; Misra, 2019). The training of the
proposed DNN took approximately 85 min.

For a detailed understanding of the properties, architecture, and
training of the DNN model, please refer to SI section 2.

2.5. MR cycle samples

The PRICO process was simulated using Aspen HYSYS, and exergy
losses of unit operations were calculated using a novel graphical tool.
The stream data obtained from Aspen HYSYS was incorporated into a
Python script for exergy calculations. The script employed graphical
tools, 𝛺-H diagrams, developed in (our paper reference) to determine
the exergy loss within each unit operation. In these diagrams, 𝛺
indicates the energy level and H states the enthalpy. The exergy loss
in a unit operation can be calculated using the enclosed area in 𝛺-H
diagram which is the difference between the exergy delivered by the
source and the exergy accepted by the sink (Shivaee-Gariz et al., 2020).
To build the dataset for our machine learning model, 60% of the exergy
loss results were designated as the training set, 20% as the validation
set, and the remaining 20% as the test set.

The independent variables, also referred to as features, represent the
degrees of freedom for optimizing the mixed refrigerant (MR) system.
These input variables were randomly varied within their specified
lower and upper bounds. For each simulation that converged success-
fully, the corresponding values of the dependent variables, or outputs of
the Deep Neural Network (DNN) model, were determined and recorded.

In this case, the system’s inputs included the pressure of the MR
input stream to the LNG unit, the MR output stream from the LNG
unit, the molar flow of the MR stream, and the molar composition of
the MR stream comprising ten components: methane, ethane, propane,
n-butane, nitrogen, ammonia, Cl2, ethylene, propene, and i-butane.

The DNN model’s outputs represented various variables describing
the energy consumption of the MR cycle, such as exergy losses of the
valve, compressor, LNG unit, and aftercooler, along with the minimum
temperature approach and vapor fraction of the MR stream exiting
the LNG unit. Exergy analysis provides valuable information about
the location of process inefficiencies, enabling the identification of
promising modifications in low-temperature refrigeration systems.

During the evaluation of actual physical validity for the cycles, two
constraints were imposed. The first constraint required a minimum
temperature approach of higher than 1.2 ◦C, and the second constraint
necessitated complete condensation of the MR stream in the LNG unit.
Consequently, the sum of exergy losses of all units for the valid cycles
served as the objective function for the optimization task. Ultimately,
the dataset consisted of evaluations for over 1 million cycles consisting
of 18.5% valid cases.

2.6. Genetic algorithm

Genetic algorithms are a type of evolutionary algorithm that im-
itates natural selection to solve optimization problems. The process
involves creating a population of potential solutions that evolve over
time based on their fitness for the objective function (Mitchell, 1996).

The main concept is to use rules to generate diverse solutions, evaluate
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Fig. 2. The architecture of the DNN.
their quality, and combine the best ones to create even better solutions.
This process continues iteratively until an optimal solution meeting the
specified criteria is found (Kramer, 2017).

After training and constructing the model, it serves as the fitness
function for the genetic algorithm. Each solution is evaluated using
the model to predict its fitness, and the genetic algorithm selects the
best solutions based on these predictions. In our case, the goal is to
find the least total energy loss subject to two operational constraints:
(1) ensuring a 100% vapor fraction at the compressor inlet and (2)
maintaining a minimum approach temperature higher than 1.2 ◦C.

To implement this method, the genetic algorithm is used with
the model, and it significantly speeds up computations compared to
connecting Python or MatLab to a mathematical engine using the
Component Object Model (COM). The computations are 6–7 orders of
magnitude faster with nearly negligible error.

2.7. Nelder–Mead

Genetic algorithms are commonly employed in the early stages of
optimization due to their ability to explore a large search space and
identify promising regions where the optimal solution may be located.
However, as the search space narrows down and the problem becomes
high-dimensional, the computational cost of using genetic algorithms
can become prohibitive. Additionally, the stochastic nature of genetic
algorithms and the rugged landscape of variables may cause them to get
stuck in local minima during the final stages of optimization. Therefore,
a deeper local search is necessary to fine-tune the solution.

To address this issue, we fixed the composition of the mixed refrig-
erant (MR) at values determined by the genetic algorithm initially. We
then focused on optimizing only the operational variables, specifically
the molar flow of refrigerant and the inlet and outlet pressure of the
compressor, in the final local search. For this local search, we deployed
the Nelder–Mead algorithm, which iteratively refines the current solu-
tion without requiring gradient information (Aspelund et al., 2010).
Nelder–Mead uses a simplex, a geometric shape formed by a set of
points, to effectively explore and exploit the promising regions found
by the global search performed by the genetic algorithm (Nelder and
Mead, 1965). The objective function remains the same as used in the
genetic algorithm, ensuring consistency in the optimization process.

3. Results and discussion

3.1. Developing an ML model for simulating the mixed-refrigerant cryogenic
liquefaction process

After developing an optimized machine learning (ML) model, we
assess its performance in predicting exergy losses in a liquefied natural
5

gas (LNG) plant. The ML model’s predictions are compared to the
simulated values obtained from Aspen HYSYS for different components
of the plant. Fig. 3(a)–(d) present the predicted versus calculated values
for the compressor exergy loss, LNG exergy loss, valve exergy loss, and
aftercooler exergy loss. The main part of Fig. 3(e) illustrates the total
exergy loss. To quantify the model’s accuracy, we calculate the mean
absolute error (MAE) and the coefficient of determination (𝑅2) for the
total exergy loss, resulting in values of X and Y, respectively. These
findings demonstrate the ML model’s potential for accurately predicting
exergy losses in an LNG plant. Fine-tuning and optimizing the model
parameters further can enhance its performance, which is crucial for
improving energy efficiency, minimizing exergy loss, and reducing the
environmental impact of LNG plants.

Fig. 4 compares the convergence speed of the ML model, specifically
a deep neural network (DNN) model, with Aspen HYSYS simulation for
the mixed refrigerant cryogenic liquefaction process. The figure depicts
the inverse logarithm of the simulation duration time. By utilizing a
logarithmic scale, the figure effectively conveys the orders of magni-
tude difference in speed between the ML model and the conventional
simulation approach. Notably, the DNN model exhibits a convergence
speed approximately a million times faster than Aspen HYSYS. This
advantage of having a rapid and reliable model plays a vital role in
enabling efficient screening, optimizing design, and sensitivity analyses
of the process. With this fast model, a vast number of design scenarios
can be explored within a short timeframe, offering valuable insights
into process design and optimization. Despite all the glaring aspects of
utilizing a machine learning model, it is advisable to corroborate the
final solution obtained through modeling and screening using Aspen
HYSYS to ensure the process’s safety and efficiency.

3.2. Studying the mixed refrigerant cryogenic liquefaction process: what
affects the efficiency of the process?

In this section, we introduce a data-driven approach aimed at
understanding the fundamental principles and criteria for achieving
efficient mixed refrigerant cryogenic liquefaction processes. Our focus
is on studying the relationship between process design and performance
to identify crucial design parameters that have a significant impact on
process exergy efficiency. Leveraging the available process data, we
propose a methodology to optimize these parameters and enhance over-
all efficiency based on process exergy loss. Furthermore, we emphasize
the detection of valid process design points, where temperature cross
and vapor condensation are avoided, as it is of utmost importance.

To demonstrate the significance of our approach, Fig. 6 presents

a box plot illustrating the relationship between the total exergy and
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Fig. 3. Representative parity plots for the test sets of exergy loss components: (A) Compressor exergy loss, (B) LNG exergy loss, (C) Valve exergy loss, (D) Aftercooler exergy loss,
and (E) Total exergy loss.
Fig. 4. Comparing the convergence speed for the developed DNN ML model and the Aspen HYSYS simulation engine.
the molar flow of the refrigerant in the mixed refrigerant cryogenic
liquefaction process. As expected, the total exergy loss generally in-
creases with the flow rate. However, the high standard deviation
highlights the substantial influence of process design settings and vari-
ables on efficiency. By carefully selecting appropriate design settings
and variables, it becomes possible to mitigate exergy loss at higher flow
rates, surpassing the efficiency achieved at lower flow rates. Making
informed decisions regarding process design and optimization is crucial
to attaining optimal performance and efficiency in the context of mixed
refrigerant cryogenic liquefaction processes.

Fig. 7 presents the impact of various features on the total exergy
loss and its components, such as losses for the LNG heat exchanger,
compressor, aftercooler, and valve. According to the figure, the nitro-
gen molar fraction, refrigerant molar flow, compressor inlet pressure,
and methane molar fraction are the most influential factors for total
exergy loss. The refrigerant molar flow and compressor inlet pressure
are the most significant factors in determining the loss of the LNG heat
exchanger. The nitrogen molar fraction, refrigerant molar flow, and
6

compressor outlet pressure are the most critical factors contributing
to the compressor exergy loss. The nitrogen molar fraction, methane
molar fraction, and compressor molar fraction are the most critical
factors for the aftercooler exergy loss. The nitrogen molar fraction is
the most influential factor in determining the valve exergy loss, with
a significant difference from the other contributing factors. In this
study, the effect of increasing the compressor inlet pressure on the
total exergy loss in a mixed refrigerant cryogenic liquefaction process
is investigated. The kernel density plot presented in Fig. 8 provides
valuable insights into this relationship. The observed shift in the prob-
ability distribution towards lower exergy losses indicates an improved
average performance as the compressor inlet pressure is raised. This
phenomenon can be attributed to the inherent characteristics of the
process and the thermodynamic principles governing it.

When the compressor inlet pressure is increased, higher pressure
ratios across the compressor stages are achieved, leading to more
efficient compression of the refrigerant. This efficient compression
process reduces exergy losses, resulting in a shift towards lower exergy
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Fig. 5. Box plot of total exergy loss based on the compressor inlet pressure.
losses in the probability density plot. The narrower range of exergy
losses observed with higher inlet pressure indicates a higher level of
constraint in the system, suggesting that the compressor operates under
more regulated conditions. This relationship highlights the importance
of optimizing the compressor operation and considering other process
variables to achieve improved efficiency and minimize exergy losses in
the mixed refrigerant cryogenic liquefaction process.

The findings from Fig. 5, illustrating the box plot of total exergy loss
based on the compressor inlet pressure, align with the results presented
in Fig. 8, which depicted a kernel probability density plot of total
exergy with respect to the compressor inlet pressure. These findings
reaffirm the relationship between the compressor inlet pressure and the
efficiency of the liquefaction process. Notably, as the compressor inlet
pressure increases, both the average value and the range of variations
in total exergy loss decrease, indicating a more energy-efficient lique-
faction process. These results emphasize the significance of carefully
tuning and optimizing process variables to achieve enhanced efficiency
and reduced exergy losses in mixed refrigerant cryogenic liquefaction
processes. Fig. 9 presents the random forest feature importance plot,
which measures the mean decrease in impurity and indicates how much
each feature contributes to the overall performance of the model. This
analysis provides valuable insights into the importance of different
parameters in determining the total exergy loss of a mixed-refrigerant
cryogenic process.

The results reveal that the nitrogen molar fraction, compressor
inlet pressure, methane molar fraction, and butane molar fraction are
the most influential factors affecting the exergy loss, while the molar
fractions of propane, chlorine, propene, and ammonia have less impact.

The nitrogen molar fraction plays a significant role as it affects the
overall composition of the refrigerant mixture. Nitrogen is commonly
used to optimize the thermodynamic behavior of the mixture, and
deviations from the desired nitrogen molar fraction can disrupt the
phase behavior, leading to inefficiencies in cooling and condensation
processes, ultimately impacting the total exergy loss.

Another critical parameter is the compressor inlet pressure, which
plays a crucial role in the compression process. Increasing the inlet
pressure enhances compression work, resulting in higher refrigerant
pressures and temperatures. This improved compression work leads
to better cooling and condensation downstream, ultimately reducing
7

the total exergy loss. Thus, optimizing the compressor inlet pressure is
essential for maximizing process efficiency.

Additionally, the methane and butane molar fractions significantly
influence the properties and behavior of the refrigerant mixture.
Methane, being the primary component in cryogenic processes, affects
the temperature profile of refrigerant evaporation and heat trans-
fer characteristics, thereby influencing the exergy loss. Similarly, the
butane molar fraction impacts the composition and performance of
the mixture, affecting cooling and condensation processes and, con-
sequently, the overall exergy loss. These findings highlight the im-
portance of carefully considering and optimizing these parameters to
enhance the efficiency and performance of mixed-refrigerant cryogenic
processes.

In contrast, parameters such as propane, chlorine, propene, and
ammonia molar fractions have a lower importance, indicating their
limited influence on the exergy loss. Within the specific context of the
cryogenic process under study, these components have minimal effects
on phase behavior, heat transfer, or thermodynamic properties.

Fig. 10 displays a reduced-dimension t-SNE plot of variables, aiming
to visualize the total exergy loss of mixed-refrigerant cryogenic pro-
cesses. The plot categorizes the design scenarios into different points
represented by colors. Points in black and red indicate scenarios with
minimum exergy loss, signifying high efficiency. On the other hand, the
blue and yellow points represent design scenarios with less efficiency,
characterized by higher energy loss. The observed characteristics of the
points in the plot, such as their scarcity, randomness, and dispersion,
shed light on the coarse nature of the problem. The scarcity of points
suggests that finding design scenarios with optimal efficiency is chal-
lenging. Only a small subset of all possible design scenarios leads to
highly efficient processes.

Additionally, the randomness and dispersion of the points illustrate
the difficulty of exploring the design space and identifying efficient
configurations. The scattered distribution of the points signifies that the
relationship between the variables and the resulting exergy loss is com-
plex and non-linear. There is no simple, direct mapping between the
input variables and the desired outcome of minimizing energy loss. The
randomness in the distribution of points suggests that small changes in
the input variables can lead to significant variations in the exergy loss,
making it difficult to predict the optimal design configurations.
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Fig. 6. Total exergy loss as a function of the refrigerant molar flow.
Fig. 7. Calculated SHAP values showing the feature importance for different features.
Furthermore, the coarseness of the problem is highlighted by the
high-dimensional space in which the search for efficient design scenar-
ios occurs. With multiple variables at play, the design space becomes
vast and intricate. Exploring all possible combinations and their re-
spective exergy losses becomes computationally challenging and time-
consuming. The high dimensionality adds complexity and makes it
challenging to navigate the design space effectively, further exacerbat-
ing the difficulty of finding efficient solutions. These challenges em-
phasize the need for advanced optimization techniques and data-driven
approaches to tackle the intricacies of mixed-refrigerant cryogenic
processes and achieve optimal efficiency.

3.3. Developing an ML model for predicting the validity of design cases

The identification of valid process design points plays a critical
role in cryogenic liquefaction processes. Valid points are defined as
operating conditions where temperature cross and vapor condensation
8

are avoided, representing feasible optimal conditions for the process.
The detection of these points is not only very important for detecting
feasible design choices but is also essential for achieving maximum
efficiency, as discussed in later sections. This detection is particularly
crucial during the design phase, where the optimization of various
parameters is required to attain the desired performance.

Fast and reliable tools for detecting valid points provide a means to
quickly screen the design space, facilitating the identification of optimal
design parameters and innovative processes. These tools enable the
generation of large datasets, which can be utilized to train machine
learning models for process optimization. This approach allows for the
accurate identification and optimization of design parameters, lead-
ing to a search for cost-effective and efficient cryogenic liquefaction
processes among the feasible design choices. The detection of valid
points also supports sensitivity analyses and exploration of the design
space, offering valuable insights into process performance and behav-
ior. Ultimately, the detection of valid points ensures successful design
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Fig. 8. The kernel probability density showing the effect of compressor inlet pressure on total exergy loss.
Fig. 9. The feature importance factors calculated by random forest technique depict the importance of different process variables on total exergy loss.
and operation, impacting the economic viability and competitiveness
of cryogenic liquefaction processes.

Fig. 11 shows the impact of various features on the overall validity
and invalidity of the designed process, as well as the two contributing
factors to validity and invalidity, i.e., liquid slugging at the compres-
sor inlet and temperature cross in the LNG heat exchanger. Fig. 11
demonstrates that the nitrogen molar fraction and methane molar
fraction are the most important factors in determining the validity and
invalidity of the process design. A higher concentration of nitrogen in
the feed stream may lead to liquid slugging, which can cause significant
damage to the compressor. On the other hand, a lower concentration of
methane in the feed stream can result in a temperature cross, which can
adversely affect the feasibility of the process. Overall, understanding
the impact of various features on the process design can help identify
the critical design parameters that significantly impact the feasibility of
the process, and this information can be utilized to design the process
in a valid manner.

In addition to our focus on understanding the principles and criteria
for efficient mixed refrigerant cryogenic liquefaction processes, we
have also developed a robust machine learning (ML) model capable of
predicting valid process design scenarios from invalid data points. The
effectiveness of this ML model has been validated through a confusion
matrix, as shown in Fig. 12.
9

The test set comprises a total of 209715 data points, and the ML
model successfully predicts over 99.5% of the design scenarios (37,047
True/True and 171,610 False/False) as valid or invalid. This finding
is highly significant as it enables the efficient exploration of the valid
portion within the design space. Without such a model, devising a
strategy to identify optimum valid design cases becomes a challenging
task.

The successful prediction of valid process design scenarios by our
ML model opens up new possibilities for optimizing cryogenic lique-
faction processes. By leveraging this model, researchers and engineers
can focus their efforts on the valid design space, significantly reducing
the time and resources required for identifying optimal process configu-
rations. This finding will be discussed in more detail later, emphasizing
its implications for the development of effective strategies for achieving
optimum performance and efficiency in mixed refrigerant cryogenic
liquefaction processes.

With the successful development of our machine learning (ML)
model, we have gained the ability to explore the patterns and distri-
butions of allowed compositions within the mixed refrigerant stream.
This knowledge is crucial for optimizing the design of mixed refrigerant
systems and ensuring their optimal performance. To provide a visual
representation of these compositions, Fig. 13 illustrates the distribution
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Fig. 10. Reduced-dimension t-SNE plot of variables. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
Fig. 11. Calculated SHAP values showing impact of features on finding valid design space.
of the mixed refrigerant composition as a function of the molar fraction
of different components, with a specific focus on the valid design cases.

Upon analyzing the composition distribution, we uncover distinct
patterns and ranges for various components present in the mixed re-
frigerant stream. Notably, gases such as butane, nitrogen, and methane
exhibit broader permissible ranges in terms of their mole fraction.
These components can occupy higher proportions within the mixed
stream without compromising the validity of the design scenario. Ethy-
lene behaves more like nitrogen and methane in comparison with
butane according to Fig. 13. This is due to their similarity in boiling
10
temperatures. In contrast, other gases exhibit narrower distributions,
typically at lower concentrations or mole fractions. The existence of
wider allowed ranges for the mole fraction of nitrogen, methane (and
possibly butane) compared to other gases can be attributed to several
factors. One significant factor is the thermodynamic properties and
behavior of these specific gases. Nitrogen, methane, and butane pos-
sess characteristics that enable them to maintain stable and efficient
operation within a broader range of mole fractions. These gases may
have favorable thermodynamic interactions, allowing them to maintain
their integrity and perform optimally even at higher concentrations. In
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Fig. 12. Confusion matrix for the ML model predicting the validity of the design cases.

contrast, other gases may exhibit more sensitive behavior, experiencing
limitations in stability or efficiency outside of narrower ranges.

Furthermore, the broader permissible range of nitrogen, methane,
and possibly butane offers potential advantages in the design and
operation of mixed refrigerant systems. The ability to utilize higher
quantities of these gases opens up opportunities for enhanced refrig-
eration capacity and improved system efficiency. By allowing greater
proportions of nitrogen, methane, and butane in the mixed stream,
researchers and engineers can harness their desirable properties to
achieve better performance and optimize the system design.

On the other hand, gases with limited distribution at lower concen-
trations or mole fractions require careful consideration and optimiza-
tion during the design process. While their presence may be essential
for specific applications or desired performance characteristics, it is
crucial to ensure their effective integration within the mixed refrigerant
stream. This may involve precise control, tailored system configura-
tions, or additional optimization techniques to maintain their stability
and prevent any detrimental effects on the overall system performance.

By incorporating the predictions of our ML model and the distri-
bution of valid compositions, researchers and engineers gain valuable
insights for establishing optimum ranges in the design of mixed refrig-
erant systems. This comprehensive approach ensures that the resulting
system operates within the valid design space, minimizing the risk
of temperature cross and liquid slugging, while maximizing overall
performance and efficiency.

3.4. Optimizing LNG process using a data-driven approach

In this section, our research focus revolves around enhancing the
energy efficiency and sustainability of cryogenic liquefaction processes
through the optimization of exergy loss from a thermodynamic per-
spective. Cryogenic liquefaction processes are of great importance in
improving energy efficiency and promoting sustainable practices, with
particular emphasis on minimizing exergy loss. Although conventional
process simulation tools like Aspen HYSYS have been extensively em-
11

ployed for process calculations and optimization, their computational
speed limitations pose challenges when exploring the vast design space
within reasonable timeframes.

To address these limitations, we employ a genetic algorithm (GA)
in two distinct scenarios. Firstly, we utilize the GA in conjunction with
the Aspen HYSYS model, where the results obtained from the model
serve as inputs for the GA-based calculations. Secondly, we leverage a
machine learning (ML) model as the engine for process calculations,
which possesses remarkable computational speed, surpassing Aspen
HYSYS by a factor of a million. Consequently, when both models are
subjected to similar time constraints, the ML model enables a much
wider coverage of the design space compared to Aspen HYSYS. Thus,
implementing the GA on the ML model holds the promise of achieving
improved results, specifically in terms of significantly lower optimized
exergy loss.

To quantitatively evaluate the anticipated improvement, we set a
total computational time limit of 24 h for each optimization case using
the Aspen HYSYS model. While conducting the optimization process,
we recognize that the efficiency of the GA is influenced by variables
such as population size and mutation probability. Therefore, we system-
atically vary the GA parameters while keeping the total computational
time fixed at 24 h, as depicted in Fig. 14. The optimized exergy loss
values obtained range from 3.33 MW to 7.15 MW, depending on the
specific GA variables employed.

In contrast, when implementing the GA and local search on the ML
model, we achieve a remarkable global minimum exergy loss of 3.03
MW within a computational time of less than 10 min. This achievement
represents a substantial 9% improvement in exergy loss compared to
utilizing the ML model as the engine for process calculations, irre-
spective of the specific GA settings employed. The exceptional speed,
robustness, and efficiency demonstrated by the developed ML model
provide compelling reasons to consider similar strategies for optimizing
industrial-oriented processes in a rapid and reliable manner.

This study’s findings have significant implications for the field.
Integrating advanced ML models in cryogenic liquefaction process op-
timization overcomes computational limitations and achieves unprece-
dented efficiency and sustainability. The substantial reduction in exergy
loss improves energy efficiency, enabling greener practices. ML-driven
approaches transform energy-intensive sectors, paving the way for eco-
friendly and economically viable cryogenic processes. Industries like
natural gas processing and petrochemicals can benefit, revolutionizing
process design and operations for a more sustainable future.

3.5. Significance of the data-driven approach in finding valid process design
scenarios with minimized exergy loss

The Fig. 15 provides a detailed visualization of the optimization
results obtained for the mixed refrigerant liquefaction process. To
achieve an optimal design, the genetic algorithm was employed with
different weight factors assigned to the exergy loss, vapor fraction, and
approach temperature.

The primary parameter of interest in this study is the exergy loss,
as it directly impacts the thermodynamic efficiency of the process.
However, it is essential to ensure that the resulting process design
remains valid. To address this concern, the fitness function incorporates
the vapor fraction and approach temperature as well. This allows any
deviation from the desired process design conditions to be penalized.

The figure illustrates the distribution of the optimization results us-
ing color-coded points. The gray points represent invalid design cases,
where the process parameters fail to meet the predefined constraints.
Conversely, the dark purple points represent valid design cases with
exergy losses above the threshold of 7.2 MW. The points falling within
the range of exergy losses between 3.3 and 7.2 MW are color-coded
between red and blue, indicating different levels of exergy loss.

The key takeaway from this figure is the significant role played
by the weight factors in determining the success of achieving valid

optimized design cases. It is evident that different combinations of
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Fig. 13. The allowed molar compositions for the designed mixed refrigerant system.
Fig. 14. Optimization of the exergy losses by genetic algorithm using the Aspen HYSYS and machine models.
weight factors may only lead to the identification of invalid design
points, indicating the genetic algorithm’s inability to converge on valid
solutions despite the optimization process.

For the subset of weight factors that result in a valid design sce-
nario, the figure showcases variations in both the rate of reaching the
minimum exergy loss and the exact value of the final optimized exergy
loss. This variability is evident from the changing colors and the final
exergy values displayed in Fig. 15. The inset in the figure provides a
closer examination of the final region of optimization.

To provide a clearer understanding of this variability, Fig. 16
presents the final points of the optimization process for each set
of weight factors, using a triangle plot where each axis represents
the value of a specific weight factor. Upon closer inspection, several
optimization cases are observed to result in invalid design points, as
indicated by the gray crosses.

Furthermore, among the sets of weight factors that led to valid
design points, only a few managed to achieve design scenarios with
12
an optimum exergy loss within a 5% error range, represented by the
purple points. The other data points exhibit errors ranging between 5%
and 15%, denoted by different colors such as green, yellow, and red.

This analysis highlights the challenges in finding a suitable combi-
nation of weight factors that lead to both valid and highly optimized
design scenarios. Achieving a balance between the conflicting objec-
tives of minimizing exergy loss, ensuring process validity, and reaching
an optimal design configuration is complex and depends on the spe-
cific weight factor values employed. The variability observed in the
triangle plot emphasizes the need for careful consideration and fine-
tuning of weight factors to attain optimal results in mixed refrigerant
liquefaction processes. Further investigations and sensitivity analyses
are required to identify the most favorable weight factor settings for
practical implementation and consistent performance improvements.

These findings provide valuable insights into the complexity of the
optimization problem in the context of the mixed refrigerant lique-
faction process. The presence of numerous invalid design scenarios
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Fig. 15. Sensitivity of the optimization problem to the chosen weight factors. (For interpretation of the references to color in this figure legend, the reader is referred to the web
version of this article.)
Fig. 16. The impact of fitness function weights on the optimal solution showing the complexity of the optimization problem. (For interpretation of the references to color in this
figure legend, the reader is referred to the web version of this article.)
within the parameter space underscores the challenges associated with
obtaining optimal solutions. Moreover, the significance of selecting ap-
propriate weight factors becomes apparent when attempting to achieve
valid design points with minimal exergy loss. The results depicted in
both Figs. 15 and 16 emphasize the intricacies of optimizing the mixed
refrigerant liquefaction process and shed light on the importance of
weight factor selection for achieving desirable outcomes.

Fig. 17 provides a comprehensive visualization of the optimization
process carried out using a genetic algorithm. The figure presents the
evolution of the optimization in two distinct cases: one where appro-
priate weight factors for the vapor fraction and approach temperature
were applied, and another where only the exergy loss was considered
without incorporating the vapor fraction and approach temperature.

In the first case, the inclusion of suitable weight factors for the
vapor fraction and approach temperature enabled the identification of
valid design points with minimal exergy loss (green points) around
the optimal value of 3.03 MW. This outcome signifies the significance
of considering these factors in the optimization process to ensure
the attainment of valid design scenarios with optimal performance.
13
The weight factors provide a means to assign relative importance to
different process outputs, allowing for a balanced optimization that
takes into account various aspects of the system.

Conversely, when the optimization focused solely on minimizing the
exergy loss without considering the vapor fraction and approach tem-
perature, near-zero exergy loss values were achieved (red points). How-
ever, it is crucial to note that these low exergy losses were associated
with invalid design cases. This observation emphasizes the necessity of
incorporating all relevant parameters into the fitness function to avoid
reaching invalid design areas. Neglecting important factors can lead to
misleading results and undermine the practicality and feasibility of the
optimized designs.

Furthermore, an intriguing finding in Fig. 17 is that when no weight
factors were applied for the vapor fraction and approach temperature,
very few valid points (blue points) were obtained throughout the entire
optimization process. This suggests that these parameters play a vital
role in defining the validity and performance of the design. Their
omission severely limits the algorithm’s ability to find valid design
points, indicating the complexity and challenges involved in optimizing



Digital Chemical Engineering 10 (2024) 100143H. Alimardani et al.
Fig. 17. The impact of detecting valid design space for reaching technically feasible process design solutions. (For interpretation of the references to color in this figure legend,
the reader is referred to the web version of this article.)
within a design space that contains a substantial number of invalid
scenarios.

In conclusion, Fig. 17 provides valuable insights into the optimiza-
tion process using a genetic algorithm, particularly when considering
the weight factors for the vapor fraction and approach temperature.
The results highlight the importance of incorporating these factors to
achieve valid design scenarios with minimal exergy loss. Additionally,
the figure demonstrates the pitfalls of focusing solely on exergy loss
without accounting for other critical parameters, resulting in low ex-
ergy losses but with invalid designs. It underscores the significance of
a comprehensive approach that considers multiple process outputs to
ensure the feasibility and efficiency of the optimized designs.

Design optimization in a high-dimensional design space poses sig-
nificant challenges, primarily due to the presence of numerous invalid
points compared to valid design points. To address this issue, it is
crucial to develop effective strategies for efficiently recognizing valid
data points. In this context, we compare two different approaches to
highlight the importance of fast recognition using machine learning
(ML) in achieving optimized designs with minimal exergy loss.

In the first case, we employ a genetic algorithm with appropriate
weight factors, utilizing Aspen HYSYS as the calculation engine. This
approach relies solely on Aspen HYSYS for evaluating the exergy losses
of different design points. On the other hand, in the second case, we
integrate ML models into the genetic algorithm, allowing for the fast
classification of valid and invalid design points. For the valid points, the
exergy losses are then calculated using Aspen HYSYS, ensuring accurate
assessments (see Figure S.2 for the full process diagram).

Fig. 18 illustrates the evolution of exergy losses in these two cases
over multiple iterations. Despite both approaches ultimately utilizing
Aspen HYSYS for exergy loss calculations, it becomes evident that the
second case, where ML models are used for initial validation, achieves
optimized values at a significantly faster rate. The primary reason for
this expedited optimization is the ability of ML models to swiftly filter
out invalid design points, thus avoiding the need for time-consuming
exergy loss calculations using Aspen HYSYS.

The significance of this approach lies in the time-saving aspect it
offers. By leveraging ML models to identify valid design points early on,
the optimization process becomes more efficient. The computational
burden on Aspen HYSYS is reduced as only valid design points are
14
Table 2
GA results for composition in Case 1.

Solvent Composition (mol %)

Methane 19
Ethane 7.82
Propane 0.4
n-butane 18.17
Nitrogen 19.49
Ammonia 1.98
Chlorine 0.51
Ethylene 24.16
Propene 3.22
i-butane 5.25

subjected to exergy loss calculations. Consequently, the overall op-
timization procedure is streamlined, allowing for faster convergence
towards optimal design solutions with minimal exergy loss.

Furthermore, integrating ML models for preliminary validation pro-
vides an additional layer of confidence in the design selection process.
By confirming the validity of design points using ML, we can mitigate
the risk of investing computational resources in evaluating invalid
points. This ensures that the subsequent exergy loss calculations carried
out by Aspen HYSYS are performed on a reliable subset of design points,
leading to more accurate and trustworthy results.

The findings from Fig. 18 highlight the potential and significance
of employing fast ML models for recognizing valid design points in a
coarse, high-dimensional design space. By incorporating these models
into the optimization process, we expedite the search for optimized
design cases with minimal exergy loss. This not only improves com-
putational efficiency but also enhances the reliability of the design
optimization process.

3.6. A discussion on comparison with previous studies

In Case 1, our cryogenic process model’s exergy loss calculations
are directly compared with previous works. The results are based on
natural gas feed with a molar flow of 0.3 kg mole/s and Minimum
Temperature Approach (MTA) set to 1.2 ◦C. Tables 2 and 3 present the
outcomes of the genetic algorithm (GA) optimization and local search
for Case 1, respectively.



Digital Chemical Engineering 10 (2024) 100143H. Alimardani et al.
Fig. 18. The comparison of the search speed for the HYSYS/ML hybrid model compared to HYSYS GA optimization showing the importance of detection of the valid points by
ML.
Table 3
Local search results for operational variables in Case 1.

Property Value(Before
local search)

Value(After
local search)

Specific work (kJ/kg LNG) 5.92 5.79
Refrigerant molar (kg mole/s) flow 1.38 1.43
Compressor inlet pressure (kPa) 761.65 806.14
Compressor outlet pressure (kPa) 2862.15 2860.33

Comparing our results with Shivaee Gariz et al.’s current pro-
cess (Shivaee-Gariz et al., 2020), we observe a significant 20.4%
reduction in total exergy loss and a 9.5% decrease in shaft work
required for the PRICO process (Table 4).

The GA’s global minimum for total exergy loss is 3.23 MW, and after
applying the local search, this value is further reduced to 3.03 MW,
representing a 5.92% reduction. This highlights the coarseness of the
feature landscape, necessitating deep scanning in the local zone to find
optimal points (see Figure S.3 for the full Nelder–Mead progression).
The need for the local search step indicates the complexity of the
optimization problem and the presence of multiple local minima in the
design space.

In Case 2, we compared the specific power requirement per amount
of LNG produced in previous studies with our work, setting the mini-
mum approach temperature to 0.1 ◦C. Tables 5 and 6 show the global
and local optimization results.

Our result of 1005 kJ/kg LNG using 13 variables falls between the
reported values of 967 kJ/kg LNG with 21 variables and 1105 kJ/kg
LNG with 8 variables (Table 7). These results reveal the correlation be-
tween the number of variables to optimize and the invisible limit for the
least specific work attainable. As the number of solvents increases, the
potential to decrease shaft work using the right optimization techniques
also increases.

In conclusion, our study showcases the effectiveness of the ge-
netic algorithm and local search in optimizing cryogenic processes
and achieving significant reductions in exergy loss and shaft work.
By comparing with existing works, we demonstrate the superiority of
our approach, providing valuable insights into the optimization chal-
lenges and underlying correlations between the number of variables
and process efficiency. Our findings contribute to the advancement
of energy-efficient and environmentally conscious industrial practices,
paving the way for more sustainable and economically viable cryogenic
15
liquefaction processes with broader applications in various industries.
Embracing such advanced optimization techniques promises to revolu-
tionize process design and operations, ushering in a new era of energy
efficiency and sustainability.

4. Conclusions

In this study, we optimized mixed refrigerant cryogenic liquefaction
processes through a data-driven approach. Our novel methodology
integrates machine learning models with genetic algorithms to iden-
tify design points with minimized exergy loss, which significantly
improves energy efficiency and sustainability. On the computational
side, integration of machine learning accelerates valid design scenario
recognition and enhances computational efficiency, while utilizing ge-
netic algorithms with local search techniques substantially reduces
exergy loss and specific work.

The study’s implications for industries relying on cryogenic liq-
uefaction processes, such as natural gas processing and petrochem-
icals, are noteworthy. Optimizing these energy-intensive sectors not
only promotes environmentally sustainable practices but also promises
economic benefits through reduced operational costs.

Our approach demonstrates superior efficacy when compared to
conventional optimization techniques. The substantial reductions in
total exergy loss achieved highlight the significant potential of our
methodology in advancing cryogenic process design and operations.
The success of our data-driven approach suggests promising outcomes
for future research in integration of advanced optimization algorithms
and heuristics with machine learning models. Additionally, exploring
the impact of various process parameters and constraints provides
valuable insights into the design space, contributing to achieving more
stringent performance targets.

Furthermore, conducting sensitivity analyses and uncertainty quan-
tification studies can deepen our understanding of the robustness and
reliability of the optimized designs. Addressing the coarseness and high
dimensionality of the design space remains an important challenge, and
devising strategies to overcome these issues will be crucial for achieving
even more efficiency.

Moreover, as data-driven approaches evolve, investigating the in-
tegration of real-time process data and advanced control strategies
could enable the development of adaptive and self-optimizing cryo-
genic processes. The combination of online data-driven optimization
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Table 4
Results for Case 1 and comparison to previous studies.
Property Lee et al. (2002) Shivaee-Gariz et al. (2020) This work(before local search) This work(after local search)

Specific work (MW) 7.98 7.27 5.92 5.79
Total exergy loss (MW) 3.74 3.35 3.23 3.03
Table 5
GA results for composition in Case 2.

Solvent Composition (mol %)

Methane 17.20
Ethane 11.48
Propane 0.00
n-butane 18.85
Nitrogen 16.04
Ammonia 0.00
Chlorine 0.00
Ethylene 23.86
Propene 0.00
i-butane 12.56

Table 6
Local search results for Case 2.

Property Value(Before
local search)

Value(After
local search)

Specific work (kJ/kg LNG) 1165 1005
Refrigerant molar (kg mole/s) flow 1.24 1.26
Compressor inlet pressure pressure (kPa) 575.61 681.62
Compressor outlet pressure (kPa) 2651.4 2556.41

Table 7
Comparison of specific power requirements in this work with previous studies for Case
2.

Property Aspelund
et al. (2010)

Ebrahimi
et al. (2021)

This work

Specific power (kJ/kg LNG) 1105 967 1005
Number of variables 8 21 13
Number of solvents 5 17 10
Minimum approach temperature 0.1 0.1 0.1

and machine learning-based control could lead to dynamic and respon-
sive operations that adapt to changing conditions, thereby ensuring
continued efficiency and sustainability.

This study serves as a stepping stone for further advancements
in energy-efficient and environmentally conscious industrial practices,
opening doors for future works to explore a multitude of opportunities
in cryogenic liquefaction and beyond. With the ever-increasing com-
putational power and advancements in data-driven methodologies, we
are confident that our approach will continue to pave the way for a
more sustainable and economically viable future in energy-intensive
processes.
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