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Abstract

It is undisputed that silicon wafers have become crucial to our modern lives and world’s com-

mercial and military applications. As the key process for the fabrication of silicon wafers, the

single-crystal growth process has been driven to increase good-for-order single-crystal silicon

yield while keeping costs low. To this end, this dissertation, conducted as part of DIGIMAN4.0

funded by Horizon 2020, the EU Framework Programme for Research and Innovation, collabo-

rating with Topsil Global Wafers, delves into the process optimization in Float-Zone (FZ) crystal

growth production, with the aimof increasing yields and reducing costs. The core of the project in-

troduces a unique challenge, an oxide contamination problem happening in the FZ process which

is strongly associated with crystal yields, and a systematic investigation of the oxide problem

around three topics: what the problem is (know-what), why it happened (Know-Why) and how to

address it (Know-How) is conducted.

Firstly, an investigationwas carried out regarding the nature of the surface anomaly bymate-

rial characterizationandvisual characterization. Specifically, material characterizationwasachieved

by the characterization of the polysilicon surface using Focus Ion Beam Scanning Electron Mi-

croscopy (FIB-SEM) and Energy Dispersive Spectroscopy (EDS), which clearly defined that the sur-

face anomaly is associated with enrichment of oxygen and oxygen loss by evaporation. Visual

characterization was performed on the FZ images captured from the FZ vision system, which

showed that the surface typically appears at the beginning of the cone phase, and the surface

anomaly can present in three categories, including the spot, shadow, and ghost curtain and their

characteristics and potential impacts were discussed.

Secondly, to enable an efficient recognition of the oxide layer (surface anomaly) for Know-

What, an oxide identification based on Deep Learning was developed, which has been shown

to be effective in capturing the occurrence of oxide without involving any human being, thus

laying a foundation for automatic responses of oxide. In addition, in order to build the trust on

the developed oxide identification, Grad-CAMwas employed to increase the transparency on the

model and to explain why the model makes such a prediction.

Targeted at Know-Why, a thorough investigation of the relationship between oxide and other

iii



Abstract iv

data sources was carried out by means of Association Rule Mining. The results demonstrated

that the oxide is strongly associated with a high moisture level in the FZ chamber during the FZ

process.

In order to uncover the source of the high moisture level, a Deep Learning-based multi-modal

moisture predictor was established, and a model explainability analysis was conducted on the

prediction model to examine its decision-making process. This can provide us with insights into

corrective measures.

Finally, an automatic response conceptual framework for mitigating oxide formationwas pro-

posed for Know-How to provide constant monitoring and dynamic adaption. The framework inte-

grates the findings from Know-What and Know-Why in the diagnostic strategy for responding to

the oxide problem. In addition, the framework considered prognostic strategy, which relies on the

capability of Know-When in forecasting the occurrence of the oxide problem, thus allowing the

decision maker to take preventive measures to decrease the probability of the oxide occurrence.

In conclusion, with themotivation of increasing crystal yields and reducing costs in the FZ pro-

cess, this dissertation focuses on process optimization by undertaking a systematic investigation

regarding an oxide problem that can affect crystal yields. The investigation offers a comprehen-

sive understanding of the oxide problem from three perspectives: Know-What, Know-Why and

Know-How, which sets the stage for future advancement for the field.

Keywords: Float-Zone crystal growth; problem solving; deep learning; root cause analysis;

process optimization;



Resumé

Det er ubestridt, at siliciumskiver er blevet afgørende for vores moderne liv og verdens kommer-

cielle og militære anvendelser. Som nøgleprocessen til fremstilling af siliciumwafers, enkeltkrys-

talvækstprocessen, er derfor blevet drevet til at øge udbyttet af et-krystal silicium, der er godt for

bestilling, samtidig med at omkostningerne holdes lave. Til dette formål dykker denne afhandling,

udført som en del af DIGIMAN4.0 finansieret af Horizon 2020, EU’s rammeprogram for forskning

og innovation, i samarbejde med Topsil Global Wafers, ind i procesoptimering i Float-Zone (FZ)

krystalvækstproduktion , med det formål at øge udbyttet og reducere omkostningerne. Kernen i

projektet introducerer en unik udfordring, et problemmed oxidforurening, der sker i FZ-processen,

som er stærkt forbundet med krystaludbytte, og en systematisk undersøgelse af oxidproblemet

omkring tre emner: hvad problemet er (ved-hvad), hvorfor det skete (Know-Why), og hvordan man

adresserer det (Know-How) udføres.

For det første blev der udført en undersøgelse vedrørende arten af overfladeanomali vedma-

terialekarakterisering og visuel karakterisering. Specifikt blev materialekarakterisering opnået

ved karakterisering af polysiliciumoverfladen ved hjælp af Focus Ion Beam Scanning Electron

Microscopy (FIB-SEM) og Energy Dispersive Spectroscopy (EDS), som klart definerede, at over-

fladeanomalien er forbundet med berigelse af ilt og opløsning af ilt. Visuel karakterisering blev

udført på FZ-billederne taget fra FZ vision-systemet, som viste, at overfladen typisk optræder i

begyndelsen af keglefasen, og overfladeanomalien kan forekomme i tre kategorier, herunder plet-

, skygge- og spøgelsesgardin og spøgelsesgardin. deres karakteristika og potentielle virkninger

blev diskuteret.

For det andet, for at muliggøre en effektiv genkendelse af oxidlaget (overfladeanomali) for

Know-What, blev der udviklet en oxididentifikation baseret på Deep Learning, som har vist sig at

være effektiv til at fange forekomsten af oxid uden at involvere noget menneske, således lægger

et grundlag for automatiske reaktioner af oxid. For at opbygge tilliden til den udviklede oxididen-

tifikation blev Grad-CAM desuden brugt til at øge gennemsigtigheden på modellen og forklare,

hvorfor modellen foretager en sådan forudsigelse.

Målrettet Know-Why blev der gennemført en grundig undersøgelse af forholdet mellem oxid

v



Resumé vi

og andre datakilder ved hjælp af Association Rule Mining. Resultaterne viste, at oxidet er stærkt

forbundet med et højt fugtniveau i FZ-kammeret under FZ-processen.

For at afdække kilden til det høje fugtniveau blev der etableret enDeep Learning-baseretmul-

timodal fugtprædiktor, og en modelforklarlighedsanalyse blev udført på forudsigelsesmodellen

for at undersøge dens beslutningsproces. Dette kan give os indsigt i korrigerende foranstalt-

ninger.

Endelig blev der foreslået en begrebsramme for automatisk respons til afbødning af oxiddan-

nelse for Know-Howfor at give konstant overvågning og dynamisk tilpasning. Rammen integrerer

resultaterne fra Know-What og Know-Why i den diagnostiske strategi for at reagere på oxidprob-

lemet. Derudover overvejede rammen en prognostisk strategi, som er afhængig af Know-When’s

evne til at forudsige forekomsten af oxidproblemet, hvilket giver beslutningstagerenmulighed for

at træffe forebyggende foranstaltninger for at mindske sandsynligheden for oxidforekomsten.

Afslutningsvis fokuserer denne afhandling med motivationen for at øge krystaludbyttet og

reducere omkostningerne i FZ-processenpå procesoptimering ved at foretageen systematisk un-

dersøgelse vedrørende et oxidproblem, der kan påvirke krystaludbyttet. Undersøgelsen giver en

omfattende forståelse af oxidproblemet fra tre perspektiver: Know-What, Know-Why og Know-

How, hvilket sætter scenen for fremtidig avancement for feltet.

Nøgleord: Float-Zone krystalvækst; problemløsning; dyb læring; rodårsagsanalyse; proce-

soptimering;
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CHAPTER 1
BACKGROUND AND OBJECTIVES

”In the middle of every difficulty lies opportunity.” - Albert Einstein

1

1.1 Introduction

It is undisputed that semiconductors have become crucial to our modern life and to the commer-

cial and military applications of the world. Semiconductors have been instrumental in the rapid

evolution of enormous modern technologies such as communication devices, Internet of Things

(IoTs), robotics, and Artificial Intelligence (AI), to name a few. These small but powerful compo-

nents are the cornerstones of modern electronics and have had a profound impact on virtually

every aspect of our lives. From communication and computing to transportation and healthcare,

semiconductors have enabled themanipulation and control of electrical signals, forming the basis

for integrated circuits (ICs), microprocessors, memory devices, and awide rangeof other electronic

components that power our interconnected world. As reported in the Historical Billings Report of

the Worldwide Semiconductor Trade Statistics group shown in Figure 1.1, worldwide semicon-

ductor sales revenue has been rapidly increasing since 1986. In 2022, worldwide semiconductor

sales topped $574 billion dollars [1].

The semiconductor is often referred to as a material with a crystalline structure and its elec-

trical conductivity falls between a conductor and an insulator. A semiconductor is distinct from a

conductor in that it only allows electrons to flow freely when they have attained a certain energy

level [2]. Examples of semiconductor materials include silicon, germanium and gallium arsendie

[3]. Among all semiconductor materials, silicon is the most popular choice of semiconductor ma-

terial, making up more than 90% of all semiconductor and solar cell wafer production due to its

abundance and the extensive knowledge of its processing [4].

Before the silicon becomes the heart of themodern electronics, it needs to go through several

steps, as shown in Figure 1.2. Modern electronics such as ICs and microelectronic devices are

mainly built on a canvas, a silicon wafer, which is a thin slice of crystalline silicon with high purity.

Figure. 1.3 shows a silicon ingot and cut silicon wafers. The key process for the fabrication of

silicon wafers is the single-crystal growth process, which produces a single-crystal silicon ingot

that determines the properties of the wafer [7]. Recently, silicon wafers have gained increasing
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Figure 1.1: Worldwide Semiconductor Sales Revenue from 1986 to 2022 (in billion US dollar),
as reported in [1].

Figure 1.2: The process flowof silicon from rawmaterial to semiconductor applications, adapted
from [5, 6].
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attention due to the US-China tech war [8, 9], with semiconductors being a key battleground.

The United States has imposed export control on high-end semiconductor fabrication equipment

in order to obstruct China’s attempts to become a major player in high-tech industries (robotics,

artificial intelligence, etc.). [10]. This has caused a ripple effect throughout the global supply chain

[9]. Furthermore, the Covid-19 pandemic has caused a surge in demand and sales, leading to a

shortage of the main semiconductor wafers [11]. The lack of wafer supply has had an impact

on a variety of sectors, including those involved in the production of advanced computer chips,

military and transportation [12]. Consequently, the currentmarket trend necessitates an increase

of good-for-order single-crystal silicon yield while keeping costs low [13, 7], in order to address

supply chain vulnerabilities and improve competitiveness.

(a) A silicon ingot (b) The cut silicon wafers

Figure 1.3: Pictures of silicon ingot and wafers. (a) A silicon ingot [14]. (b) A box of cut silicon
wafers [15].

There are two main techniques for producing single-crystal silicon from polysilicon: Czochral-

ski (CZ) crystal growth and Float-Zone (FZ) crystal growth. Both crystal growth methods involve

dipping a silicon seed crystal mounted on a movable puller into a polysilicon melt in an inert gas

atmosphere [16, 17]. Then an oriented seed crystal begins to grow from the melt due to the

crystallization of silicon atoms [16]. The difference between the two methods lies in the pro-

cess of generating polysilicon melt and crystal growth. In the CZ process, a single-crystal ingot is

pulled from the polysilicon melt kept in a quartz crucible, while in the FZ process, the polysilicon

rod is melted at one end using an induction heater, resulting in amelt zonewhere the seed crystal

grows. Figure 1.4 demonstrates the schematic setup of these two processes. The difference in

the growing crystal between the CZ process and the FZ process can be seen in Figure 1.5.

The CZ process is used predominately in the crystal growth of silicon production, as it allows

for large crystal diameters (up to 450mm [17]), resulting in lower production cost per wafer [17].

However, it has a major disadvantage: the high incorporation of oxygen from the melt in a sil-

ica crucible, leading to the generation of oxide precipitates and thermal donors [18]. The typical
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(a) Czochralski crystal growth (b) Float-Zone crystal growth

Figure 1.4: The schematic setup of the CZ and the FZ machine [22].

oxygen concentrations are in the range of 3 × 1017 ∼ 9 × 1017 atoms/cm−3 [16]. This lim-

its the application of CZ silicon in some important electronic devices where the oxygen require-

ment is significant [17]. In contrast, the FZ process produces a higher purity silicon crystal with

much lower concentrations of impurities, particularly a lower oxygen content (below 5 × 1016

atoms/cm−3 [19]) due to the absence of the crucible. Therefore, FZ silicon crystals are usually

used in high-efficiency solar cells and high-power devices where purity is essential. For instance,

insulated gate bipolar transistors (IGBTs) that are vital components in electric vehicles for their

high-speed switching characteristics [18], require a minimum oxygen oxygen concentration to

avoid as-grown defects, oxide precipitates and thermal donors [20].

Nevertheless, the FZ process appears to be less competitive in market acceptance compared

to the CZ process because of its several drawbacks. First, the diameter of the FZ silicon crystal is

currently restricted to 200 mm due to high-voltage breakthroughs at the ”pancake inductor” [21,

17] and the availability of suitable polysilicon rods [13]. Furthermore, the production cost of the

FZprocess ismuch higher than that of the CZprocess, which is attributed to the higher cost of the

feedstockmaterial used in the FZ process [13]. The FZ process necessitates polysilicon to be in a

precise cylindrical shape with a smooth surface and no cracks, which causes the costs associated

with polysilicon feed rods tobemore thanhalf of the cost of ownership [13]. Therefore, increasing

the crystal yield is considerably important for the FZ process.
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Figure 1.5: Principles of (a) FZ process and (b) CZ process [23].

1.2 Problem Definition

This research project is based on the FZ process with the collaboration of Topsil GlobalWafers

A/S, a global supplier of ultra-pure silicon to the semiconductor industry. Asmentioned above, the

recent market trend has forced silicon suppliers to accelerate their efforts to increase good-for-

order yield and reduce costs. The cost of ownership of crystal growth processes is predominantly

determined by yield, as the majority of the production cost is associated with the raw materials,

polysilicon [13]. This is more evident in the FZ process since the cost of the polysilicon rod ac-

counts for more than 50% of the production costs, which is muchmore expensive than the chunk

polysilicon used for the CZ process [13]. Consequently, compared to the CZ process, the crystal

yield is even more critical for the FZ process [13]. Therefore, this project is initiated with the mo-

tivation of increasing the FZ crystal yield by identifying and correcting the factors that lead to

lower yields, such as impurities or other process variables.

As shown in Figure 1.6, an FZ machine consists of a pressurized chamber, which is equipped

with an inductive coil and two movable holders for grasping polysilicon and seed crystal, respec-

tively. There is an optical access to the FZ process given by a quartz window through which a FZ

vision system is able to acquire FZ images and carry out image analysis, for instance geometrical

measurements for dynamically controlling the FZ process. In the FZ process, the inductive coil

begins with heating the bottom of the polysilicon rod into a molten zone, where the seed crystal
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begins crystal growth, and then the molten zone would slowly move along the polysilicon rod by

shifting the polysilicon rod downward, resulting in silicon ingots. A FZ process cycle mainly con-

sists of six phases: 1) melt drop phase, 2) feed tip phase, 3) neck phase, 4) cone phase, 5) cylinder

phase, and 6) closing phase [24], as seen in Figure 1.7.

Figure 1.6: The detailed schematic of the FZ Machine [25]. Within the FZ chamber, the polysili-
con and seed crystal are held by the polysilicon holder and the crystal holder, respectively. During
the FZ process, the polysilicon and seed crystal are moved downwards while they are rotated in
opposite directions to stabilize the molten flow. At the same time, a vision system is used to ob-
serve the FZ process through a quartz window.

The polysilicon rod used for FZ is required to have a smooth surface and homogeneous ther-

mal and electrical properties during the FZ process, ensuring a stable melting process [17, 13]. In

addition, the polysilicon rod is supposed to be heated homogeneously, and its surface shown in

the vision system is supposed to be homogeneous as well. However, during the process, anoma-

liesmight occur on thepolysilicon surface, which is reflected in FZ images captured fromthevision

system: an appearance of a relatively high-contrast region on the polysilicon surface. The differ-

ence between normal polysilicon surface and abnormal surface can be seen in Figure 1.8. The

anomaly on the surface of the polysilicon is suspected to be caused by oxidation. The presence

of the anomalymay disrupt the stablemelting behavior, which being a disturbancemay affect the

performance of the FZ automatic control system which assumes the identical processing condi-
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Figure 1.7: Phases of the Floating Zone process. Producing the melt drop (1), forming the feed
tip (2), creating the thin neck (3), making the cone (4), growing the cylinder (5) and closing the
crystal (6). Solid material in white, melt in gray [24].

tion. Besides, the presence of the anomaly indicates that the ability of the FZmachine to provide

a protection atmosphere for the process has been degrading. Last but not least, if the anomaly

is associated with the oxygen, it would act as a contamination to threaten the product quality,

which would consequently affect good-for-order yield, since the product would become scrap if

it does not meet the customer’s requirements. Considering that the FZ process is a batch process

lasting for 10-20 hours, the anomaly may potentially lead to a waste of production resources,

including time, energy and, in particular, the expensive polysilicon rod. Therefore, considering the

above reasons, it is necessary to investigate the anomaly in order to enhance the process effi-

ciency and reliability.

1.3 Research Questions

The FZ process enables the production of ultra-pure silicon with low oxygen content due to the

preclusion of contamination from the crucible. However, in return, customers pose a strict require-

ment on oxygen concentration in the final products for the FZ process. The product that does

not meet the customer’s requirements would become a scrap, which would further affect crystal

yield. Therefore, the FZ crystal suppliers need to carefully control the oxygen content during the

FZ process. However, the anomaly that appears on the polysilicon surface might raise alarms.

On the one hand, the anomaly, possibly being a contamination to the FZ process, may pose a

risk of negatively affecting the crystal field, thus further increasing the production cost. On the

other hand, the presence of the anomaly indicates the degradation of FZ machine performance
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(a) Normal polysilicon surface

(b) Polysilicon surface with the oxide

Figure 1.8: The polysilicon images in different FZ crystal growth productions (the confidential
information in the upper left corner is concealed using a black rectangle): (a) polysilicon surface
with homogeneous intensity under normal condition (b) polysilicon surface with a high-contrast
appearance under abnormal condition [25].

in keeping FZ chamber sealed, thus a maintenance might be needed.

This Ph.D. projectwas undertaken in the context ofDIGIMAN4.0 project (“DIGItal MANufactur-

ing Technologies for Zero-defect Industry 4.0 Production”, https://www.digiman4-0.mek.dtu.dk/).

DIGIMAN4.0 is a European Training Network supported by Horizon 2020, the EU Framework Pro-

gramme for Research and Innovation (Project ID: 814225). The DIGIMAN4.0 project consists of

15 ESRs, 6 academic partners and 20 industrial parners. The vision of DIGIMAN4.0 is to achieve

zero-defect industry 4.0 production with the aid of digital manufacturing technologies. The 3

main technological cornerstones of DIGIMAN4.0 are:

• Precision manufacturing processes development.

• Digital manufacturing technologies and their integration into process chains.

• Industry 4.0 pilot production for zero-defect manufacturing.

Based on the background and motivation described above, the focus of this dissertation will

tackle the following research questions:

1. What are the nature and characteristics of the surface anomaly and its potential impacts

on the product quality and the associated industrial challenges?

2. What are the key factors that influence the formation of the surface anomaly in the FZ

process and the practical actions to mitigate the surface anomaly?
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3. Howcan the knowledgegainedbe translated intopractical guidelines and control strategies

to proactively manage the surface anomaly?

1.4 State-of-the-Art

1.4.1 Oxygen in Crystal Growth

Despite the detrimental effects of oxygen on the FZ process, the investigation of oxygen within

the FZ process has been relatively underexplored in the existing literature. Currently, there is

only one study that looks into the FZ process monitoring of potential oxygen in relation to the

surface characteristics of polysilicon [26]. This research, however, only focuses on recognizing

the anomaly on the surface of polysilicon without thoroughly defining the anomaly and its cause

and effect for the FZ process. On the contrary, there are a handful of research efforts dedicated

to explaining the potential sources and impacts of oxygen in the CZ process. Considering the

commonalities of the FZ process and the CZ process, the insights on the oxygen problem in the

CZ process may shed light on the FZ process.

In the case of oxygen in the CZ process, oxygen is introduced mainly from the silica-made

crucible (SiO2). As soon as the polysilicon becomes molten in the silica crucible, oxygen is trans-

ferred to the polysiliconmelt from the crucible [16]. It is yet to be determinedwhether the oxygen

present in the molten polysilicon should be considered as dissolved SiO or simply as dissolved O

[16]. Nevetheless, in any case, it is known that oxygen would evaporate from the silicon melt

through the reaction of silica and the silicon melt:

SiO2 + Si −−→ 2SiO

resulting in SiO vapor with the vapour pressure of 12 mbar at the melting point of silicon [27].

More than 99% of the dissolved oxygen is removed from the melt in the form of SiO vapor

[27], which would be handled by the gas flow inside the growth chamber [13]. The rest of the

oxygen is incorporated into the growing crystal. As the growing crystal cools down, the solubility

of oxygen in the silicon lattice decreases quickly. This leads to an increase in oxygen supersatu-

ration, which in turn causes the formation of oxygen precipitates and thermal donors [16]. The

level of oxygen is typically within the range of 3 × 1017 ∼ 9 × 1017 atoms/cm−3 in CZ silicon

wafers depending on the specific application [16], which is considered acceptable for the fabrica-

tion of low-power devices such as integrated circuits. However, oxygen levels of this magnitude

are usually seen as an undesirable impurity in high-power devices. It is estimated that oxygen

precipitation begins when the oxygen concentration reaches 3 × 1017 atoms/cm−3 [28], and

this can have a negative effect on the minority carrier lifetime [29], which is a key factor in the
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performance of high-power devices such as solar cells. The minority carrier lifetime represents

the average time that a minority carrier remains mobile before recombiningwith a majority carrier

[30, 31]. A shortened minority carrier lifetime indicating a higher rate of recombination would im-

pede efficient carrier transport and energy conversion, resulting in performance degradation of

high-power devices. This explains why these high-power devices are preferably produced by the

oxygen-lean FZ process instead of the CZ process. However, this on the other hand implies that

reducing the oxygen level is much more critical in the FZ process than in the CZ process.

1.4.2 Problem-Solving in Manufacturing

When an issue arises in production that leads to the failure to reach the production target, it

is necessary to have a process to thoroughly examine the problem and generate a solution in

a systematic way. Several systematic methods have been developed, such as Kepner-Tregoe

[32], Plan-DO-Check-Act (PDCA, seen in Figure 1.9) [33], Eight Disciplines (8D) [34], to name a

few. Kepner-Tregoe method is a practical and structured methodology used for identifying prob-

lems, making decisions, and evaluating potential risks [32]. In the Kepner-Tregoe method, there

are four distinct steps including situation appraisal, problem analysis, decision analysis, and po-

tential problem analysis [35]. The 8D method, originating in Ford Motor Company in the early

1990’s [36], provides a structured process to discover solutions and improve continuously. The

8D method comprises eight steps: 1) forming a team, (2) description of the problem, (3) defini-

tion of interim containment actions, (4) root cause analysis, (5) definition of potential corrective

actions and effectiveness verification, (6) implementation of corrective actions, (7) definition of

preventive measures to prevent recurrence and (8) congratulations to the team [37]. These sys-

tematic methods offer a well-defined structure to facilitate the improvement and discovery of

solutions.

However, these methods usually require extensive expert knowledge and experience of the

teammembers. Besides, as digitization advances in industries, there is a large abundance of avail-

able data and information, making it impossible to analyze using traditional methods where the

ability to solve problems mainly depends on human beings. Camarillo et. al [36] tried to address

thefirst problemof lackingenough knowledgeandexperienceof some teammembers, by propos-

ing a software system combining classic problem-solving methods with Case-Based Reasoning

(CBR) with a Product Lifecycle Management (PLM) system. However, the problem of big data

produced in production still remains.

Thewidespread emergence of digital technologies and the advance of computing power have

been gradually leading to a new generation of networked, information-based technologies, data

analytics and predictive modeling [39]. The growth in the amount and size of data generated
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Figure 1.9: The PDCA Cycle for continuous improvement. [38]

in the manufacturing sector has highlighted the importance of data analytics in the problem-

solving process. Consequently, Machine Learning (ML) which possesses the capacity to process

large amounts of data automatically and derivemeaningful insights fromdata, is gainingmore and

more attention in themanufacturing industries. These advances in ML are shifting the traditional

manufacturing era into the smart manufacturing era of Industry 4.0 [40].

The analytical capabilities in manufacturing enabled by digitalization and machine learning

can be categorized into four stages for different types of analytic problem: descriptive analytics

(Know-What), diagnostic analytics (Know-Why), predictive analytics (Know-When) and prescrip-

tive analytics (Know-How) [41, 42, 43]. Know-What aims to summarize the current states of ma-

chines, processes or production systems, which can help in rapid decision-making. For instance,

typical examples of Know-What in manufacturing are defect detection in quality control [44, 45],

fault detection in process/machine monitoring [46, 47], or soft sensor modelling [48, 49]. Know-

Why is generally supported by the outputs from Know-What. Know-Why aims to identify inner

patterns from historical data and thus discovering the reasons why something is happening [50].

On the one hand, Know-Why can indicate most important factors for understanding Know-What.

On the other hand, Know-Why is the prerequisite for Know-When since the reliability of predic-

tions is heavily dependent on the quality of casual inference. Know-When, built on Know-Why,

involves timely predictions of the happening of events or predictions of key variables based on

historical data, so that decisionmakers can take actions in early stages. For instance, Know-When
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in manufacturing includes quality prediction based on relevant variables [51, 52], or predictive

maintenance by detecting incipient anomalies before breakdown [53, 54] or predicting the Re-

maining Useful Life (RUL) [55]. Know-How, on the foundation of Know-When, can provide recom-

mendations for adapting the expected disturbances or achieving self-optimization. Examples in

manufacturing include prediction-based process control [52, 56], scheduling of predictive main-

tenance tasks [57, 58], dynamic scheduling in flexible production [59, 60], inventory control [58].

Four-know analytics can be seen in Figure 1.10. The four stages of advanced analytics are actu-

ally in line with the concept of conventional problem-solving methods, with the difference lying

in how information is derived from the data. Rather than relying on human expertise, Four-Know

analytics emphasizes data-driven insights and predictive capabilities.

Figure 1.10: ML applications in Four-Level and Four-Know [43]. Four-Know from Know-What
to Know-How are demonstrated in four concentric circles from inner circle to outer circle, respec-
tively. Each circle is divided into four quarters according to Four-Level.

Inspired by classic problem solvingmethods and four stages of data analysis, the study of the

surface anomaly in the FZ process can comprise the following steps as seen in Figure 1.11:

• Defining the surface anomaly on the polysilicon surface. The first step is to investigate

the nature of the surface anomaly and its potential impacts, which can help assess the

significance of the problem.

• Identifying the surface anomaly throughdata analysis. Following thedefinitionof theprob-

lem is the identification of the problem, in order to understand what is happening inside
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the chamber across different process conditions. In this step, the associated analysis in

Know-What can be employed to take advantage of the abundance of data present in the

FZ process.

• Performing root cause analysis and consequent decision analysis. Root cause analysis is

necessary to understand the fundamental triggers of the problem, which can shed light on

effective solutions to mitigate or address the problem. This can be turned to Know-Why

analysis enabled by ML to discover the associated factors to the problem.

• Responding automatically to the surface anomaly for continuous improvement. To con-

tinuously improve the process and to efficiently prevent recurrence of the problem, it is

essential to proactively manage the problem, which requires the integration of the insights

gained in previous steps.

Figure 1.11: Problem-solving pipeline for the surface anomaly on the polysilicon surface in the
FZ process.

1.5 Thesis Outline

Figure 7.1 provides an overview of the structure and organization of this thesis following the

problem solving framework: Know-What, Know-Why and Know-How. The research presented in

this thesis is divided into seven chapters, five of which address specific aspects of the research

problem. The following is a brief outline of the thesis.

1. Chapter 1: This chapter serves as an introduction to the research problem, providing the

background, motivation, and context for the study. It outlines the research problem, objec-
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tives, and significance. In addition, this chapter presents an overview of the state-of-the-

art methodology, laying the foundation for the research problems addressed in subsequent

chapters.

2. Chapter 2: In this chapter, a clear definition of the surface anomaly on polysilicon from a

physical point of view is established. This is achieved by the characterization of the polysili-

con surface using Focus Ion BeamScanning ElectronMicroscopy (FIB-SEM) and Energy Dis-

persive Spectroscopy (EDS). The information uncovered would be used for the subsequent

analysis.

3. Chapter 3: This chapter presents the research methodology of oxide classification based

on images in order to address the Know-What, thus laying a foundation for the subsequent

research. It explains the definition of the problem in oxide classification, data sources, and

data analysis techniques employed with the aid of machine learning. In the end of the

chapter, the experiment results are presented and the findings interpreted from the results

are discussed. This chapter also addresses the simplest root cause level: location-time.

4. Chapter 4: In this chapter, a thorough investigation of the relationship between oxide and

other data sources is carried out by analyzing the merged data from the oxide classes and

other data sources with the aid of association rule mining. This is also equivalent to the

solution of Factors => Problem, and the root cause level presented here is physical cause.

The uncovered the cause would be further investigated in the following chapter by the

solution of Factors => Root cause.

5. Chapter 5: Based on thefinding from the previous root cause analysis, this chapter aims to

discover further root cause by building a regression predictor with using process data and

control data as the input and the physical cause from the previous findings as the output. In

addition, Explainable Artificial Intelligence (XAI) is used to indicate the important features

that contribute the most to the predictions, which can offer us insights into the corrective

actions to mitigate the oxide problem.

6. Chapter 6: To proactively manage the oxide problem, an automatic response conceptual

framework is developed for continuously improvement of the process. This framework con-

siders both diagnostic and prognostic approaches, incorporating oxide detection and the

discoveries from Know-Why.

7. Chapter 7: This final chapter summarizes the primary discoveries and contributions of

the study. It also outlines the practical implications of the research and proposes potential

paths for further exploration in the field.



CHAPTER 2
SURFACE ANOMALY CHARACTERIZATION

””There are no eternal facts, as there are no absolute truths.” - Friedrich Nietzsche

15

2.1 Motivation

Though it has been revealed before the anomaly shown on the polysilicon surface is possibly due

to oxidation, there is still no clear definition of its characteristics. It is still necessary to conduct

surface anomaly characterization to gain insight into the subsequent root-cause analysis and the

problem solving process. Therefore, in this chapter, we provide a thorough characterization of the

surface anomaly shown on the polysilicon surface from the aspects of appearance and element

analysis.

The growth of a dislocation-free FZ silicon crystal is a complex process, particularly when

it comes to large-sized crystals [17]. FZ runs are sensitive to the growth environment, ground

vibrations, or structural anomalies of the polysilicon feed rod, which may potentially lead to FZ

runs failure [17]. Hence, a lot of efforts havebeenput in the polysilicon feed rods andFZmachines

in order to ensure the production of dislocation-free FZ ingots. There are strict requirements for

the quality of polysilicon rods, as the generation of dislocations during growth can be heavily

influenced by the quality of polysilicon rods [13]. To ensure homogeneous heat dissipation in the

axial direction of the polysilicon rod and stable cylindrical growth of the crystal, the polysilicon

rod must have homogeneous thermal and electrical properties, free of anomalies such as cavities

and cracks [17, 13]. Therefore, polysilicon rods have to be ground to obtain a precise cylindrical

shape with a smooth surface [13]. Additionally, in order to avoid the recrystallization of the FZ

process due to the oxidation of the silicon, the polysilicon rods are normally required to be carefully

cleaned with a mixture of nitric and hydrofluoric acid and then rinsed with ultra-pure water [17,

61]. Besides, significant effort has also been put into the FZ machine to guarantee consistent

process performance. During the FZ process, the growth chamber is pressurized and filled with

high purity argon as a protective gas, thus reducing the risk of oxidation and contamination [17].

Nevertheless, though with high-quality control on the polysilicon rod and the control on the

chamber ambient, anomalies may still occasionally occur. During the FZ process, polysilicon is

supposed to be heated evenly [17]. Consequently, its surface shown in the image captured from
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the FZ vision system is also supposed to be with homogeneous intensity. However, during the

process, anomaliesmay occur on the polysilicon surface, which is reflected in the FZ images taken

from the FZ vision system: an appearance of a relatively high-contrast region on the polysilicon

surface, as shown in Figure 2.1.

Figure 2.1: Images of polysilicon taken from the FZ vision system during different FZ crystal
growth processes are shown.

As a potential disturbance, the surface anomaly raises alarms to the FZ runs in the aspects

of product, process, and machine.

• Product. Surface anomalies may introduce contamination, thus threatening product qual-

ity. Substandard parts that fail to meet customer expectation are directly considered as

scraps. Considering that the FZ process is a batch process lasting for 10-20 hours, this

poses the risk of wasting production resources, including time, energy, etc., which would

add to production costs and cause delays in meeting client deadlines.

• Process. The FZ process is normally under automatic control with a model-based control

system, which relies on a mathematical model that describes the relationship between in-

put variables and output variables [17]. The mathematical model is developed based on

the assumption of consistent and identical processing conditions [17]. Therefore, any un-

modeled deviation from these conditions can inherently make the model less reliable and

robust [62]. The presence of surface anomaly has altered the thermal properties of the

polysilicon, which may pose a deviation in melting behavior, further affecting the control
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system performance.

• Machine. The presence of a surface anomaly indicates the degradation of the FZ machine

capability in providing a protection atmosphere for the process, and machine maintenance

may be necessary. In some cases, some surface anomalies may flake off, potentially touch-

ing the inductive coil and causing harm to it.

Therefore, it is of great significance to understand the nature of the surface anomaly and its

impacts on the process. Consequently, in this chapter, a thorough characterization of the surface

anomaly shown on the polysilicon surface is carried out from the aspects of microstructure and

appearance.

2.2 Material Characterization of Surface Anomaly

In order to further investigate the nature of the surface anomaly, two polysilicon parts with dif-

ferent degrees of surface anomaly along with their FZ images acquired from the vision system

were collected from the terminated FZ process. Figure 2.2 presents the image with a high con-

trast of the surface anomaly and the corresponding polysilicon part. As seen, the surface anomaly

in the polysilicon part appears in three colors: white, blue, and black from the bottom (near the

melt edge) to the top. Figure 2.3 presents the imagewith a slight surface anomaly and the corre-

sponding polysilicon part, where white and gray colors are observed from the bottom to the top.

Themulticolored anomaly is suspected to be a SiO2 film on the polysilicon, with the various hues

signifying different thicknesses of the film due to the interference of light reflecting off the sil-

icon. The color chart of silicon dioxide thickness when viewed from a 0 degree angle is shown in

Figure 2.4 [63].

Figure 2.2: Comparison between an FZ image with a visible surface anomaly on polysilicon and
the corresponding polysilicon part obtained from a terminated process.

To further our understanding of the surface anomaly from a physical point of view, this sec-

tion provides a detailedmicrostructural investigation of the surface anomaly. Cross-sectional ob-

servation is an effective method for inspecting the internal structures of materials. In this study,
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Figure 2.3: Comparison between an FZ image with a slight surface anomaly on polysilicon and
the corresponding polysilicon part obtained from a terminated process.

Figure 2.4: The color generated by thin films of silicon dioxide on a silicon substrate at 0 degree
angle, or looking straight down onto the oxide [63].

Focus Ion Beam Scanning Electron Microscopy (FIB-SEM) would be employed for both imaging

and preparing cross-sectional test specimens used for the subsequent element analysis. Follow-

ing the sample preparation, Energy Dispersive X-ray Spectroscopy (EDX) is used for the elemental

analysis of the cross-sectional specimens. Figure 2.5 presents an overview of the methods used

for the material characterization of the film layer on polysilicon.
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Figure 2.5: Overview of the methods used for material characterization of the film layer on
polysilicon. The EDX figure is from [64].

2.2.1 Methods

Focus Ion Beam Scanning Electron Microscopy (FIB-SEM)

Scanning Electron Microscope (SEM) is the most commonly used for the characterization of or-

ganic and inorganicmaterials on a nanometer tomicrometer scale [65]. EDX, a nondestructive an-

alytical technique, normallyworks togetherwith SEM to provide qualitative and semi-quantitative

results, thus providing fundamental information on thematerial composition of samples that can-

not be obtained by common laboratory tests [65]. However, when using EDX to study a sample

with intermediate layers, one would encounter the penetration depth problem given by the EDX

[66]. When attempting to analyze a thin film with EDX, signals from the substrate beneath the

film may interfere with the signals from the film itself [66]. This can make it challenging to ob-

tain accurate compositional information specific to the film. In particular, in this case, it is not

clear how thick the surface anomaly layer is. Despite we assume that it is SiO2 film, the same

color band of SiO2 film may have different ranges of thickness. Therefore, if directly conduct-

ing surface characterization with EDX, the quantification results of the elemental composition of

the film may not be reliable since the penetration depth of X-rays analysis may encompass the

substrate beneath the film.

FIB-SEM is a new approach to investigate the internal structures of materials by examining

cross-sections at specific sites without the need for coating or mounting, thus avoiding any ob-

struction of microstructural features or sample contamination [67, 68]. FIB-SEM combines two

powerful tools: a focused ion beam and a scanning electron microscope, offering unparalleled
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capabilities for microstructural analysis and specimen preparation. The focused ion beam, typi-

cally composed of gallium ions, enables precise material milling and sculpting at the nanoscale,

while the scanning electron microscope provides high-resolution imaging of the sample surface.

A schematic of the FIB-SEM system is illustrated in Figure 2.6. The ion beam column is positioned

at an angle ranging from 52° to 55° in relation to the vertical axis of the electron beam. FIB-SEM

begins with the generation of a highly focused beam of ions, commonly gallium ions (Ga+), within

an ion source [69]. Then the gallium ions are accelerated to high energies and pass through the

condenser and objective lenses to produce a fine beam [69]. The focused ion beam scans the

sample surface, where it interacts with the material.

Figure 2.6: Schematic illustration of the FIB-SEM system from [69]. GIS: gas injection system.

Energy Dispersive Spectroscopy (EDX)

EDX is amethod for both identifying the types of elements present in thematerials and determin-

ing the elemental composition of thematerials. It is commonly used in conjunctionwith Scanning

electronmicroscope (SEM) or Transmission electronmicroscope (TEM). EDX can identify elements

with an atomic number greater than boron when present at concentrations of at least 0.1% [70].

The principle of EDX is based on the interaction of high-energy electrons with a sample, lead-

ing to the emission of characteristic X-rays [70]. The electron beam strikes the innermost layer

of an atom, causing an electron to be ejected from the shell, leaving a positively charged elec-

tron hole [71]. To fill the gap, another electron is drawn from an outer shell. As the electron

transitions from the outer, higher-energy shell to the inner, lower-energy shell of the atom, the

energy difference is released in the form of an X-ray [71]. The X-ray emission spectra of each

element are unique, allowing them to be distinguished and their concentrations in the sample to

be determined [72].
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Figure 2.7: The principle of EDX [71]. First, the energy transferred to the atomic electron causes
it to be ejected, leaving a vacancy; second, another electron from a higher energy level takes its
place, resulting in the emission of a characteristic X-ray [71].

2.2.2 Experimental procedures

In this study, a Helios 5 Hydra UX PFIB was used to fabricate cross sections of the polysilicon

sample, as seen in Figure B.1. And a Quanta FEG 200 ESEM along with the Oxford X Max EDS de-

tector, as presented in Figure B.2, was used to conduct element identification and quantification

analysis on the cross-sectional specimens.

Prior to the fabrication of cross-sectional samples, an examination of the surfacemorphology

would be conducted. The sample with a slight surface anomaly on its surface can be used as a

benchmark for analyzing the surfacemorphology of the test samplewith severe surface anomaly.

Then three marked sites shown in Figure 2.2 were chosen as the sites to prepare cross-sectional

specimens. The test sample was then introduced into the FIB-SEM instrument. The procedure to

prepare the FIB cross sections can be seen in Figure 2.8. The initial imaging of the sample was

conducted in the SEM mode to locate the region of interest (ROI). After locating the site for FIB

cross sectioning, a protective layer of platinum was deposited over a 10 µm × 3 µm area with

its height of 1 µm, to prevent damage from the Ga ion or the e− beam to the underlying film

[68]. The sample stage is adjusted to an angle of 52 °so that the ion beam is perpendicular to

the sample surface during the Pt deposition process. Then FIB mode was employed for precision

milling to expose a cross-section of the sample. Two trenches along the front and back surfaces

of the lamella were first milled and rough polished with a 30 kV ion beam, followed by another

trench for needle on one side of the lamella. The required milling depth depends on the depth

of the lamella. Here, the desired depth of the lamella was set to 8 µm. Then, an in-situ needle

approached the lamella and was welded using platinum at the fixed position. Thereafter, focus
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ion beam continued the trench cutting until the lamella was free. The lamella was transferred to

the pre-defined position on a lift-out grid and fixed using welding. Once the ion beam had cut

the lamella from the needle, the needle was retracted. Then, the ion beam performed final polish

process to obtain a flat surface, using a 30 kV 0.3nA-thinning, a 30kV 30 pA-polishing and a 12

kV 30 pA-polishing. Figure 2.9 presents some SE images showing the procedures for preparing

cross sections using FIB.

(a) Load sample (b) Deposit protection
layer

(c) Mill trenches (d) Cut trench

(e) Load needle (f) Cut lamella free and
lift it out

(g) Attach lamella to
the lift-out grid

(h) Polish the lamella

Figure 2.8: The procedure of using FIB-SEM for preparing a cross section. (a) Introduce the
sample to the FIB-SEM instrument. (b) Deposit protection layer of Pt. (c) Mill process. (d) Cut
trench to form lamella. (e) Load needle and attach the needle to the lamella. (f) Cut lamella free
and lift it out. (g) Transfer lamella to a lift-out grid and fix it at the position. (h) Cut the needle
and polish the lamella.

Then mounted cross sections were analyzed using a Quanta FEG 200 ESEM along with Ox-

ford X Max EDS detector. Accelerating voltage of 5 kV of the electron beam was selected. Then

the cross-sectional specimens were analyzed by EDS line scan for element quantitative analy-

sis. The Oxford Instruments Aztec nanoanalysis software suite was utilized to analyze all EDX

micrographs and spectroscopic data.

2.2.3 Results and Discussion

Surface Morphology

Before preparing cross-sectional specimens, the surface morphology of the samples was ana-

lyzed by SEM mode in FIB-SEM equipment. Figure 2.10 and Figure 2.11 reveal the surface mor-
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(a) Cut trench to form lamella (b) Load needle

(c) Attach the needle to the lamella (d) Transfer lamella to a lift-out grid

Figure 2.9: Images produced by FIB-SEM that demonstrate the steps of the FIB lift-out tech-
nique. The scale bars shown in the images are around 5 µm.

phology of the first sample with three colors (white, blue and black) and the second sample with

two colors (white and gray), respectively. As seen, both white sites in two samples demonstrate

similar uneven texture, while the surface in the second sample with the slighter anomaly has a

denser texture than that of the first sample. It is noticed that except for the white region the

colored regions share a feather-like texture.

Cross-sections Characterization

Figure 2.12 presents the cross-sectional SEM images of three colored sites on the first sample.

As seen in Figure 2.12 (b), no intermediate layer appears between the Pt deposited layer and the

original substrate in the white region. Differently, thicknesses of 85 nm and 56 nm are measured

in the intermediate layers of the blue region and the black region, respectively (see Figure 2.12

(c) and (d)).

EDX line analysis results of white, blue and black sites can be seen in Figure 2.13, Figure 2.14

and Figure 2.15, respectively. Elements of C, Si, O, and Pt were identified during the EDX analysis.

Therefore, the line scanning profiles would present the intensity distribution of C, O, Si, and Pt

along the scanning line. The line scan profiles reveal that the intermediate layers at both the blue
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(a) The marked points for
surface morphology analysis

(b) White site

(c) Blue site (d) Black site

(e) A junction of blue region and white region

Figure 2.10: SEM images showing the surface morphology analysis of the first sample with
apparent surface anomaly.
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(a) The marked points for surface morphology
analysis

(b) White point

(c) Gray point

Figure 2.11: SEM images showing the surface morphology analysis of the second sample with
slight surface anomaly.

and black sites are enriched with oxygen atoms, indicating the presence of the oxide layer on top

of these regions.

What is rather surprising is that there is little difference in theC intensity distribution along the

EDX line on the cross section of thewhite site, while a risewas observed in both the blue and black

sites. Quantitative measurements were carried out by EDX point analysis on the bottom of each

cross-sectional sample, where only the substrate polysilicon locates, as seen in Figure 2.16. Five

measurement points were probed for analysis on each cross-sectional sample, and the average

and standard deviation were recorded. Figure 2.17 presents the results of EDX point analysis on

the substrates of thewhite, blue and black sites. As seen, as the position on the polysiliconmoves

from the top to near the melt edge (the same as the position from black site to white site), the

intensity of C atom in the substrate polysilicon increases, along with the decrease of the Si atom.

This might be due to the fact that as it approaches the melt edge, the closer contact with the

high-temperaturemolten zonemight promote the chemical reactions or decomposition processes

that release carbon atoms and increase their intensity on the surface.

To sum up, the results suggest that the high contrast observed in the FZ imageswith surface

anomaly is due to oxidation. Specifically, the dark area near the melt edge in the high-contrast FZ
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(a) The marked points for
cross sectioning

(b) White point

(c) Blue site (d) Black site

Figure 2.12: Cross-sectional SEM images of three sites in the first sample. (a) Marked points
for cross section. (b) The cross-sectional SEM image of the white site. No intermediate layer was
observed. (c) The cross-sectional SEM image of the blue site with intermediate layer thicknesses
of 85 nm. (d) The cross-sectional SEM image of the black sitewith intermediate layer thicknesses
of 56 nm.

image shown in Figure 2.2, which corresponds to the white surface in the polysilicon part, is the

silicon itselfwithout observing oxygen. On the contrary, the bright area at the top is enrichedwith

oxygen. The color presented in the oxidation region of the polysilicon part indicates its thickness

of the oxide layer.

Considering that the white region is closer to the heater at a higher temperature, the ab-

sence of detected oxides in that region could be explained by the oxygen loss by evaporation.

There may have been oxides present in that region, whereas they were dissolved via the reaction

SiO2 + Si −−→ 2SiO, where SiO would easily evaporate at temperature over 1100 °C [21]. With

evaporation going on, the substrate gradually becomes exposed, while a high-contrast appear-

ance becomes visually evident, as shown in the FZ images. This also implies that the oxidation

occurs earlier than when we observe the high-contrast anomaly in the FZ images.
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(a) White site

(b) Intensity distributions

Figure 2.13: EDX line scanning analysis along the white site on the first sample. (a) Cross-
sectional SEM image. The yellow line indicates the EDX scanning line. (b) Intensity distributions
of C,O,Si and Pt along the scanning line.

(a) Blue site

(b) Intensity distributions

Figure 2.14: EDX line scanning analysis along the blue site on the first sample. (a) Cross-
sectional SEM image. The yellow line indicates the EDX scanning line. (b) Intensity distributions
of C, O, Si and Pt along the scanning line.
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(a) Black site

(b) Intensity distributions

Figure 2.15: EDX line scanning analysis along the black site on the first sample. (a) Cross-
sectional SEM image. The yellow line indicates the EDX scanning line. (b) Intensity distributions
of C,O,Si and Pt along the scanning line.

Figure 2.16: Conduct five times of EDX point analysis on the bottom of each cross-section
specimens, where only the substrate polysilicon is presented.

2.3 Visual Characterization on Surface Anomaly

The sophistication of the FZ crystal growth process is considerable, yet it is advantageous that

it can be well visually observed [17]. As mentioned in Section 1.2, the FZ process is being mon-

itored by the FZ vision system. The optical camera equipped in the FZ vision system films in
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Figure 2.17: The point analysis results of the substrates of white, blue, and black sites.

monochrome at approximately 20 frames per second, capturing grayscale images with dimen-

sions of 1600x1200 pixels. The images stored in the current database were already processed

by the FZ automation system to control the FZ process, thus containing some embedded infor-

mation in the upper left corner such as timestamp, machine serial number, temperature, etc. Since

the embedded information contains confidential information, it was marked with a black rectan-

gle. A sketch of the FZ image from the FZ vision system and an example of an FZ image after

processing are shown in Figure 2.18.

Figure 2.18: An example image before and after processing. The original image is simplified
here since it involves the confidential information.

During the FZ crystal growth process, the polysilicon is supposed to be heated homoge-

neously [17] and its surface is also supposed to bewith homogeneous intensity in gray-scale im-

ages from the vision system. However, during the process, anomalies might occur on the polysil-
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icon surface, which is reflected in the FZ images captured from the vision system. Typically, the

surface anomaly is often visually evident in the FZ image from the beginning of the cone phase

and gradually fades before moving to the cylinder phase. This might be due to the fact that as

the FZ process goes from the cone phase to the cylinder phase, the volume of heated polysili-

con increases, thus accelerating the dissolution and evaporation of oxygen. Assuming there is

a uniform oxide film with a thickness of 85 nm and an oxygen content of around 10 Wt% on

the cone shape of polysilicon with the diameter ranging from 10 mm to 170 mm, and assuming

that all oxygen are dissolved and diffused into the melt, the oxygen level in the melt is around

1.2 × 1016atoms/cm3, which is already at a low level. In addition, a valued crystal ingot counts

from the cylinder phase. Hence, the surface anomaly on the polysilicon has a minor effect on the

product quality.

However, since every polysilicon feed rod is carefully cleaned to prevent oxidation, the pres-

ence of the oxide layer implies that oxygen could be coming from the chamber ambient or from

the machine itself. This indicates that the environment of the FZ chamber has been altered as a

result of the introduction of oxygen. While oxygen has the opportunity to react with the polysil-

icon surface, it is also possible for oxygen to directly react with the growing crystal, thus directly

threatening the product quality and crystal yield. The introduction of oxygen into the FZ cham-

ber can promote the formation of dislocations within the crystal [73]. In addition, if oxygen is

incorporated into the crystal structure, it can result in oxygen-related defects, which might have

negative impacts on the subsequent crystal properties. On the other hand, the introduction of

oxygen indicates that the FZmachine may be deviating from optimal condition, and maintenance

might be needed. Therefore, it is still necessary to investigate the root causes behind the symp-

tom of surface anomaly in order to improve both the FZ process and the FZ machine.

The surface anomaly can present with different characteristics. Based on the experimental

observation of the FZ process, the surface anomaly can be mainly categorized into three classes,

including the spot, shadow, and ghost curtain, as seen in Figure 2.19. It is hypothesized that the

various types of oxides could signify different process conditions.

Spot-type anomalies are often seen near the melting edge of polysilicon surfaces with many

dark spots. These spots tend to grow intomore spots as theymove closer to the inductive heater.

Shadow is a common occurrence in the FZ process, and it is characterized by a large, smooth-

edged area with relatively low contrast. The difference between the appearance of spot and

shadow may be due to the thickness of the oxide layer. The thickness of the spot may be rel-

ativley thicker that that of the shadow, making it difficult to dissolve. Ghost curtain is another

appearance of the oxide that is partially detached from the polysilicon substrate and appears

darker than other oxides.

Among all oxide types, ghost curtain is the most serious case since ghost curtain is likely to
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(a) spot

(b) shadow

(c) ghost curtain

Figure 2.19: Oxide types: (a) spot, point-like melted oxide (b) shadow, regional melted oxide (c)
ghost curtain,the oxide that are separated but not entirely detached from the substrate polysili-
con.

flake off, which has the potential to cause machine breakdown or product contamination. Fur-

thermore, since ghost curtain is a detached layer that can distort the shape of the polysilicon

in the FZ images, as seen in Figure 2.20, it can introduce noise in geometrical measurements,

such as polysilicon diameter, which is an important component for modeling the behavior of the

FZ process [17]. This can lead to errors in the feedback signal given to the controller, resulting

in making incorrect decisions and failing to maintain the desired setpoint. In terms of spot and

shadow anomalies, they would sometimes finally disappear and become homogeneous surface

again as they move downward to be heated.

Aside from the impacts of various oxides on the machine and process, the frequent appear-
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Figure 2.20: An example image with ghost curtain that pose noises in geometrical measure-
ments of the polysilicon diameter. This can lead to less accurate performance of the automatic
control system.

ance of the oxide also indicates that the performance of FZmachines is in fact declining and that

machine maintenance may be needed.

2.4 Conclusion

Targeted for the surface anomaly emerged on polysilicon surface on FZ images during the FZ

process, a thorough investigation regarding the nature of the surface anomaly was carried out

by material characterization and visual characterization.

First, to further our understanding of the surface anomaly from a physical point of view, a

detailed microstructural material characterization of the surface anomaly was conducted. First,

surfacemorphology analysiswas conducted on a samplewith apparent high-contrast appearance

on the FZ gray-scale image and a sample with slight anomaly on the FZ image, using SEM mode

of FIB-SEM. It was observed that the white region near the melt edge in both samples shares

a similar uneven texture, whereas other colored regions appear rougher with a feather-like tex-

ture compared with the relatively smoother surface of the gray region in the sample with slight

anomaly. Then, three sites inwhite, blue and black color on the first polysilicon samplewith appar-

ent surface anomaly were selected for cross sectioning. The findings demonstrate that no layer

was present between the platinum layer and the polysilicon substrate at the white site, while an

intermediate layer with a thickness of 85 nm and 56 nmwas detected at the blue and black sites,

respectively. EDX line scanning profiles on these three cross-sectional specimens suggest that

the high contrast observed in the FZ images with surface anomaly is due to the oxidation as well

as the dissolution and evaporation of oxygen. Typically, the dark part near the melt edge in the

high-contrast image shown in Figure 2.2, corresponding to the white surface in the polysilicon

part, is the silicon itself without observing oxygen. On the contrary, the colored region beyond

the white surface on the polysilicon sample is enriched with oxygen atoms on its surface. The

presence of its color indicates the thickness of the oxide layer. These results reveal that oxida-
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tion occurs in the early phases. As the oxide layer approaches the heater, part of the oxide layer is

dissolved at high temperature and finally evaporates in the form of SiO, resulting in high-contrast

appearance in the FZ images.

Second, visual characterizationwas performed on FZ images gathered from the FZ vision sys-

tem. Typically, the surface anomaly is often visually evident in the FZ image from the beginning of

the cone phase and gradually fades before moving to the cylinder phase. In addition, the oxygen

level introduced by the oxide is at a relatively low level. However, this does not clear the alarm of

threatening crystal yield, since the presence of an oxide layer indicates the abnormal FZ cham-

ber condition with the introduction of oxygen. The introduction of oxygen may directly impact

product quality by promoting the formation of dislocations within the crystal [73] and resulting

in oxygen-related defects. Based on the experimental observation of the FZ process, the surface

anomaly can present in three categories, including the spot, shadow, and ghost curtain and their

characteristics and potential impacts were discussed.

To sum up, the nature and characteristics of surface anomaly were analyzed and discussed in

this chapter. The findings reveal that the presence of oxide indicates the problem in both the FZ

process and the FZ machine, and it could potentially have negative impacts on the crystal yield.

Therefore, it is necessary to optimize both the FZ process and the FZ machine by investigating

around the surface anomaly in the following steps: identification of the oxide, root cause analysis

of the oxide, and automatic responses to the oxide, which would be detailed in Chapter 3, 4, 6,

respectively.





CHAPTER 3
OXIDE IDENTIFICATION BY MULTI-LABEL CLASSIFICATION

”The journey of a thousand miles begins with one step.” - Lao Tzu

35

3.1 Motivation

With the characterization of the surface anomaly on the polysilicon surface, it is confirmed that

the surface anomaly is due to the enrichment of oxygen atom. Though the oxygen introduced by

the surface anomaly is at a low level, its presence indicates an abnormal FZ chamber condition. On

the one hand, the introduction of oxygenmay impact product quality by promoting the formation

of dislocations within the crystal [73] and resulting in oxygen-related defects. This deviation in

product quality could be costly as the product that does notmeet customers’ requirementswould

be turned into a scrap. On the other hand, the abnormal ambient indicates that the FZ machine

may be deviating from optimal condition and maintenance might be necessary. Therefore, in or-

der to improve the FZ process and FZ machine, it is necessary to identify the oxide problem in a

timely manner to allow the decision maker to track deviations and to take corrective measures in

order to reduce costs. Hence, this chapter aims to address ’Know-What’ in oxide investigation by

identifying the oxide. Currently, human identification of surface anomalies is still the norm, which

is time-consuming and inefficient. To identify the oxide in a timely manner, this study would take

advantage of the FZ images captured from the vision system and attempt to develop an auto-

mated oxide identification solution.

The oxide can present different characteristics, including spot, shadow as well as ghost cur-

tain. In addition, the oxide may occur in combinations of these characteristics. The reasons for

the occurrence of different oxides remain currently unknown. It is hypothesized that the vari-

ous appearance of the oxides could signify different process conditions. Therefore, this study

extends beyond oxide detection and aims at oxide classification.

The results of this chapter are from an article submitted to the journal of Intelligent Manu-

facturing [25].
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3.2 Problem Definition

Taking into account the potential coexistence of various oxides, the categorization challenge

evolves into a multi-label oxide classification dilemma. It should be noted that the multi-label

classification problem is different from binary and multi-class classification problem where only

a single label is associated with each instance [74]. In multi-label classification, a set of relevant

labels could be assigned to an instance simultaneously.

The purpose of this study is to predict a set of oxide types given a FZ image X ∈ Rm×n. The

prediction for X is a set of k binary labels {y1, y2, ..., yk}, where yi ∈ {0, 1}. The class i is relevant

to X when yi = 1. The normal case is generally represented as a vector filled with zeros, which

implies that none of the oxides is activated. Thus, a classifier f is needed to map an unlabeled

image to a set of labels: ŷ = f(X).
There are variabilities in the FZmachines and their produced products, such as thosewith dif-

ferent sizes or distinct crystal structures. However, the FZ vision system found little difference

in the appearance of the polysilicon under normal or oxidation conditions among the different

situations. Thus, these variabilities were not taken into account in this study. Since the oxide

typically becomes evident from the start of the cone phase, the image at this time point is se-

lected. A total of 2143 images were collected from six different FZ machines over a two-year

period. All images were labeled with oxide types based on their characteristics.

Figure 3.1: Co-occurrence matrix of the oxide dataset [25]. Data imbalance is observed in the
dataset in two aspects: within a class and between classes.

Figure 3.1 illustrates the co-occurrencematrix of oxide types. It is evident that the oxide-free

process does not dominate the entire dataset, which motivates this study. Additionally, it is clear
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to observe data imbalance in two aspects: within a class and between classes. Data imbalance

within a class means the imbalance between positive and negative samples for a specific class

(a sample is defined as positive for a certain class if the sample belongs to the specific class and

vice versa). A typical example is the ghost curtain class, where negative samples dominate the

class. Data imbalance between classes means the imbalance between the dominant class and

the rare class. Typical data imbalance can be observed between shadow class and ghost curtain

class. The data imbalance would pose difficulties for model training since the rare class such as

the ghost curtain will be ’neglected’ since the total loss is mostly dominated by easy samples, for

instance, negative samples of the rare class or samples with distinct features from the dominant

class. However, ghost curtain as a rare class cannot be neglected as it has great potential to harm

the FZmachine and the FZ process. Although the probability of the occurrence of a ghost curtain

is quite low compared with other oxides, the economic loss caused cannot be ignored. Therefore,

in this study, the data imbalance problem should be addressed.

3.3 Literature Review

3.3.1 Multi-label image classification

In the area of multi-label image classification, there are two key issues involved: Multi-label clas-

sification (MLC) and image classification.

MLC is anextensionof single-label classification, inwhichmore thanone class canbeassigned

to a single instance [75]. Recently, it has been acknowledged that the utilization of a single label

is not typically suitable for real-world applications [76], thus making MLC increasingly important.

The primary difficulty ofMLC is the non-uniformdistribution of samples and their labels across the

data space [74, 77]. Conventionally, therewere twoprevailing approaches for addressing theMLC

problem: problem transformation and algorithm adaptation [75]. Problem transformation aims at

fitting data to existing algorithms by transforming a multi-label problem to a single-label problem

or regression problem. Examples include Binary Relevance (BR) which decomposes the task into a

set of binary classification problems, one for each class label [78], and Label Powerset (LP) where

MLC is tranformed to multi-class classification by encoding each unique set of labels as a distinct

class [79]. Algorithm adaption instead fits the algorithm to multi-label data by adapting learning

techniques to deal with the MLC problem, for instance multi-label K-nearest neighbor (ML-KNN)

[80]. However, problem transformation and algorithm adaptation approaches are not effective in

tackling the imbalance problem in MLC [74]. In addition, neither of these two approaches consid-

ers feature extraction, as they aremainly designed for low-dimensional data, such as tabular data.

Conversely, image data are high-dimensional, and the relationships between pixels are complex,
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which may require additional feature engineering to capture the relationships effectively.

Although image classification can be considered second nature for humans, it is much more

difficult for an automated classifier [81]. The challenges include the characteristics of high di-

mensionality of images and viewpoint-dependent object variability and the high in-class variabil-

ity of having many object types [82]. Traditionally, image classification begins with feature ex-

traction, which involves discovering an ideal image descriptor to convert an array-like image to

a vector, thus allowing for further analysis by a classifier [81]. However, the accuracy of this

approach depends on the feature extraction step, which usually proved to be a formidable task

[81]. Recently, Convolutional Neural Networks (CNNs) [83] have been receiving a great deal of

attention and have become the leading architecture in image classification due to their power-

ful capability for feature extraction and pattern learning [81]. CNN is a type of artificial neural

networks, consisting of multiple convolutional layers and pooling layers for downsampling, which

empowers CNNs to autmatically capture patterns from grid-like data. Furthermore, the develop-

ment of GPU implementation and the eagerness to gain better model performance have been

major contributors to the resurgence of deep learning, which has also enabled the exploration of

deep CNNs [81]. Popular deep CNNs architectures include AlexNet [84], VGG [85], ResNet [86],

etc. However, due to the large number of model parameters to be optimized, deep CNNs usually

require massive training data, This can be a challenge in the case of multi-label dataset because

of high burden of annotations [87] as well as its inherent long-tailed distribution [88].

Recently, transfer learning that exploits the knowledge from a large dataset to boost model

performance in customed small dataset has been shown to overcome this challenge. It has been

shown that the features learned from large-scale data inmany deep neural networks appear to be

general, so they are applicable to similar or even dissimilar tasks [89, 90]. Hence, the core concept

of transfer learning is to take advantage of the features learned from a large-scale dataset and

apply them to a different dataset by copying the firstn layers of a pre-trained network to the first

n layers of the target network [89]. Recent studies have shown that using transferred features

to initialize a new task can improve its generalization performance [89].

On top of the pre-trained CNNs, current research in the field of multi-label classification can

be divided into three categories: (1) object localization assisted MLC, (2) label correlation opti-

mization based MLC, (3) loss optimization based MLC. Object localization-assisted MLC aims to

improve multi-label classification performance by incorporating object localization information

[91]. This approach is often applied when the goal is not only to categorize items in an image

but also to precisely pinpoint their locations within the image. Hence, this method acquires not

only category labels but also localization information [92, 93] or segmentation information [94],

further increasing the annotation burden. In addition, this method usually involves two steps,

including localization and classification, which usually suffers from high computational cost. La-
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bel correlation learning-based MLC, is another alternative to improve multi-label learning perfor-

mance by modelling label correlations, for instance, Graph Convolutional Networks (GCNs) [95] or

Recurrent Neural Networks (RNNs) [96]. However, GCNs usually require manually defined adja-

cency matrices [97], while the effectiveness of RNNs in multi-label tasks has yet to be proved

[97]. Loss optimization-based MLC attempts to design a loss function for adapting multi-label

task and addressing the data imbalanced problem in multi-label dataset [98]. This method is a

straightforward solution without the need for a carefully designed architecture and additional

external information [98].

3.3.2 Approaches for Addressing Data Imbalance in MLC

As mentioned above, the current multi-label dataset suffers from data imbalance problem, which

necessitates an approach to address this problem in MLC. Addressing this problem can be either

fromdata perspective or fromalgorithmperspective [99]. A commonly usedmethod in a data per-

spective is data re-sampling, which aims at creating a balanced dataset by over-sampling minor-

ity class or under-sampling majority class [100]. However, the main disadvantage of re-sampling

methods is that they can lead to the loss of important information or the introduction of noisy

data, since they alter theoriginal data distribution [99]. In particular, formulti-label datawith com-

plex label correlation, re-sampling may be less effective. Another alternative is to address data

imbalance from algorithm perspective, by modifying the classifier or modifying the loss func-

tion. For instance, ensemble techniques that combine several base models in order to produce

optimal predictions can be used to handle imbalanced data [101, 102]. However, building an en-

semble usually requires training a set of base models, which can be computationally costly and

time-consuming [74]. Another solution is to adopt a designed loss function to mitigate the im-

balanced problem. Most commonly, a modified loss function is used in imbalanced learning, where

the minority classes are assigned a higher penalty for incorrect classification [74]. This could be

achieved by weighted loss to compensate for the imbalanced distribution, or focal loss [103], or

asymmetric loss [98] to address the imbalance by adjusting the loss contribution between hard

samples and easy samples.

3.3.3 Model Explainability

Despite the impressive results that have been achieved by CNNs, they are still seen as a ”black

box” due to their lack of decomposability [104]. The inability to explain why they are successful

or why they fail in certain situations creates a trust issue with CNN-based intelligent systems,

particularly in industrial fields where accuracy with minimal error allowance is essential [105].

In order to utilize CNNs-based models in industry, it is essential to increase the transparency of
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these models and explain their predictions. Several studies have been conducted to visualize

CNN decisions, such as [106, 107, 108, 104], which emphasize the pixels that have the most

influence on the predictions, thus helping to better comprehend the model’s decisions. These

approaches can be mainly divided into perturbation-based methods and gradient-based methods

[109]. Perturbation-based methods involve making small changes to the input data and measur-

ing how these changes affect themodel output. This techniquewas applied in CNNs byZeiler and

Fergus [106], who proposed Deconvnet to project the feature activations back to the input space

by reconstructing the input from its output. However, these methods tend to be computation-

ally intensive as the number of features increases [110] due to the need to predict in perturbed

data. Compared to the perturbation-basedmethod, gradient-basedmethods are computationally

efficient as they only require backpropagation for computing gradients [109]. Simonyan et al.

[107] visualized CNNs by extracting saliency maps using gradients of the output over the input.

However, this method is not class-discriminative [104]. Zhou et al. [108] addresses this limita-

tion by using global average pooling to produce a class Activation Mapping (CAM). It improves

the accuracy of heat maps, however it requires the neural network architecture to have a spe-

cific structure, typically consisting of a series of convolutional and pooling layers followed by a

global average pooling layer and a final fully connected layer for classification [108]. Grad-CAM

[104] is an extension of CAM that addresses the limitation of architecture compatibility, by using

gradient information directly to calculate importance scores. In general, graident-based meth-

ods can provide visual explanation, thus allowing us for fast checking. Besides, compared with

perturbation-based methods, gradient-based methods provide high computational efficiency.

3.4 Methodology

Due to the limited size of the dataset and the data imbalance problem, a multi-label oxide classi-

fication that takes advantage of transfer learning and the promising performance of asymmetric

loss is proposed, as illustrated in Figure 3.2. This will be discussed in more detail in the following

subsections.

3.4.1 Transfer learning

Neural networks have been receiving increasing attention in recent years due to their ability to

automatically uncover representations from raw data without the need for meticulous feature

engineering [111]. A basic neural network consists of an input layer, a hidden layer with many

interconnected neurons, and an output layer [43]. It was proven that a single hidden layer can

solve any continuous problem [112], but its capacity to represent data was not as strong as the

deep neural networks (DNNs) that we are familiar with today, however, there was no effective
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Figure 3.2: Overall architecture of multi-label oxide classification [25]. The features learned on
large-scale dataset are transferred to our network by transfer learning while asymmetric loss is
employed to address the data imbalance problem. To build the trust on the proposed model for
its application in the industry, Grad-CAM is used to enhance the transparency of model decision
process.

way to train a DNN back then [113]. The emergence of back-propagation has been a pivotal

moment in the shift from shallow to Deep Learning (DL) with multiple hidden layers [113]. This,

combined with the greater computing power, has enabled DL to learn complex data representa-

tionswithout the need for manual feature engineering [111], leading to its prevalence. However,

with increasing model complexity, the large number of model parameters need to be optimized,

making the performance of deep networks highly dependent on the size and quality of the train-

ing dataset. Therefore, a substantial amount of data is necessary for each specific task to train a

data-demanding model from scratch, which is inefficient and costly in terms of resources. Trans-

fer learning has emerged as an alternative to address this issue. It was demonstrated that the

features that many deep neural networks learn from large datasets appear to be universal, thus

they can be applicable for similar or even dissimilar tasks [89, 90]. Hence, the core idea of trans-

fer learning is to take advantage of the features and low-level statistics that have been learned

from a large-scale dataset and apply them to a different dataset by copying the first n layers of

a pre-trained network to the first n layers of the target network [89, 90]. One can choose to

either freeze these layers by keeping their weights fixed or fine-tune these layers by optimizing

their weights with back-propagation during training on the target dataset. Transfer learning can

expedite the training process for a different taskwith limited data. Additionally, it can help to pre-

vent overfitting since the initial layers have already been trained to recognize general features.

In common practice, Transfer learning starts by selecting a base model that has been pre-trained

on a large-scale dataset, and then adapting themodel to make accurate predictions on the target
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dataset.

At present, many of the most advanced CNN models can provide excellent performance in

computer vision applications. In view of the potential for real-time detection, a model that is

both high-performing and computationally inexpensive is desired. To this end, we have compared

several popular CNN models [114] and selected ResNet50 and InceptionV3 as our base models.

ResNet50 is part of the ResNet family of residual neural networks, which are designed to

tackle the issue of vanishing gradients in extremely deep neural networks [86]. As deeper net-

works are considered to obtain better model performance, a challenge that hampers exploration

is the problem of vanishing or exploding gradients [86]. This is because of repeated multiplica-

tion byweights and activation derivatives during the back-propagation of the gradients to earlier

layers [115]. ResNet tackled the issue by introducing residual connections, also known as skip

connections or shortcut connections (as seen in Figure 3.3), which enabled gradients to flowmore

easily through the network during training [86]. ResNet50 is a variant of the ResNet architecture

that has 50 layers in total, with every two layers connected, forming a residual block.

InceptionV3 is part of the Inception family of deep neural networks [116]. The Inception net-

workwas amajor breakthrough in the advancement of CNNs, addressing the challenges and com-

plexities that arose due to the data having a high degree of variability. The Inception networks

capturemulti-scale features bymultiple parallel convolutional and pooling layers of various kernel

sizes, enabling the network to process information at various spatial scales simultaneously [117],

as seen in Figure 3.4. InceptionV3 is an extension of Inception network that further improves the

computational efficiency by factorizing convolutions with a larger kernel size into smaller convo-

lutions and asymmetric convolutions [116].

Figure 3.3: A building block with a shortcut connection [86]. The output of layers is added to
the original input. By perserving the gradient information to the output, the shortcut connection
can ensure the gradients can flow effectively from the output to the input of the block, thus
facilitating learning.
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Figure 3.4: Inception module with dimension reductions [117]. Multiple parallel convolutional
layers with various kernel size enable the network to capture features at different spatial reso-
lutions.

In this study, the parameters learned from natural images of ImageNet database would be

utilized for knowledge transfer. Although the images in the oxide dataset appear to be differ-

ent from the source domain, it is shown in [90] that it is still possible to enjoy the benefits of

pre-trained weights by fine-tuning due to the reuse of features and low-level statistics. There-

fore, fine-tune technique would be employed for the transferred models. The base model ini-

tially trained on ImageNet had 1000 output units in its output layer to classify images into 1000

classes. To make the model suitable for our task, the original output layer was replaced with

the sequential layers outlined in Table 3.1. To prevent the over-fitting on the oxide dataset, the

dropout layer is used for regularization. Besides, in this study, adaptive learning rate strategy

would be utilized during fine-tuning to achieve better convergence and prevent negative trans-

fer. The experimentswould utilize the one-cycle learning rate policy [118], which is a learning rate

schedule that rapidly increases the learning rate to a peak to rapidly adjust to the target dataset

and then gradually decreases to stabilize the learning process. Furthermore, tomitigate the over-

fitting problem, image augmentation would be considered to increase the amount and diversity

of the training data by adding random changes over different batches.

Table 3.1: Sequential layers are employed to substitute the output layer of pre-trained models.
The backbone features refer to the intermediate representation prior to the output layer, which
is extracted by the base model [25].

Layer Input features Output features Activation Dropout
Linear backbone features (depends on

the base model)
256 ReLU 0.2

Linear 256 3 (the number of oxide
classes)

- -
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3.4.2 Loss function

Binary cross entropy (BCE) loss is commonly used in multi-label classification, where each logit of

the output vector pi from the network represents probability of the corresponding class i. The

total loss is computed by aggregating the BCE loss from all labels, as seen in Eq 3.1:

Lbce = −
M∑

i=1
yilog (pi)−

M∑
i=1

(1− yi) log (1− pi) (3.1)

The ground-truth of i − th class, is represented by yi, with the total number of classes being

denoted by M .

However, BCE treats each class equally, which makes it less effective in dealing with data im-

balanced problem. To mitigate the influence of imbalances on model training, Focal Loss (FL) was

proposed to reduce the error from easy samples and applied to object detection [103]. Specifi-

cally, Focal Loss includes a focusing parameter γ to reduce the contribution of easy samples to

the error. In the field of classification, the terms ’easy’ and ’hard’ are often used to denote the

level of difficulty for a model to accurately predict a sample. Generally, hard samples can include

images that are poor quality or are from a rare class, making the decision-making process more

difficult. On the other hand, easy samples are those with distinct features or from a predominant

class, allowing the model to make a confident prediction.

Lfl = −
M∑

i=1
yi(1− pi)

γ log (pi)−
M∑

i=1
(1− yi) pγ

i log (1− pi) (3.2)

where γ represents the focusing parameter, designed to reduce the loss contribution from easy

sample and thus enable the network concentrate on the misclassified hard samples.

Nevertheless, since the same focusing parameter γ is applied to both positive and negative

samples, the contribution of positive samples to the loss is also reduced. This can be a problem

in the case of imbalanced datasets, where the positive samples of the rare classes only make up

a small part of the data [98]. To address this problem, asymmetric loss (ASL) [98] was developed

to decouple the focusing parameters of the positive and negative samples.

Lasl = −
M∑

i=1
yi(1− pi)

γ+ log (pi)−
M∑

i=1
(1− yi) p

γ−
i−mlog (1− pi−m) (3.3)

pi−m = max (pi −m, 0) (3.4)

Where γ+ and γ− denote the focusing parameters for positive and negative samples, respec-

tively. The probability margin m is employed to carry out hard thresholding of extremely simple

negative samples.

In this case, considering the promising performance of asymmetric loss in dealing with imbal-

anced data, asymmetric loss would be employed.
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3.4.3 Visualization by Grad-CAM

Despite the potential of CNNs to achieve impressive results, the lack of transparency in their in-

ternal decision making makes it difficult to comprehend the outcomes. This issue poses a trust

dilemma in intelligent systems based on CNNs, particularly in industrial fieldswhere accuracywith

a low error allowance is essential [105]. In order to adopt CNNs-based models in industry, it is es-

sential to increase the transparency of the models and explain why they make such predictions.

Class Activation Map (CAM) [108] is a technique used to uncover the reasoning process by pin-

pointing the distinguishing regions with a global average pool. However, due to the need for

feature maps to be directly connected to softmax layers, CAM is only applicable to CNNs without

any fully connected layer [104]. To address this issue, the Gradient-weight Class Activation Map

(Grad-CAM) was developed as a generalization of CAM to generate visual explanations for any

CNN-basedmodels using gradient information [104]. Hence, Grad-CAMwould be used to provide

an interpretive explanation.

Figure 3.5: The principle of Grad-CAM with taking ghost curtain class as an example. Gradients
of the ghost curtain class with respect to the feature maps of the last convolutional layer are
used to generate a heatmap that highlights the important regions of the image [25].

The illustration in Figure 3.5 demonstrates the concept of Grad-CAM with the ghost curtain

class as an example. To begin, the gradient for the ghost curtain class, ∂yghost

∂A
i for the ith feature

map is calculated with respect to the feature map, denoted as Ai. The global average pooling is

then used to obtain the weights of the feature maps.

αghost
i = 1

Z

W∑
w=1

H∑
h=1

∂yghost

∂Ai
wh

(3.5)

The quantity of pixels in the featuremap is denoted byZ . The activation at the coordinates (w, h)

in the feature map Ai is represented by Ai
wh.
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The coarse heatmap in Eq 3.6 is generated by combining the feature maps with a weighted

sum and then applying ReLU. The final Grad-CAM heatmap is obtained by resizing it to the size

of the original image. This heatmap provides an explanation of the decision-making process of

the model. The regions with higher values, which appear red in the heatmap, indicate that those

features are the most influential in the model prediction. By visualizing these regions, we can

understand where the model is looking when making the prediction. This can increase the trust-

worthiness of the model by verifying the model predictions and the regions that are activated.

Lghost
Grad−CAM = ReLU

(
N∑

i=1
αghost

i Ai

)
(3.6)

3.5 Experiments

3.5.1 Data gathering and preprocessing

The optical camera equipped in the FZ vision system films in monochrome at a rate of about 20

frames per second, capturing grayscale images with a resolution of 1600x1200 pixels. However,

in this study, the images captured by the camera at the beginning of the cone phase were cho-

sen for analysis, where an oxide typically becomes evidently. The images in the database had

already been processed by the FZ automation system, which included some confidential infor-

mation in the upper left corner such as the timestamp and machine serial number. To protect this

information, a black rectangle was placed on top of it. On the other hand, this information could

be potentially used to differentiate oxides during model training, for example to identify which

oxides are more common in recent production or which are more frequently seen in a particular

machine. Toensure that themodel focuses only on theoxide region itself andnot onother details,

a black box was also used to prevent the model from learning from this information. The dataset

was preprocessed by eliminating noises, cropping, and resizing the images. Subsequently, the

images were cut into a fixed-sized region of interest and adjusted to the shape of (320x800),

as illustrated in Figure 2.18. We did not resize to a square size, which is commonly used in image

classification, as it could lead to distortion of spatial information or even the loss of features of

small oxides.

The dataset was divided randomly but in a stratified manner into three parts: 70% for the

training split, 10% for the validation split and 20% for the test split. All images were first scaled

to the range [0,1] by dividing themby255, and then normalized to the range [-1, 1] by subtracting

the mean of 0.5 and the standard deviation of 0.5. These values were not the actual values of

the dataset, but rather estimated values to center the data distribution around 0. During training,

the training split data was augmented by randomly changing the brightness and contrast across
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different batches. This was done to increase the amount and diversity of the training dataset,

thus reducing the risk of model overfitting.

3.5.2 Baselines and implementation details

ResNet50 and InceptionV3were selected to assess the suggested approach, taking into account

the need for lightweight models for real-time implementation. The weights of the models were

taken from the trained weights on the ImageNet database. The output layer of each model was

then replaced with the sequential layers listed in Table 3.1. To compare the results, experiments

were conducted with the following baselines: models that were trained from random initializa-

tion with Binary Cross Entropy (BCE) loss (denoted as BCE-S), pre-trained models trained from

transferred weights with BCE loss (denoted as BCE), pre-trained models with Focal Loss (FL) and

Asymmetric loss (ASL), as well as pre-trained models using Powerset (PS) and Binary Relevance

(BR). It is worth mentioning that all pre-trained models were fine-tuned. To ensure fairness, FL

and ASL had the same focusing parameter γ of 2 for negative samples. As suggested in [98],

γ+ = 0 was set in ASL, while γ+ = γ− = 2 in focal loss. Additionally, the probability margin m

was set to 0.05 in ASL.

Considering the models trained from scratch may need more iterations to achieve conver-

gence, the pre-trained models and the models trained from random initialization were trained

for 50 epochs and 100 epochs, respectively. Adam optimizer with (β1, β2) = (0.9, 0.999) and a

one-cycle policy, with a maximum learning rate of 1e-4 were used. The batch size was set to

32. During training, the performance of each model was monitored by evaluating the loss on the

validation split.

3.5.3 Evaluation metrics

In comparison to single-label classification, which usually uses confusion matrix-based metrics,

MLC necessitates more intricate metrics since multiple classes can be present at the same time.

The evaluation metrics for MLC can be divided into two categories: instance-wise metrics and

label-wise metrics [75]. In this research, we opted for subset accuracy and hamming score, both

ofwhich are instance-wisemetrics, aswell asmacro average F1 score, a label-basedmetric. Since

these metrics are calculated using a fixed threshold, they may be sensitive to the threshold se-

lection. Therefore, we also selected a threshold-independent metric, mean average precision.

• Subset accuracy (SA). SA refers to the proportion of samples that are correctly classified,
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or in other words, predictions that are exactly the same as the actual labels [75].

SA = 1
N

N∑
i=1

I
(
Yi = Ŷi

)
(3.7)

• Hamming score (HS). HS is calculated based on hamming loss (HL). The Hamming score

is a popular metric for evaluating the accuracy of multi-label classification tasks. It is cal-

culated by taking the symmetric difference between the predicted labels and the ground

truth labels, using the XOR operation in Boolean logic [100].

HL = 1
N

N∑
i=1

∣∣∣Yi∆Ŷi

∣∣∣
M

(3.8)

HS = 1−HL (3.9)

Where ∆ denotes XOR operation. The greater the HS value, the better the outcomes.

• Micro average F1 score (Fmi). Fmi, is given by the balanced measure of micro average pre-

cision and micro average recall [119]. This metric considers each sample equally, however,

this can also make it vulnerable to being heavily impacted by the most prominent classes.

Fmi = 2 PmiRmi

Pmi + Rmi
(3.10)

Pmi =

M∑
i=1

TP i

M∑
i=1

(TP i + FP i)
(3.11)

Rmi =

M∑
i=1

TP i

M∑
i=1

(TP i + FN i)
(3.12)

• Macro average F1 score (Fma). Fma refers to the harmonicmean ofmacro average precision

and macro average recall. Unlike Fmi, Fma gives equal weight to each class [119].

Fma = 2 PmaRma

Pma + Rma
(3.13)

Pma = 1
M

M∑
i=1

Pi, where Pi = TP i

TP i + FP i
(3.14)

Rma = 1
M

M∑
i=1

Ri, where Ri = TP i

TP i + FN i
(3.15)
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• Mean average precision (mAP ). The metric mAP stands for the mean of average preci-

sions (AP) across all categories.

mAP = 1
M

M∑
i=1

AP i, where AP i =
∫ 1

0
pi (ri) dri (3.16)

pi and ri represents the precision and recall for class i, respectively. As demonstrated in

Equation 3.16, the area under the precision-recall curve is also represented by APi. Since

mAP takes into account all possible thresholds, it is usually the most important metric

for assessing the overall performance of a model. The higher the mAP , the better the

performance of the model.

Among these metrics, mAP and Fma would be emphasized considering their comprehensive na-

ture.

Due to the nondeterministic nature of neural network optimization, which leads to uncer-

tainty in model performance, a fixed random seed is necessary to ensure repeatable results. To

evaluate themodel’s resistance to randomness, especiallywhen dealingwith small datasets, each

experiment was repeated three times using different random seeds (0, 42 and 2023).

3.6 Results and Discussion

3.6.1 Comparison results

Table C.1 compares the performance of two model architectures with different methods on the

test set. The results are also depicted in bar charts, as seen in Figures 3.6 and 3.7. The high-

est and second highest metrics among the different methods are highlighted in red and orange,

respectively. All results were obtained with a global threshold of 0.5 for each class, except for

mAP. It should be noted that, for the baseline PS, the prediction for each class is inferred from the

predictions of class combinations. For instance, if the prediction of “spot and shadow” is above

the threshold of 0.5, then both the spot class and the shadow class are activated and denoted as

“1”, while the rest of classes are noted as “0”. Since there is no threshold to consider, mAP is not

available for the baseline PS.

As is demonstrated in Figures 3.6 and 3.7, themodelswith pre-trainedweights outperformed

those trained from random initialization. The highest mAP of the models trained from random

initialization was 79.39%, while the highest mAP of the pre-trained models was 94.12%, as seen

in Table C.1. Additionally, a considerable variance in terms of Fmi and Fma can be observed in the

models from random initialization, indicating their susceptibility to randomness. These observa-

tions suggest that random weight initialization can make it difficult to find optimal values.
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Figure 3.6: Performance of ResNet50 models with their average and standard deviation [25].
The x axis shows the five different metrics and y axis represents the corresponding score in per-
centage. Different colors in the legend corresponds to different models.

Figure 3.7: Performance of InceptionV3models with their average and standard deviation [25].
The x axis shows the five different metrics and y axis represents the corresponding score in per-
centage. Different colors in the legend corresponds to different models.
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Among all pre-trained models, ASL outperformed the others in terms of the five averaged

metrics. Notably, the highest mAPs achieved by ASL demonstrated its robustness against differ-

ent thresholds. Furthermore, compared to FL, the highest F1 scores obtained by ASL showed the

effectiveness of its asymmetric focus on emphasizing the learning features from positive sam-

ples. BR achieved the second highestmAP, but the other metrics did not performwell, suggesting

that a specific threshold function might be necessary due to the lack of label consistency.

3.6.2 Effects of various components in the asymmetric loss

In this section, the effects of the asymmetric focusing parameter γ and the probability margin m

on asymmetric loss were deeply investigated in this section. Since the oxide dataset size was

relatively small, it was not possible to determine the universally optimal hyperparameters based

on theexperiments. Therefore, the comparisonbetween the conventional BCE loss andASLunder

different levels of hyperparameters was mainly focused on, and the conditions of effectiveness

of ASL were investigated. Following the recommendation in [98], γ+ was fixed at 0. Figure 3.8

shows the performance obtained by different values of the probability margin m with six levels

of the asymmetric focus parameter γ− ranging from 1 to 6.

Effect of probability margin

Probability margin m is a tunable hyperparameter in ASL that can attenuate easy samples and

reject those that are likely to be incorrectly labeled.

As can be seen in Figure 3.8, the average performance inmAP of themost asymmetric levels

was higher than the referencemAPs fromBCE loss, alongwith overlapping uncertainty. However,

a decrease in each of the other threshold-dependent metrics was observed with an increasing

probability margin, which was particularly noticeable in large asymmetric levels. Specifically, γ−

ranging from 3 to 6 reached their highest points in the probability margin of less than 0.2 in all

threshold-dependent metrics, while there was no significant change observed in γ− of 1 and 2.

Generally, the threshold-dependent performances obtained by γ− below 3 were always above

the reference values of BCE loss in the probability margin of less than 0.2.

This might be due to the loss gradients of the negative samples. The loss gradient of neg-

ative samples with respect to the input logits z can be seen in Eq 3.18 [98]. Figure 3.9 shows

the loss gradient of negative samples at different values of m (with γ− = 2). As the proba-

bility margin increases, the peak of the loss gradient decreases, resulting in more loss gradients

from positive samples and less from negative samples. Additionally, when using a larger γ−, the

loss contribution of negative samples is further reduced, making the loss imbalance from large

probability margin more noticeable. Therefore, to achieve better performance than BCE loss, it is
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Figure 3.8: TheResNet50model performance obtained by different values of probabilitymargin
m in terms of SA, HS, F1mi, F1ma, and mAP [25]. The shaded region represents the standard
deviation.



Results and Discussion 53

recommended to select a smaller probability margin.

dL−
dz

= ∂L−
∂p

∂p

∂z
(3.17)

= (pm)γ−

[ 1
1− pm

− γ−log (1− pm)
pm

]
p(1− p) (3.18)

Where p = 1/(1 + e−z) (sigmoid).

Figure 3.9: Probability Vs. Loss gradient of negative samples under γ− of 2 [25].

Effect of focusing parameter for negative samples

The focusing parameters γ− and γ+ are essential for asymmetric loss. If γ− is set too low, the

downweighting of the easy negative samples is inadequate [98], leading to accumulation of loss

gradients from the negative samples. If γ− is set too high, the contribution of easy negative sam-

ples is significantly reduced, and the model may focus excessively on hard samples. Furthermore,

model performance can be adversely affected if there is noise in the hard samples.

As can be seen in Figure 3.8, the lower the value of γ−, the better the performance of the

threshold-dependent metrics at the same probability margin, and the more stable the perfor-

mance at different levels of probability margins. On the other hand, as γ− increases, the dete-

rioration of threshold-dependent performance with increasing probability margin becomes more

evident. Additionally, when γ− is set to 6, all metrics tend to be more uncertain. This could be re-

lated to the fact that the model is more sensitive to the loss contribution from positive samples.

Nevertheless, the average mAP of using asymmetric focus was always higher than the refer-

ence mAP in BCE loss. This implies that the threshold for larger γ− may need to be adjusted.
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3.6.3 Visual analysis by Grad-CAM

Given the well-trained models, Grad-CAM [104] was employed to assess the relationships be-

tween images and labels, thus building trust for application in industry. The heat maps in Table

3.2 were generated from ResNet50-ASL and InceptionV3-ASL, with a random seed of 42. The

ground truths and the predictions from the models are displayed at the bottom of the pictures.

As can be seen in Table 3.2, the models using ASL were able to accurately identify the ox-

ide types. Moreover, the heat maps generated from Grad-CAM were able to effectively highlight

the features for the activated class. This implies that the heat maps can be used to locate the

oxides. In comparison to the Resnet50 model, the InceptionV3 model was able to capture more

comprehensive and precise features. This could be attributed to the InceptionV3’s strong ability

to extract features with different scales of filters. We also showed a misclassified image where

the shadow class was incorrectly detected. However, the heat maps still indicated that the in-

teresting regions activated by the shadow class were close to the shadow regions. This could be

due to the lower confidence in the shadow class than the threshold of 0.5. This can be improved

by optimizing the threshold or exploring the label correlation.

3.7 Deployment

To facilitate the application of the oxide identification in the FZ production, the auther imple-

mented a software that integrates the multi-label oxide classification model and the Grad-CAM

for the visualization of the model’s decision making. The software currently works offline and

can process one image or a batch of images when provided with a well-trained model checkpoint.

After inference of the model on the input, the interface would generate the prediction of the

model and the associated CAM heatmaps that explain the decision-making process of the model,

as seen in Figure 3.10.

3.8 Conclusions

This research examined the categorization of oxides in Float-zone silicon crystal growth produc-

tion. Three varieties of oxides were identified: spot, shadow and ghost curtain. An oxide dataset

was created using FZ images from a vision system integrated on an industrial FZ machine. To

address data imbalance and limited dataset size, a method based on transfer learning and asym-

metric loss was proposed. The model trained with the pre-trained weights and the asymmetric

loss achieved an average subset accuracy of 88.73% and an average mAP of 94.12%, outper-

forming other baselines. The effectiveness of the asymmetric loss compared to the conventional
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Figure 3.10: The main interface of the developed software, which enables the analysis of one
image or a batch of images (some areas have been obscured due to confidential content). After
the model inference, the model prediction and the associated heatmaps for explaining the model
decision-making can be obtained on the interface.

BCE loss was also studied. To build trust for the model’s integration into industry, Grad-CAM was

used to visualize the correlation between inputs and labels.

This study is the initial step in the exploration of oxidation, which provides a basis for further

root cause analysis and the potential for automated responses to reduce oxides. In the future,

the single-frame oxide classificationmethod presented here could be extended to real-time oxide

classification for early detection of oxides, for instance by analyzing in-process video footage

captured by the integrated vision system. This would enable the evaluation of oxide formation,

growth, and spread, as more images can be obtained from each production run, thus providing a

comprehensive understanding of the process and tracking the development of oxides.



CHAPTER 4
ROOT CAUSE ANALYSIS FOR THE OXIDE PROBLEM

”Invisible threads are the strongest ties.” - Friedrich Nietzsche
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4.1 Motivation

It is not sufficient to merely identify the problem. What is more essential is to discover the fun-

damental triggers of a problem, thus leading to more effective solutions to address and rectify

the persistent oxide problem within the FZ crystal growth production. Section 2.1 and 3.1 have

already elaborated on the detrimental impacts of the oxide problem. In summary, the motivation

for undertaking this root cause analysis is deeply rooted in the pursuit of excellence in product

quality, machine state, and cost reduction. For the FZ process with relatively high production

costs, even amarginal improvement in the production efficiency and the crystal yield would result

in considerable financial gains. Hence, with these motivations underscoring the significance of

root cause analysis of the oxide problem, this chapter focuses on introducing the current state-

of-the-art methods for root cause analysis and the methodology applied in this oxide problem

case. Finally, the discovered patterns from experimental results can be used for further in-depth

exploration of deeper root causes and targeted intervention plans.

4.2 Problem Definition

The aim of this study is to identify the minimum set of root causes R = R1, R2, . . . , Rm that

represent the fundamental factors that lead to the occurrence of the oxide problem, given n

observations of data from different sources from n FZ production runs, O = {O1, O2, . . . , On}.
Oi is the i-th production run data consisting of data from relevant data sources. Addressing the

root causes of the problem will result in successful alleviation or resolution of the problem.

4.3 Literature Review

Root cause analysis is a process through which we can understand the fundamental triggers of

a problem, thus leading to more effective solutions. Knowledge-driven approaches are widely
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used in conventional root cause analysis. Knowledge-driven approaches involve using domain-

specific expertise, domain knowledge, and human intuition to identify and understand the un-

derlying causes of issues. In general, knowledge-driven approaches are mainly qualitative and

semi-quantitative techniques [120]. For instance, examples of knowledge-driven approaches in-

clude the Ishikawa diagram [121] which is also called fishbone or cause-and-effect diagram, 5

Why analysis [122] involving repeatedly asking ”Why?” to drill down into the underlying causes of

a problem, and Failure Mode and Effect Analysis (FMEA) [123] (see Figure 4.1). However, the

results from these methods are largely dependent on expert knowledge. Furthermore, these

techniques are not equipped to handle the huge and massive amount of data generated by dig-

italization in manufacturing, making it hard for analysts to identify the underlying causes [124].

Therefore, it is desired to have automatic root cause analysis, which can help analysts perform

root cause analysis more efficiently or even reduce the need for domain experts. As introduced

before, ML is a good tool for automatically handling a large amount of data and discovering in-

ner patterns from data. Therefore, in this section, we would introduce how ML is applied for root

cause analysis by looking into recent relevant literature.

Figure 4.1: Main steps of FMEA [125].

The root cause level can be categorized into three types: location-time, physical causes and

log-action [124], as shown in Figure 4.2. Location-time is the simplest level of the root cause,

as it only needs to define the where and when the problem is. This is widely used in a contin-

uous process where many sub-processes and machines are involved. Although it cannot point

out exactly what the root cause is, location-time information can make it efficient to discover

the root cause [124]. The second level of the root cause is equivalent to physical causes, which

reflect the physical characteristics of the root cause (what physically caused the problem) [124].
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Although the physical causes of a problem have been identified, the root cause analysis is not

complete. The reasons why these physical factors occurred are still unknown, making it difficult

to begin making improvements. Therefore, the next level of root cause is to find out both what

are physical causes and why they happened [124]. In this case, this dissertation attempts to dis-

cover the root causes at the highest level, log-action, as it is necessary to understand both the

physical causes and the reasons of their emergence, thus allowing corrective plans to mitigate

the problem.

Figure 4.2: Root cause levels in root cause analysis: location-time, physical causes and log-
action [125].

Depending on the level of root cause, the solution of root cause analysis can also be catego-

rized into three categories: Factors⇒ Problem, Factors⇒ Root causes and Root causes⇒ Root

causes [124], as shown in Figure 4.3.

Factors⇒ Problem. Most root cause analysis ends at Factors⇒ Problem. Factors⇒ Prob-

lemmore or less corresponds to the level of root cause of location-time or physical causes, which

aims at finding the factors associated with the problem. The assumption is that if there is a

strong association between the discovered factors and the problem, the factors are likely the

root causes (physical causes). This solution requires a dataset combining the factors that could

potentially contribute to the problem and the problem labels. The most used techniques in the

Factors⇒ Problem are Association RuleMining (ARM) [126] and building a classifier or regression

model with interpretable structures.

ARM, a type of unsupervised learning, can rapidly uncover relationships between different

attributes by examining their co-occurrence [43]. The fundamental concept behind ARM is to

identify the associations between different items in a dataset using some statistical measures
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Figure 4.3: Three solutions of root cause analysis: Factors⇒ Problem, Factors⇒ Root causes
and Root causes⇒ Root causes, adapted from [124].

[43]. The frequent patterns extracted by ARM are in the form of X → Y , which corresponds to

antecedent and consequent, relatively. These frequent patterns can provide valuable insights for

decision-making.

Another technique is to build a classifier or regression model and then interpret the decisions

of the model. Common classifiers with interpretable structures are tree-based classifiers, such

as decision tree or random forest [124]. The results from these interpretable classifiers are intu-

itively understandable to humans. Furthermore, discriminant factors from these classifiers indi-

cate their strong impacts on the problem, thus implying that they could possibly be root causes.

However, better interpretability does not always comewith better accuracy. Figure 4.4 shows the

relationship between performance and the complexity of different machine learningmethods. As

seen, the better intrepretability of themodel for humans to interpret, theworse themodel perfor-

mance, and vice versa. Given this, it is difficult to trust decision-making by tree-based methods.

Recently, Explainable Artificial Intelligence (XAI) [127] is being developed to address this issue,

and it has been gaining attractions in recent years. XAI is a branch of Artificial Intelligence that

concentrates on making Artificial Intelligence models understandable and clear to humans. The

emergence of XAI has enabled us to create intricate models with excellent performance, while

allowing us to trust the model by examining the explanations of its decisions, providing us with

some insights into the root causes.

Factors⇒ Root causes. Instead of focusing on the problem, Factors⇒ Root cause aims to

identify the conditions that correspond to the root causes that were already identified (such as

location-time or physical causes) [124]. Hence, it is actually a deeper level of analysis. Factors⇒
Root cause corresponds to the root cause level of physical causes (what physical factors caused

the problem) or log-action (finding out why they happened). By establishing a link between the
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Figure 4.4: Trade-off between accuracy and interpretability of machine learning algorithms
[128].

factors and the underlying causes, it is possible to trace back from the visible factors to the root

of the problem that needs to be tackled in order to prevent the problem from happening again.

This approach is more comprehensive as it attempts to get to the heart of the matter rather than

just dealing with its surface symptom.

The difference between Factors⇒ Problem and Factors⇒Root cause lies in the objective to

be studied. Therefore, the techniques mentioned in Factors⇒ Problem are also applicable here.

Since the objectives are root causes rather than the problem, the focus in Factors⇒ Root cause

lies more on accuracy than on interpretability [124]. Besides, the data used for this solution are

usually high-dimensional and noisy [124]. Hence, Neural Network is widely used in this solution

due to its high model performance and its ability to deal with high-dimensional data [124]. In

terms of its low interpretability problem resulting from the black-box model, XAI can mitigate

this problem by providing understandable and interpretable explanations for their decisions and

actions. Additionally, looking at the interpretable explanations from XAI, it is possible to identify

which factors may have a greater influence on the problem or its underlying causes.

Root causes ⇒ Root causes. Based on the findings from Factors ⇒ Root cause, Root

causes⇒ Root causes aims to uncover the causal sequence among the relevant root causes,

thus offering us a better understanding of which root cause should be prioritized in order to make

an informed decision. Compared with the previous two solutions, Root causes⇒ Root causes

emphasizes more causality than interpretability and accuracy. However, since it is difficult and
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time consuming to identify the underlying causes, there is a lack of research in this category

[124].

Reflecting on our situation, the most effective and practical solutions for our oxide problem

are Factors ⇒ Problem and Factors ⇒ Root cause. This enables us to gain a comprehensive

understanding of the oxide problemand develop a long-term solutionwhile preventing recurrence

of the problem. This chapter would mainly focus on Factors⇒ Problem.

4.4 Methodology

Though traditional knowledge-driven root cause analysis methods have been effective in many

scenarios, the results of these methods are largely dependent on expert knowledge. In addi-

tion, as the amount of relevant available data increases, it would be much more time consuming

and difficult for experts to analyze them. Given these challenges, we turn to an integration of

knowledge-driven root cause analysis and data-driven approaches of root cause analysis that

rarely rely on empirical knowledge. This chapter focuses mainly on the solution of Factors ⇒
Problem which aims at determining the fundamental factors associated with the problem. To

this end, the Ishikawa diagram is utilized to identify the data associated with the oxide problem,

on which the ARM is chosen to conduct root cause analysis on the data.

The first step of root cause analysis is to gather the relevant data that are associated with

the problem. Ishikawa diagram [129] is employed to identify potentially relevant variables caus-

ing the oxide effect. Ishikawa diagram, also known as the fishbone diagram or cause and effect

diagram, was introduced by Professor Kaoru Ishikawa of Tokyo University in the 1940s [129].

Ishikawa diagram is widely used to identify potential causes of defects or failures of products in

the engineering industry [129]. To create the Ishikawa diagram, the problem or effect needs to

be clearly defined on the right hand side, as the head of the diagram, as seen in Figure 4.5. It is

essential to recognize the key categories of factors that could be causing the issue, and these

key categories would be set as the branches that contribute to the problem. The ”4M and 1E” ap-

proach (Man, Method, Machine, Materials and Environment) is commonly used in the engineering

industry [129]. Then the people involvedwould brainstorm all the potential causes that fall under

each major category and add them to complete the diagram. Here, expert knowledge would be

utilized to identify potential factors by establishing an Ishikawa diagram for the oxide problem.

These factors would then be collected for subsequent ARM analysis.

ARM originated in the retail sector as away to recognize purchasing habits and enhance sales

strategy [126]. Since then, its applications have broadened significantly to other areas such as

medical diagnosis [131], finance [132], recommendation systems [133], etc. ARM is a data-driven

approach that can provide quantitative evidence of relationships between variables, allowing for
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Figure 4.5: A generic representation of the Ishikawa diagram, adapted from [130].

discovering hidden relationships within the data that might have been overlooked. The frequent

patterns extracted by ARM are in the form of X ⇒ Y , which corresponds to antecedent and con-

sequent, also known as Left Hand Side (LHS) and Right Hand Side (RHS), relatively. The frequent

patterns are then examined by a minimum threshold of statistical measures, such as Support and

Confidence and Lift [134]. The larger thesemeasures, the more robust the rule is. Therefore, one

only needs to look into the strong rules extracted from ARM, and examine if they are related to

the source of the problem using expert knowledge. However, it should be noted that ARM can

only handle binary or categorical attributes, which is not common in manufacturing data. There-

fore, if ARM is applied, the manufacturing data should be processed and converted into binary or

categorical data.

The entire pipeline of ARM application can be seen in Figure 4.6. In this study, the application

of ARM consists of three steps: data collection, data pre-processing, ARM and rules visualization.

Figure 4.6: The pipeline of applying ARM [135].
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4.4.1 Data Collection

The Ishikawa diagram applied to the oxide problem can be seen in Figure 4.7. Here, the prob-

lem is defined as the oxide types at the beginning of the cone phase, as it is hypothesized that

the oxide types might reflect on various process conditions. The potential factors were factor-

ized into five categories: ambient factor, machine factor, human factor, material factor, process

factor. Since the chamber involves the introduction of oxygen, the ambient factors of the cham-

ber such as moisture level, oxygen level, and pressure were considered. In addition, season fac-

tor was also considered to examine whether the process or machine is sensitive to the season

weather. Besides, machine properties such as leak rate were also considered. Since the FZ pro-

cess is fully automatic except the preparation of the machine and post-production work, human

factors here only include factors related with the preparation of the machine, such as pumping to

remove residual gases and to prepare a pressurized system. Furthermore, factors related to heat

dissipation such as feed rod dimensions, crystal dimensions, generator voltage and current were

also considered in material and process factors. These identified potentially relevant data would

be collected.

Figure 4.7: Ishikawa diagram for the presence of oxide problem in FZ process.

4.4.2 Data Preprocessing

Following data collection is data processingwhich is important for obtaining good outcomes from

ARM on data. Data preprocessing mainly includes data integration, data cleaning and data trans-

formation.

Data integration

In our case, the identified data are of heterogeneous types involving categorical attributes, nu-

meric attributes as well as time series attributes (such as controlled variables and measured vari-

ables in process data). Hence, in order to integrate them into a database for subsequent analysis
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by ARM, it is necessary to convert them into homogeneous data type. Categorical attributes and

numeric attributes are already structured data, thus it is easy to integrate them into an array-like

table. The difficulty lies in the time series attributes. There are mainly two methods that can

convert time series data into multidimensional data while preserving important characteristics of

the data: symbolic aggregate approximation and feature extraction [136]. Symbolic aggregate

approximation aims at dividing time series data into several windows, then summary statistics

(typically the average or other statistical measures) are computed over each window. Symbolic

Aggregate Approximation can offer a better interpretable representation and easy accessibility,

while the representations from summary statistics are limited. An alternate strategy, feature ex-

traction, seeks to draw out features from the entire time series data. A common technique in

feature extraction is the discrete wavelet transform (DWT), which produces a set of coefficients

that represent the characteristics of the time series [136]. Feature extraction retains more infor-

mation while its implementation is more complex and the outcomes are lack of interpretability.

In this case, symbolic aggregate approximation is employed to reduce the complexity of time

series data for easy implementation and better interpretability. Since some FZ process runs may

be stopped and restarted due to growing crystal dislocations or other defects [13], this could

lead to discrepancies in the time series data. We have chosen to omit data related to produc-

tion interruptions due to the complexity of the factors and circumstances involved. This decision

has resulted in a smaller sample size, but it has allowed us to keep our analysis straightforward.

Consequently, any time series data with interruptions before the cone phase are excluded during

data integration. Each time series sequence is divided into a set of segments according to the FZ

phases, which are encoded into Phase 1-4. This encoding may vary slightly from what is shown

in Figure 1.7, but is generally the same, representing the progress of a production run. Then, the

average and standard deviation over each segment are computed.

Data Cleaning

The integated data may have missing or inconsistent values due to hardware failure or other er-

rors in data collection. To ensure the high quality and reliability of the ARM results, it is essential

to clean the data. In terms of missing values, one can choose to remove the corresponding ob-

servation. However, when it comes to a small data set with a limited number of observations, it

may be better to estimate themissing value, which is also referred to as imputation. For incorrect

values, one can apply domain knowledge or statistical methods such as Interquartile Range (IQR)

or Z-score to detect outliers and remove them. It should also be noted that some inconsistent

data that might be caused by the problem should not be removed [136].
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Data Transformation

The ARM for root cause analysis is mainly used for a dataset with binary or categorical attributes

[136]. Therefore, the numeric data should be transformed into the form of categorical data type.

The procedure of breaking down the numerical attribute into intervals is known as discretization

[136]. There are mainly six ways to discretize numeric attributes: Equi-width ranges, Equi-log

ranges, Equi-depth ranges, Clustering, Fuzzifying, and Partitioning and Combining [136, 137].

• Equi-width ranges. The range of values of the numeric attributes is uniformly divided into

equal-width intervals. However, this method may not be effective for a skewed data dis-

tribution.

• Equi-log ranges. The range of values is divided into intervals in which the difference be-

tween the logarithm of the upper limit and the logarithm of the lower limit is the same.

This approach is beneficial for data that span across multiple magnitudes.

• Equi-depth ranges. This approach partitions the data into intervals with a roughly equiva-

lent amount of data points in each bin. Compared to equi-width ranges, this method can

deal with the data distributed non-uniformly better.

• Clustering. The partition of the values is learned from unsupervised Clustering methods

such as Bayesian Information Criterion (BIC) [138], Density Based Sub-space Miner (DB-

SMiner) [139].

• Fuzzifying. The previous partition methods except Clustering share a sharp boundary prob-

lem which makes the extracted rules not precise [140, 141]. Therefore, fuzzifying is intro-

duced to divide the data into fuzzy sets, thus reducing the influence of crisp values.

• Partitioning and Combining. This approach divides the numerical values into sections and

then merges adjacent intervals into larger ones until they have an adequate support value

[141].

Considering the data used in this study are not distributed uniformly as different product

types have their own growth behavior, equi-depth ranges method is applied for discretizing the

numeric attributes into categorical attributes. An example of the preprocessed data after data

transformation can be seen in Figure 4.8.

4.4.3 ARM

Suppose there is a set of items I = i1, i2, .., im representing the attributes and a dataset of

observations T = t1, t2, .., tn. An association rule can be extracted in the form of X ⇒ Y (IF X
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Figure 4.8: An example of prepossessed data. Time series data are segmented with symbolic
aggregate approximation by phases into discrete sequence data, which are further discretized
into equi-depth intervals combined with numeric attributes.

THENY), whereX ∈ I andY ∈ I . The association rule is evaluated and filtered by a user-defined

threshold of the measures: support, confidence, and lift, which represent the quality of the rule

[126].

• Support. Support represents the probability of observing X and Y together.

Support(X ⇒ Y ) = P (X, Y ) (4.1)

• Confidence. Confidence represents the accuracy of the rule, is the probability of the oc-

currence of Y, given that X is observed.

Confidence(X ⇒ Y ) = Support(X ⇒ Y )
Support(X)

(4.2)

• Lift. Lift is a balanced measure between support and confidence, and it can represent the

enhanced performance in predicting Y given the observation of X. Lift = 1 means that X is

independent of Y. Lift >1 indicates X is positively correlated with Y and vice versa.

Lift(X ⇒ Y ) = Support(X ⇒ Y )
Support(X)× Support(Y )

(4.3)

To extract meaningful association rules efficiently from the data, several algorithms have

been developed over the years. Current algorithms work mainly in two steps: first is to find all

frequent item sets, then the rules are generated and prunned on these frequent sets with the

pre-determined interestingness measures such as support and confidence. The Aprior algorithm

[142] is the earlistmethod that uses the breadth-first strategy to search for all the frequent com-

binations, while the depth-first search strategy was applied in Eclat [143, 144]. However, these

methods face an intensely computationally demanding issue, which is notable in large datasets

[145]. To address this problem, the FP-growth algorithm is introduced by transforming the data
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into a tree-based structure, which avoids the need for costly, repeated database scans [146].

some researchers turn to heuristic methods to optimize the process of generating rules. Exam-

ples include GENetic Association Rules (GENAR) [147], Wolf Search Algorithm (WSA) [148]. How-

ever, these optimization-based methods may require careful parameter tuning. In addition, the

methods are mainly stochastic. The stochastic nature implies that it cannot provide deterministic

results, as different runs may produce different results.

In this study, the FP-growthmethod is employed to extract the rules from the dataset, consid-

ering its high computational efficiency and deterministic outcomes. To accelerate the processing

time while allowing low support thresholds for rare classes, FP-growth is carried out step by step

according to the oxide types, following [149]. The overall procedures of applying FP-Growth for

root cause analysis of the oxide problem can be seen in Figure 4.9.

Figure 4.9: The overall procedures of applying FP-Growth for root cause analysis of the oxide
problem.

Since some oxides appear rarely in the entire dataset, the support threshold needs to be set

very low in order to identify as many frequent patterns related to all oxides as possible. This

would be a computationally demanding task for FP-Growth. Therefore, to increase computational

efficiency, in this research, the entire dataset is divided intomultiple sub-datasets that are specific

to each oxide. Then the FP-Growth algorithm is applied on each sub-dataset with constraints

of the class-wise support threshold and the maximum length of the itemsets generated. The

definition of class-wise support can be seen in Eq 4.4.

class-wise support(X ⇒ Y |Y ) = P (X, Y |Y ) (4.4)

It is important to be aware that the measures produced by the FP-Growth algorithm are all class-

specific, resulting in a fixed confidence and lift of 1. Hence, to prune insignificant rules, it is nec-

essary to compute the absolutemeasures of these rules over the entire dataset, according to the

Eq 4.1,4.2,4.3. Then a threshold-based prunning is carried out by filtering out the rules that do

not meet the minimum threshold of the interestingness measures. Finally, redundant rules that

have negative or zero improvement as defined by [150], as seen in Eq 4.5, are removed from the
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pruned rules.

a ruleX ⇒ Y is redundant if ∃X ′ ⊂ X, measure(X ′ ⇒ Y ) > measure(X ⇒ Y ) (4.5)

The pseudocode for applying the FP-Growth algorithm on the oxide problem can be seen in

Algorithm 1.

4.4.4 Rules Visualization

There are various ways to visualize the extracted rules with the focus on visualizing ranging from

the interestingnesss measures to the LHS and RHS of the rules. Examples of visualizing associ-

ation rules include scatter plot, network graph, and matrix [135]. Here we mainly introduce the

scatter plot and network graph which would be employed for rules visualization in this study.

• Scatter plot. The scatter plot utilizes mainly two interestingness measures, one on each of

the axes of the plot. Then each rule is represented as a dot in certain color representing

the third interestingness measure. Such that one can easily identify the strong rules with

high ability in both measures. However, this also raises the difficulty of interpreting rules.

An example of a scatter plot can be seen in Figure 4.10.

Figure 4.10: An example of a scatter plot for rules visualization [135].

• Network graph. Network graph mainly focuses on providing clear relationships among the

indivisual itemsets in strong rules.The graph visualizes rules with nodes and edges. Each

item is presented as a square node, while each rule is presented as a round node. Then

the edges represent the relationship between items and rules. The strength of the rules
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can be visualized by the color and radius of the rule nodes. This method can easily identify

the shared item that contributes to several rules, indicating the importance of the item.

However, it can be difficult to explore the network graph when it comes to large sets of

rules. An example of a scatter plot can be seen in Figure 4.11.

4.5 Experiments

Through the Ishikawa diagram, 28 potential factors in total were identified thatmay contribute to

oxide. The group of these factors can be seen in Table 4.1. For reasons that include confidential

data, we are not listing all potential factors here. Unfortunately, due to the high cost of a mois-

ture sensor capable of tracing moisture in inert purity gases, it is unrealistic to install expensive

moisture sensors on all FZ machines. Therefore, currently there is only one moisture hardware

sensor which is used by multiple FZ machines in turn, thus limiting the sample size.

Table 4.1: Potential factors that may contribute to the oxide problem.

Category Factors Number Data type
Human Preparation time, pump times 3 Numerical attribute
Material Polysilicon weight 1 Numerical attributes
Process Process type, crystal diameter,

generator U/I etc.
14 Categorical attributes and time

series attributes.
Machine Machine series, leak rate 4 Numerical and categorical at-

tributes
Ambient Chamber pressure, oxygen level,

moisture level, Month, etc
6 Numerical, categorical at-

tributes and time series data

Figure 4.11: An example of network graph for rules visualization [151].
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A total of 387 observations of these potential factors along with FZ images were collected

from 387 production runs. In the first step of data integration, all time series attributes were pre-

processed by the symbolic aggregate approximation method, resulting in multidimensional data

consisting of the average and standard deviation over each phase. Considering the significance

of the moisture level and the oxygen level to the process, their values at the beginning of the

cone phase were also recorded. The integrated dataset was then cleaned from errors and miss-

ing data. To enable FP-Growth analysis that can handle only binary or categorical data, the nu-

merical data in the dataset were discretized into three intervals: Low, Medium and High using

Equi-depth ranges, such that each interval contains approximately 33.33% of the observations.

After data-preprocessing, the dataset consists of387 samples and135 features alongwith three

oxide types: normal, spot and shadow (unfortunately, no observation data associated with ghost

curtain was found in the gathered data).

The data set was then divided into multiple sub-datasets according to individual oxide types.

On each sub-dataset, FP-Growth from rCBA package in R was applied with a minimum class-wise

support threshold of 30% and a maximum length of the itemsets of 3 which is equivalent to

considering atmost two features. The generated ruleswere prunedwith the absolute confidence

threshold of50%and the absolute lift threshold of1.2, followedby removing redundant rules that

have no positive improvement on confidence and lift measures. Finally, a total of 68 rules were

identified, with lift values ranging from 1.2 to 11.88. Table 4.2 demonstrates the distribution of

the rules after post-processing.

Table 4.2: The distribution of the rules after post-processing.

Oxide type o Support(o) Number of rules
Normal 0.05 5
Spot 0.66 46

Shadow 0.75 17

4.6 Results and Discussion

The top-20 rules ranked by lift associatedwith normal, spot and shadow can be seen in Table C.2,

Table C.3 and Table C.4, respectively. Scatter plot and network graph offered by the arulesV iz

package in Rwere employed for rules visualization. The scatter plot was employed to gain a gen-

eral understanding of the association rules, while the network graph was utilized to help compre-

hend the links between the rules. Since the network graph cannot clearly visualize dense rules,

here we only visualize top-20 rules ranked by lift for spot type.

Figure 4.12 demonstrates the scatter plot of the rules. As seen, the rules with the highest
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Figure 4.12: The scatter plot of the rules after post-processing. Each dot on the plot represents
a specific rule. X and Y axes correspond support and confidence, respectively while the color of
the dots represents the lift value.

lift values are concentrated in the bottom left corner of the plot, indicating low support and con-

fidence. In fact, the majority of these rules are linked to the normal type. While these rules may

not be very actionable in practice, they offer valuable insights into the optimal conditions for a

normal process. Another cluster stands in the upper-right corner of the plot. These rules have

both a high level of support and confidence, making them particularly interesting. These rules

are associated with spot and shadow oxide types. Focusing on these high-impact rules can drive

actionable decisions to address the problem with high efficiency and reliability. Therefore, the

rules with high support and confidence are prime candidates for addressing the oxide problem,

while the rules in the lower-left corner with high lift values could be an opportunity to assure the

optimal conditions for a normal process, thus preventing the recurrence of the oxide problem.

The network graphs of the rules associated with normal, spot and shadow type are demon-

strated in Figure 4.13, Figure 4.14 and Figure 4.15, respectively. The itemset in the center of

each graph is the shared RHS of the rules. The highlighted itemsets of each graph are the most

commonly occurring itemsets that contribute to multiple rules, serving as central hubs. These

hubs play a significant role in bridging different item clusters. As demonstrated in Figure 4.13, it

is observed that the preparation time at high level is the hub for the rules associatedwith the nor-

mal process, which indicates that allocating resources to keep the preparation time at high level
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Figure 4.13: The network graph of the rules associated with normal type. The itemset in the
center is the shared RHS of the rules. The highlighted itemsets are the most commonly occurring
itemsets that contribute to multiple rules.

Figure 4.14: The network graph of the rules associated with spot type. The itemset in the
center is the shared RHS of the rules. The highlighted itemsets are the most commonly occurring
itemsets that contribute to multiple rules.
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Figure 4.15: The network graph of the rules associated with shadow type. The itemset in the
center is the shared RHS of the rules. The highlighted itemsets are the most commonly occurring
itemsets that contribute to multiple rules.

may help ensure the occurrence of the normal process. Besides, the itemsets involved are mainly

related to oxygen at a low level from Phase 1 to Phase 4, which conforms to the mechanism of

oxide layer formation that requires the introduction of oxygen atoms. However, as discussed in

the scatter plot, these rules with a weak confidence of less than 0.6 may not be very actionable

from the perspective of the company, while they could instead provide insights to prevent the

recurrence of the oxide layer. Figures 4.14 and 4.15 demonstrate that the primary hubs for spot

and shadow type are mainly situated in the medium to high moisture level from Phase 1. This im-

plies that the oxidemight have formed fromphase1 in a relatively humid chamber environment. In

comparison to themedium level ofwater concentration in shadowoxide, the highermoisture level

in spot oxide confirms the possibility of a greater thickness of the oxide layer, making it harder

to fully transform into SiO at the beginning of the cone phase, thus leaving a spot appearance.

Likewise, shadowoxidewith less thickness can be easily melted over a large area as it approaches

the heater, leaving a shadow appearance. Considering the high support and confidence values of

these rules, addressing the problem of a high moisture level in the FZ process is a significant step

towards addressing the oxide problem.

4.7 Conclusion

In order to identify the fundamental triggers of the oxide problem and to enable corrective plans

to pursue excellence in product quality, machine state, and cost reduction, an integration solution

of the knowledge-drivenmethod and the data-drivenmethodwas proposed for root cause analy-
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sis. Specifically, the Ishikawa diagramwas used alongwith expert knowledge to identify relevant

factors, which served as the key data sources for the subsequent data analysis. Then data-driven

ARM was employed for conducting root cause analysis of the oxide problem. The gathered data

were then preprocessed in order to fit the data to the ARM framework as well as to guarantee

the good quality of the outcomes. All relevant time series attributes were converted to multi-

dimensional data by symbolic aggregate approximation. Subsequently, the numerical data were

cleaned and discretized into intervals using equi-depth ranges method.

Then FP-Growth algorithm in ARMwas selected for root cause analysis. To extract meaning-

ful rules efficiently while allowing low support thresholds for rare classes, FP-growth was carried

out step by step on multiple sub-dataset divided by the oxide types using a class-wise support

threshold of 0.3. The generated rules were further pruned by an absolute confidence threshold

of 0.5 and an absolute lift threshold of 1.2, and by removing redundant rules that have no positive

improvement on confidence and lift measures. Finally, a total of 68 rules were identified, with lift

values ranging from 1 to 11.88. Looking into the rules with high impacts, the results show that

the spot type and shadow type are strongly associated with relatively high moisture level inside

the chamber from the early phases. This key finding confirms that the oxide layer has formed

before it appears apparently in the FZ images. In addition, the higher water concentration occur-

ring in spot than in shadow type explains the greater thickness of spot oxide, making it harder

to fully transform into SiO at the beginning of the cone phase, thus leaving a spot appearance.

Besides, it is observed that the normal process is associated with high preparation time and low

level of oxygen inside the chamber. However, due to weak support and confidence, these would

be considered as the opportunities for preventing the recurrence of the oxide problem.

In conclusion, the application of ARM for root cause analysis of the oxide problem has proven

to be a valuable and insightful approach for identifying underlying factors contributing to the

oxide formation. The insights gained through this methodology include:

• The prime candidate for addressing the oxide problem is to find out the reasons for high

moisture level, and to make corrective plans accordingly.

• Ensuring high preparation time and low level of oxygen inside the chamber could be a strat-

egy for preventing the recurrence of the oxide problem.

Therefore, the next Chapter 5 will focus on discovering the reasons for the high moisture

level inside the FZ chamber by predicting the moisture level of the FZ process and explainability

analysis.





CHAPTER 5
MOISTURE PREDICTION AND EXPLAINABILITY ANALYSIS

”The most important thing is to never stop questioning.” - Albert Einstein

77

5.1 Motivation

The root cause analysis has revealed that a highmoisture level is amajor physical factor that could

be responsible for the oxide problem. Nevertheless, the reason for the high moisture level inside

the FZ chamber remains unclear. In fact, the diagnosis of a high moisture level is as complex as

the diagnosis of the oxide problem, as both the FZmachine and the FZ process are rather sophis-

ticated. In order to get to the heart of the matter, it is necessary to trace back from this physical

cause to a higher level of root cause, log-action, thus necessitating the solution of Factors ⇒
Root causes.

Therefore, this chapter is devoted to finding the log-action root cause for a high moisture

level. Considering that the solution of Factors⇒ Root causes emphasizes more on the accu-

racy than interpretability, this study turns to establish a regression model for the moisture level

using neural networks and try to identify root causes by explaining the model decisions. To do

this, a moisture level predictor is established and an explainability analysis is conducted on the

developed predictor in order to measure the contribution of each input to model decision, which

may shed light on finding the log-action root causes. The moisture level predictor would be de-

veloped to estimate the moisture level at the beginning phase of the cone phase, based on the

potential factors identified in Chapter 4 together with the FZ images. It may make more sense to

estimate themoisture level in the early phase, as suggested by the root cause analysis in Chapter

4. However, if the detection time point is set, for instance, in phase 1, it is still possible tomiss the

detection of the high moisture level when the moisture level shifts later on, as seen in Figure 5.1.

While the moisture level could have undergone changes at any time before the beginning phase

of the cone phase, all of these changes will always reflect on this time point when the oxide can

be well visually observed. This is also the reason why we include the image as one of the input

data, as we believe that this additional input can enhance the accuracy of the model.

Investigating the explanations of the developed predictor can give us useful information

about the main sources of influence that can affect the moisture level in the FZ chamber. Addi-
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tionally, the developed moisture level predictor can be used as a soft sensor for the FZ chamber,

thus replacing costly moisture hardware sensors. Currently there is only one moisture hardware

sensor that is shared amongmultiple FZmachines due to its high cost, as it is not feasible to install

expensive moisture sensors on all FZ machines. If a moisture predictor is developed with consid-

erable accuracy, it can be quickly and inexpensively implemented on all FZ machines, allowing for

the monitoring of the moisture content.

Figure 5.1: A portion of the data set reveals the trend of moisture levels across the phases.
Different colors signify different moisture levels. As seen, some runs have a shift in moisture
levels and the transition point may vary.

In summary, this chapter seeks to develop a moisture level predictor based on the potential

factors identified in Chapter 4 alongwith the FZ images. Thiswill enable us to conduct root cause

analysis by understanding the inner workings of the predictor from explainability analysis, as well

as to save costs by deploying the predictor as a soft sensor in all FZ machines.

5.2 Problem Definition

The aim of this study is to predict moisture level y ∈ R at the beginning of the cone phase given

the data of potential factors prior to the cone phase which include table data Xtable ∈ RMtable ,

time series data Xtime = {T1, T2, .., TMtime
}, Ti ∈ Rdi and image data Ximg ∈ RMimg×m×n×3,

whereMtable, Mtime, Mimg are the number of table attributes, time series attributes and images,

respectively. d denotes the sequence length of a time series attribute, and m, n represent the

height and width of a FZ image, respectively.

Since input data involve multiple modalities, with each modality associated with a specific

sensor output, the research problem is therefore characterized as multimodal regression y =
f(Xtable, Xtime, Ximg). Besides, this study also requires an explainability analysis of model be-

havior, to gain an in-depth understanding of the causes of the high moisture level.
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5.3 Literature Review

5.3.1 Multimodal Learning

Generally, multimodal data involve multiple modalities of information, each of which is associated

with a particular sensor output, such as images, language, etc [152]. In reality, many real-world

issues in various areas involve more than one modality, necessitating the analysis of multimodal

data. As a result, there has been a rise in research efforts in different disciplines focusing on

multimodal learning, driven by the potential to capture correlations between different modali-

ties. The main core of multimodal learning is to learn multimodal representations that integrate

meaningful information from different modalities. However, the presence of heterogeneous mul-

timodal data poses certain challenges [153]. The general pipeline of multimodal representation

is “unimodal representation+fusion” where unimodal representation could be obtained indepen-

dentlywith several modality-specific learners [154, 155] or could be trained end-to-end (learning

multimodal representation while performing downstream task) [156]. Then fusion involves inte-

grating unimodal representations into a compact multimodal representation in a joint manner or

in a coordinated manner [152]. Multimodal learning presents a variety of challenges, such as rep-

resentation, fusion, translation, and alignment, which depend on the applications of multimodal

learning, from regression and translation to captioning [153]. Here, we mainly focus on the chal-

lenges that are associated with the multimodal regression task: representation and fusion.

The main challenge lies in representation. Bringing together data from various sources can

be a difficult task as they often have different structures and representations. Therefore, a key

to multimodal learning is to learn how to represent multimodal data in such a way that they have

compatible and meaningful representation. The term ”representation” is synonymous with ”fea-

ture” and usually refers to a vector or tensor that represents an entity, such as an image or a

sentence [153]. Having good representations can improve the efficiency of data processing,

making it easier to analyze the data. On the other hand, good representations can improve the

outcomes from machine learning models which heavily rely on the quality of representations, as

demonstrated by recent advances in visual object detection [157] and speech recognition [158].

In recent decades, there has been a shift in unimodal representation methods from handcrafted-

based representation to data-driven representation [153]. This is due to the undeniable success

in various domains achieved by deep learning, which is a type of artificial neural network with

multiple hidden layers. Examples of the shift in representation can be seen in the following.

• Visual representation. Conventionally, visual representations are designed manually based

on prior knowledge in the aspects of gradient [159], texture [160], and so on. The most

representative handcrafted visual representation is the Scale Invariant Feature Transform
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(SIFT) [161]. Despite the early success of these handcrafted representations, they are not

as effective when it comes to more complicated tasks. With the advent of neural networks,

neural architectures such as CNNs [84] gradually substitute handcraftedmethods for visual

representations due to their powerful capability in handling array-like data.

• Time series representation. Time series representations can be derived from two perspec-

tives: temporal and spectral [162]. Temporal representations are based on the temporal do-

main and are typically expressed as a sequence of values. A typical conventional method

for obtaining temporal representations is the symbolic aggregate approximation method

(as introduced in Chapter 4), where time series data are converted to symbolic sequences.

Spectral representations, on the other hand, are derived by transforming time series data

into the frequency domain and are usually represented by a collection of frequency com-

ponents. Example methods of obtaining spectral representations include Discrete Fourier

Transform (DFT) and Discrete Wavelet Transform (DWT). However, these representations

have been gradually superseded by deep neural network representations [153], such as

RNNs with the ability to capture long-range dependencies [163], or CNNs with the ability

to extract spatial correlations from univariate time series [164] or multivariate time series

[165]. Despite their stong capability to extract patterns in time series, these networks

applied to time series have some drawbacks. RNNs are prone to the vanishing gradient

problem [166] when processing long sequences, which can make it challenging for them

to capture long-range dependencies in the data. CNNs can be adversely affected by noise

or outliers in time series, which may negatively impact the learned features [167]. There-

fore, some researchers turn to using feature extraction prior to CNNs, in order to enhance

the performance of CNNs [167, 168]. A typical example is to encode the time series data

into image-like data using some feature extraction methods such as Gramian Angular Field

(GAF) [168] or Markov Transition Field (MTF) [169], potentiallymaking CNNsmore effective

in modeling complex temporal patterns.

The second challenge, fusion, is to jointly leverage the complementary information frommul-

tiple modalities to obtain a more comprehensive and accurate multimodal representation of the

underlying data [170]. While unimodal representations have been extensively studied, most fu-

sions involve only a simple concatenation or weighted sums of representations in the data level,

intermediate level, or decision level [171, 172]. Since unimodal representations often contain

data specific to themodality, fusing them in such a straightforwardwaywill reduce discriminative

information and restrict the expression of the multimodal representation [173]. Recently, such

a fusion paradigm has been rapidly changing due to the prevalence of the attention mechanism

[170] which can emphasize discriminative information while suppressing irrelevant information
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[173]. Attention mechanisms are typically characterized by the weighted sum of a collection of

vectors, with dynamically generated attention weights, thus allowing the model to selectively

focus on the most important parts of the input representation [174]. Figure 5.2 represents the

unified attention architecture. Squeeze-and-excitation (SE)module [175], a typical channer-wise

attention, has been shown to have potential prospects in multimodal fusion [173] by explicitly

modeling channel-wise dependencies. Transformer is notable for its self-attentionmechanism to

model long-range dependencies in the data [176]. Benefiting from its self-attention mechanism,

Transformer can combine the learned knowledge from each tokenized input from any modalities

in the topological geometry space, which allows Transformer to have a more flexible modeling

space [152]. Therefore, the great success of Transformer as well as its flexible modeling moti-

vate researchers to extend Transformer to other modalities and finally to themultimodal context.

VideoBERT [177] is the first work to extend Transformer to multimodal tasks with visual and lan-

guagemodalities, which implies a great potential of Transformer in themultimodal context [152].

Figure 5.2: The architecture of the unified attention model [174].

5.3.2 Explainable Artificial Intelligence

In order to allow knowledge transferring thus to gain a in-depth understanding of high moisture

level, it is necessary to increase the transparency of the built moisture level predictor. To this end,

Explainable Artificial Intelligence (XAI) is introduced in this section with the attempt to interpret

the machine learning models.

Machine learning has seen a tremendous increase in both research and industrial applications.

Many activity sectors have adopted new information technologies, with machine learning at the

center, due to its power capability in automatically handling data. The very first machine learning

methods, such as decision trees or bayesian models, were easily interpretable [178], allowing

humans to examine how input variables affect output. As the amount of data available grows
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and its complexity increases, we are increasingly relying on more complex models to ensure their

effectiveness, making the model a complex black-box. As black-box ML models are increasingly

being employed to make significant predictions in critical contexts, there is a growing demand to

understand how these models made decisions from various stakeholders [179], in order to build

trust in their predictions. This ability to explain their predictions is a crucial evaluation at three

stages of artificial intelligence development: Early Development Stage, AI on Par with Human

Abilities and AI Surpassing Human Capabilities [104], as shown in Figure 5.3.

Figure 5.3: Three AI evolution stages: Early Development Stage, AI on Par with Human Abilities,
AI Surpassing Human Capabilities based on [104].

Early Development Stage. At the beginning of AI development when AI is not as powerful

as humans and is not yet ready for deployment, transparency and explanations are of great value

since they help to identify and understand the reasons for the failures of the AI system [104]. By

providing insight into the causes and logic behind AI-driven decisions, researchers can recognize

the system’s weaknesses and direct their efforts towards the most promising areas for improve-

ment. In short, explanations act as diagnostic tools, helping researchers advance AI capabilities

by addressing and fixing any issues.

AI on Parwith HumanAbilities. As AI advances to a pointwhere its capabilities are compa-

rable to those of human intelligence, themain goal shifts to creating trust and confidence among

users [104]. To reach this goal, it is essential to provide clear and understandable explanations

for AI-generated predictions. These explanations help users understand the rationale behind AI-

driven decisions, reducing the perceived obscurity or ”black box” nature of the technology. When

users can recognize why AI suggests certain courses of action or predictions, they are more likely

to trust the technology, using it for a variety of tasks. Therefore, explanations are a fundamental
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element in inspiring user confidence in AI as a reliable tool.

AI Surpassing Human Capabilities. In the situation where AI surpasses human cognitive

abilities, the purpose of explanations changes once more. AI takes on the role of an educator,

providing humans with instructions on how to make better decisions [104]. The explanations

given by AI are not only about its own actions, but also about the best ways to make decisions.

This transfer of knowledge allows people to use AI’s remarkable capabilities to their advantage.

In essence, AI becomes a mentor, giving people valuable information and wisdom to help them

make informed and better decisions.

Hence, under no circumstances should black-boxMLmodels provide reasons tomake its func-

tioning understandable to humans. Explainable AI (XAI) is thus proposed to address pressing is-

sues of ML models in terms of interpretability and explainability. Explainable AI (XAI) refers to a

suite of ML techniques designed to be more transparent and understandable to humans [180]. It

aims to bridge the gap between the inherent complexity of AI models and human understanding,

thereby making AI systems more transparent, accountable and trustworthy. In particular for our

oxide problemwherewe have no clue of its emergence, it is significant to gain some insights from

the decision making mechanism of the ML models that perform much better than humans.

XAI encompasses mainly two categories: transparent model architecture and post-hoc ex-

plainability [178], as shown in Figure 5.4. The difference between transparentmodel architecture

and post-hoc explainability lies in the nature of interpretability. Transparent models are designed

with the intention of being understandable to humans. Therefore, high level of transparency al-

lows us to rapidly understand their decision-making process. Post-hoc explainability, on the other

hand, is used to explain the decisions made by non-interpretable models. Post-hoc explainability

covers the techniques used to convert a non-interpretable model into an explainable one [178]

to enhance their interpretability, such as visual explanations, local explanations, global explana-

tion, etc [178]. Compared to transparent model architecture, post-hoc explainability techniques

are employed after complex models have been trained to give explanations for their predictions,

increasing transparency without changing the complex model itself.

Transparentmodel architecture. Asmentioned above, the very firstMLmodelswere used

with transparentmodel architecture. Typical examples include the linear regressionmodel and de-

cision trees. For a linear regression model, such as logistic regression, one can easily identify the

influence of variables on the output by examining the correspondingweights. In terms of decision

trees, the built-in if-else decision making can be easily understood [43]. However,these methods

often sacrifice model performance to maintain transparency. The relatively poor model accuracy

limits the application of these interpretable models in recent complex tasks. Nevertheless, their

transparent model architectures can compensate for the issue of interpretability shown in black-

boxMLmodels. They can act as surrogatemodels to approximate the behavior of complexmodels.
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Figure 5.4: Taxonomy of XAI techniques.

They are trained on the predictions of black-box models and only used for explaining their model

decisions for black-box models. Local Interpretable Model-agnostic Explanations (LIME) is a typi-

cal example that builds local surrogatemodels for individual predictions of a complexmodel [181].

However, due to the lack of theoretical evidence, it remains uncertain whether the straightfor-

ward surrogate model accurately reflects the more complex model [182]. Furthermore, since the

attention mechanism is designed to be transparent and embedded in the structure of networks,

the attention mechanism is often considered in this category [183]. However, it should be noted

that there is still an argument about whether attention weights in the attention mechanism can

provide meaningful explanations for predictions [184, 185].

Post-hoc explainability. Post-hoc explainability methods are not models themselves. In-

stead, they are explanation techniques applied after a black-box model has been trained. These

methods are used to shed light on the internal workings of such complex models. Before moving

on to the taxonomy of post-hoc explainability, it is necessary to declare the difference between

local explanation and global explanation.

• local explanation: Local explanation seeks to explain a single prediction of a model for a

specific instance or data point [186, 187]. Local explanation focuses on comprehending

why amodel produced a certain prediction for a single input or a small group of inputs. This

is especially beneficial when attempting to recognize failure modes or build confidence in
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individual predictions.

• global explanation: Global explanation is concernedwith providing an overall understanding

of howanMLmodelworks on an entire data set or population [186, 187]. It aims to uncover

the general model behavior. This can help us gain an understanding of which features are

consistently influential for the model’s predictions.

Post-hocexplainability canbe further categorized intomodel-specificexplainability andmodel-

agnostic explainability. Model-specific explainability techniques are tailored to a single type of

machine learning model, while model-agnostic explainability methods are designed to be com-

patible with a wide range of machine learning models, regardless of their type.

1) Model-agnostic explainability

Typical examples of model-agnostic explainability are Feature Permutation [188] and SHap-

ley Additive exPlanations (SHAP) [189] which are mainly based on perturbation, and Partial De-

pendence Plot (PDP) [190]. Feature permutation is a global explanation method that can assess

the importance of input features by randomly shuffling their values [188]. This approach is based

on the assumption that a feature is considered ”significant” if permuting its values leads to an in-

crease in model error, as this implies that the model was dependent on the feature for its predic-

tion and vice versa [187]. PDP is a graphical representation, which is also for global explanation.

PDP can visualize relationship between a feature and the predictions of a black-box model [182],

thus offering insights into how changes in a feature affect the model output. SHAP is a method

for both global explanation and local explanation by computing an additive feature importance

for each prediction. These methods allow for high flexibility on model types. However, they are

normally computationally intensive as the size and dimensionality of input samples increase.

2) Model-specific explainability

Model-specific explainability is tailored to explain mostly neural networks with local explana-

tion. It often involves leveraging knowledge about the model’s design. The neural works applied

with model-specific explainability can be categorized into three types: CNN, Multi-layer neural

network and RNN [178].

CNNs. In fact, model-specific explainability for CNNs has already been introduced in Chapter

3, specifically in Section 3.3.3, where techniques for visualizing CNN decisionswere discussed for

building trust on CNN-based intelligent systems. For more details, please refer to the preceding

chapter.

Multi-layer Neural Network. Multi-layer neural network is a common and simple type of

neural network, which containsmultiple layers of interconnected neurons. Model-specific explain-

ability for multi-layer neural network includes propagation-based explainability, and gradient-

based explainability. Propagation-based explainability techniques consider prediction as the out-



Methodology 86

put of a computational graph (the neural network), and generate explanation by progressively

redistributing the output in the lower layers [191]. This technique involves analyzing the for-

ward and backward passes of the network to trace the influence of input features on themodel’s

predictions. Typical examples include layer-wise relevance propagation (LRP) [192] and DeepLift

[193]. Thesemethods often alignwell with the structural components of neural networks, which

makes it easier to explain how different layers and neurons contribute to the final prediction.

Gradient-based explainability techniques leverage the gradients of the model prediction with re-

spect to its inputs to understand the influence of input features on the predictions. These tech-

niques focus on identifying which input features or data points had the most significant impact

on the model’s decisions. Examples of gradient-based explainability for multi-layer neural net-

work include Integrated Gradient [194], saliency maps [107], etc. However, gradient-based ex-

plainability for multi-layer neural network might not provide as intuitive visual explanations as

gradient-based explainability for CNN, which can be a difficult to check whether the explanation

is correct.

RNNs. RNNs are well known for their ability to capture long-term dependencies, thus widely

used for natural language processing and time series analysis [178]. Fortunately, model-specific

explainability techniques for multi-layer neural network like LRP and Integrated Gradients can

also be adapted for RNNs with some adjustments. Then here we only introduce explainability

techniques only specialized for RNNs. An explainability technique commonly used for RNNs is

the attention mechanism. This method assigns different attention weights to each element of

the input, allowing the model to concentrate on the most important parts of the input sequence

[183].

5.4 Methodology

In the case of our task, the input data involve three modalities: images, tabular data, and time

series data, which poses many difficulties: how to address the problem of heterogeneous data;

how to capture meaningful multimodal representation; how to provide an interpretation of these

modalities. Targeted at such problems, Multimodal GAF-SE-Transformer is proposed. In this sec-

tion, we first revisit GAF, SE and Transformer as a warm up, then introduce the framework of the

proposed model in details including the elaboration of the twomajor steps: unimodal representa-

tion andmultimodal fusion. Next, three explainability techniques, including attentionmechanism,

SHAP, feature permutation, were compared to evaluate the importance of features. By examin-

ing feature importance rankings from these explainability techniques, we can identify influential

features, whichmight possibly be root causes. On the other hand, it enables us to prune the input

features, thus decreasing computational cost.
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5.4.1 Revisiting

Revisiting GAF

Exploring temporal data for hiddenpatterns, relationships, and structureshasbeena long-standing

challenge in time series analysis and feature engineering. In the context ofDeep Learning, it is na-

ture to choose RNNs, including variants like LSTM, to extract representation of time series data

by capturing temporal dependency. However, these methods are often difficult to train since

they are sensitive to noise, which affects the reliability of the network [195]. In this study, to

take advantage of the powerful feature extraction capability of CNN, we turn to ‘visually’ ana-

lyze time series data, encoding time series into images before passing time series to the model.

One powerful approach that can encode time series data in images is GAF [196]. GAF is a novel

representation technique that transforms time series data into images that can be both visually

interpreted and analyzed, thus offering an alternative perspective on time series analysis. The

concept of GAF is to represent time series data in a polar coordinate system instead of the tra-

ditional Catesian coordinate system by encoding the value as the angular cosine and the time

stamp as the radius. Given a univariate time series X = {x1, x2, .., xn} with N observations. X

is first scaled in the interval [-1, 1] or [0, 1] by MinMaxScaler. The rescaled time series X̃ is then

encoded in a polar coordinate system, as seen below.
ϕ = arccos (x̃i), x̃i ∈ X̃

r = ti

N
, ti ∈ N

(5.1)

Where ϕ and r represent the angle and distance in the polar coordinate system, respectively, and

ti is the timestamp. The temporal dependency can be identified by computing the trigonomet-

ric sum/difference between each point, which are Gramian Summation Angular Field (GASF) and

Gramian Difference Angular Field (GADF), as defined in Eq 5.4 and Eq 5.3.

GASF (i, j) = cos(ϕi + ϕj) (5.2)

GADF (i, j) = sin(ϕi − ϕj) (5.3)

Where GASF (i, j) and GADF (i, j) denote the element (i, j) − th in the GASF matrix and

the GADF matrix, respectively. GASF emphasizes cumulative patterns and periodicity, whereas

GADF concentrates on variations, irregularities, and non-periodic patterns. Given that the length

of the original time series is n, the Gramian matrix is of size n × n, which makes the GAFs large.

Therefore, PiecewiseAggregationApproximation (PAA) is normally used to reduce the size of data

before transformation with GAFs as well as to smooth the time series [196].
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Figure 5.5: Illustration of the encoding map of GASF and GADF [196].

By transforming time series into image-based representations with GAF, the strengths of

CNNs and other image processing techniques can be leveraged to extract meaningful patterns

and relationships. Hence, in this work, we employ GAF to extract the representations from time

series data.

Revisiting SE

SE, an attention mechanism, was firstly proposed by [175] to improve the quality of CNN rep-

resentations by explicitly capturing the channel-wise dependencies between convolutional fea-

tures. The channel-wise dependencies are quantified by the nonlinear attention assigned to each

channel, representing the channel-wise importanceweights. Thenonlinear attention is thenused

to rescale the input representations, emphasizing important channels and suppressing less impor-

tant ones [175].

Figure 5.6: Illustration of the architecture of the SE module [175].

The structure of SEmodule is represented in Figure5.6. SEmodule consists of twooperations:

squeeze and excitation. Suppose that X ∈ RC×H×W denotes the input representations having
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C feature maps with each spatial dimension of (H , W ). The squeeze operation is performed by

shrinking the input representations X through its feature map dimension with average pooling,

such that the c− th output representation Yc from the squeeze step is computed by:

Yc = 1
H ×W

H∑
i=1

W∑
j=1

Xc(i, j) (5.4)

In excitation step, Y ∈ RC fed to a bottleneck with two fully-connected (FC) layers with the

non-linearity. Then the channel-wise attention weights S are given by Eq 5.5:

S = σ(F2(ReLU(F1(Y)))) ∈ RC (5.5)

Where F1 is a dimensionality-reduction FC layer with reduction ratio 2. F2 is a dimensionality-

increasing FC layer, which can return the intermediate output to the channel dimension. σ is an

activation function.

Finally, the enhanced output representation can be obtained by reweighting the input repre-

sentations X with the channel-wise attention S:

X̂ = S⊙X (5.6)

Where⊙ denotes channel-wise multiplication.

Compared with the input representations, the final output of the SE block has adaptively re-

calibrated representations. Hence, in this work, we consider utitilizing SE module to well fuse the

unimodal representation. In addition, its ability to amplify informative features can shed light on

the interpretability analysis on revealing feature importance. Therefore, the explainability analy-

sis of SE will also be discussed.

Revisiting Transformer

Transformer was first proposed in 2017 to address the limitations of RNNs in sequatial modeling

tasks [197]. Benefiting from a self-attention mechanism, Transformer achieves state-of-the-art

on a variety of NLP tasks and is currently the leading force in NLP domains [152].

Themodel architecture can be seen in Figure 5.7. The Transformer consists of twomain com-

ponents: the encoder and the decoder. The encoder processes the tokenized input sequence,

while the decoder generates the output sequence [197]. Both components are composed of

multiple layers, with each containing a multi-head self-attention mechanism and feedforward

neural networks [197]. The self-attention mechanism, also named ”Scaled Dot-Product Atten-

tion” [197], is the heart of the Transformer, allowing for the modeling of complex relationships
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Figure 5.7: The architecture of the Transformer [197].

and dependencies within sequences. Assume that X = (x1, x2, .., xN ) ∈ RN×d is an input se-

quence with N tokens, each with a d-dimensional vector. In order to take advantage of the order

of the sequence, the input sequence is usually processed with position encoding, which can be

done through either summation or concatenation [152], as seen in Eq 5.7.

X̂ = PE(X, PositionEmbedding) ∈ RN×d (5.7)

Where PE denotes the positional encoding.

After processing, X̂will go through three projectionmatrices in the self-attentionmechanism,

resulting in threeembeddingsQ ∈ RN×dq , K ∈ RN×dk , dq = dk andV ∈ RN×dv , namelyQuery,

Key and Value, respectively.

Q = X̂WQ (5.8)

K = X̂WK (5.9)
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V = X̂WV (5.10)

Then self attention Z can be computed by Eq 5.12:

Z = softmax(QKT

√
dk

V) (5.11)

Self-attention enables each element to take into account all the other elements, thus en-

coding each input as a fully-connected graph in topological geometry space [152]. In practice,

self-attention is performed with multiple self-attention sub-layers arranged in a parallel way and

their outputs would be concatenated and projected using a linear projection matrix W O .

Z = concat(Z1, .., Zh)WO (5.12)

Where Zi = softmax(QiK
T
i√

dki

Vi). With each head focusing on different aspects of the input

sequence independently, it can allow the Transformer to generate richer representations of the

input sequence. In thiswork, considering its powerful capability inmodeling complex relationships

and dependencies within the input, Transformer will be used for fusing unimodal representations

from different modalities.

5.4.2 Model overview

For this task, we attempt to extract the representations from these three modalities: images,

table data and time series data and then aggregate the discriminative information from the uni-

modal representation with a SE module and Transformer. Specifically, for the extraction of time

series representation, GAF is employed for encoding time series attributes to images, whichwould

be subsequently processed by a CNN. Finally, the proposed model would be analyzed in terms

of interpretability based on SHAP. The overall framework of the proposed Multimodal GAF SE-

transformer can be seen in Figure 5.8, which consistsmainly of two parts: representationmodule,

multimodal fusion module.

Assume that X = {Ximg
i , Xtab

i , Xtime
i , |i = 1, 2, ..., N} is the input data in the dataset for

themoisture level predictorwith a size ofN . Then the input data are fed into representationmod-

ule to extract unimodal representations Zimg
i ∈ RMimg×d, Ztab

i ∈ RMtab×d, Ztime
i ∈ RMtime×d.

Zimg
i = Fimg(Ximg

i ) (5.13)

Ztab
i = Ftable(Xtab

i ) (5.14)

Ztime
i = Ftime(Xtime

i ) (5.15)
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Figure 5.8: The overall architecture of the proposed Multimodal GAF SE-transformer.

Then the unimodal representationswere concatenated intoZ ∈ R(Mimg+Mtab+Mtime)×d, as seen

below:

Zi = Fconcat(Z
img
i , Ztab

i , Ztime
i ) (5.16)

Then the concatenated representations would be processed with a SE module to fuse the repre-

sentations while aggregating the discriminative information.

ZSEi
= FSE(Zi) ∈ R(Mimg+Mtab+Mtime)×d (5.17)

Then the fused representations would be further fused with a Transformer encoder to learn

cross-modal interactions.

ZT ransEi
= FT ransE(Zi) ∈ R(Mimg+Mtab+Mtime)×d (5.18)

Finally, the output representations from the Transformer encoder would be fed into a MLP to

generate a prediction of the moisture level. The the parameter set of the proposed model would

be optimized using a loss function L:

ŷi = FMLP (ZT ransEi
) (5.19)

Θ = argmin L(ŷ, y) (5.20)

Where Θ are the parameters of the proposed model that need to be optimized.

There are various losses for tackling regression problems, such as Mean Square Error (MSE)

loss, Mean Absolute Error (MAE) and Huber loss [198]. MSE loss is the most common loss for re-

gression. MSE is differentiable, making it suitable for a fast convergence of the model. However,

due to the property of squaring, MSE penalizes the outliers heavily, which, on the other hand,
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makes it sensitive to the outliers. Compared to MSE, MAE is more robust to outliers, since it mea-

sures the absolute value of the error. However, due to non-differentiable nature, it will affect the

efficiency of solving the model [198]. Huber loss [199] is a piecewise function of MSE loss and

MAE loss, thus combining the benefits of both losses [198]. In this work, MSE loss and Huber loss

are considered to optimize the parameters of the proposed model. Their definitions can be seen

below.

LMSE(ŷ, y) = 1
n

n∑
i=1

(yi − ŷi)
2 (5.21)

LHuber(ŷ, y) = 1
n

n∑
i=1
LHuber(ŷi, yi) (5.22)

Where LHuber(ŷi, yi) =


1
2(y − ŷ)2 if |y − ŷ| ≤ δ

δ(|y − ŷ| − 1
2δ) otherwise

(5.23)

The details of the representation module and the fusion module will be discussed in the fol-

lowing.

5.4.3 Representation Module

Since the input data involve diversemodalities with the problem of heterogeneous data, it is nec-

essary to learn from each individual input and form representations in the same representation

space E ∈ Rd, in order to facilitate the subsequent process of multimodal fusion.

Image Representation

In the previous work on oxide classification, we have uilitized a ResNet 50 model to train a multi-

label oxide classifier. Since the trained model has proven that it can effectively classify the oxide

types, this implies that the model has well learned the representation of the images with oxides.

Hence, the trained oxide classification model is employed to extract the image representations.

The hidden layer of themodel before the classification head is chosen as the representation layer,

yielding a vector r ∈ R2048 for each image. Subsequently, a trainable linear layer is used to project

the image features to the representation space. The image representations for each image is

given by Eq 5.24:

vimg = Wimgr + bimg (5.24)

Where Wimg ∈ Rd×2048 and bimg ∈ Rd are weight and bias in the trainable linear layer.

If Mimg > 1, then a concatenation of the image representations would be needed. The final

image representation would be Vimg ∈ RMimg×d.
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Tabular representation

Note that the tabular data contain multiple categorical and numerical features. Different fea-

tures may originate from distinct distribution, thereby requiring a heterogeneous representation

approach [200, 201]. For each categorical feature, we use a simple look table, which is commonly

used for word embedding, to represent categorical features. Each numerical feature is indepen-

dently projected to representation space E ∈ Rd through a separate fully connected layer. The

tabular representation for a tabular attribute t is given by:

vtab
t =

Wcat
t et + bcat

t if t is a categorical attribute

Wnum
t t + bnum

t otherwise
(5.25)

Where et ∈ Rnt is one-hot vector for t categorical feature with nt categorical options. Wcat
t ∈

Rd×nt and bcat
t ∈ Rd are weight and bias in the trainable embedding layer for t categorical fea-

ture. Wnum
t ∈ Rd and bnum

t ∈ Rd are weight and bias in the trainable fully connected layer for

t numerical feature.

The final tabular representation would be the concatenation of categorical representations

and numerical representations.

Vtab = [vcat
1 , ..., vcat

Mcat
, vnum

1 , ..., vnum
Mnum

] ∈ RMtab×d (5.26)

Where Mtab = Mcat + Mnum.

Time series representation

In this work, both GAF and CNN are employed for representing time series data. Assume that a

time series attribute in i − th production run ttime = {t1, t2, ..., tni
} with the length of ni. Dif-

ferent production runs may have various time spans, making ni a variable. Though PPA in GAF

can help reduce the size of time series data into the same GAF size, the smoothed GAF encoding

maps of the time-series with varying length might have different resolutions, which may poten-

tially the representation learning of the subsequent model. Therefore, in this work, we first unify

the length of all time series attributes among different runs. If the time series length is longer

than the predefined length, then the extra part of the time series will be truncated off. Other-

wise, if the time series length is shorter than the predefined length, then the times series will be

paddedwith the time series from a previous preparation phase and the paddingwould be inserted

in the beginning of the time series. After the truncation and padding, each time series is scaled
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in the interval [-1, 1] by MinMaxScaler, as seen in Eq 5.27.

ttime
scaled = ttime −min(Ttime)

max(Ttime)−min(Ttime)
× 2− 1 (5.27)

Where Ttime is the concatenation of the time series attribute t from N production runs. Ttime =
{ttime

i , ttime
i , .., ttime

N }with a total of N observations of production runs.

After thepre-processing, each timeseries attributehas the same length t̂time = {t̂1, t̂2, ..., t̂m}
wherem is the predefined time series length. Since the length of time series data determines the

size of generated GAF image, PPA is empolyed to downsample the time series. PPA divides the

time series intoSGAF bins, corresponding to the desired size of GAF image and extracts the aver-

ageofeachbin [196], resulting in thedownsampled timeseries attribute t̂time
P P A = {t̃1, t̃2, ..., t̃SGAF

}.
Then each time series attribute is encoded into a polar coordinate system. GASF, which is more

commonly used, is adopted to map each time series attribute into a two-dimensional image I ∈
RSGAF ×SGAF .

ϕi = arccos (t̃i), t̃i ∈ t̂time
P P A

ri = i

SGAF
, i ∈ SGAF

GASF = [cos(ϕi + ϕj)] ∈ RSGAF ×SGAF

(5.28)

Thereafter, the subsequent process follows the procedure to obtain the image representa-

tion. Considering the presence of multiple time series attributes and small sizes of the dataset

which is prone to overfitting, a pre-trained ResNet18 instead of ResNet50 is employed as the

shared backbone for extracting image representation, which yields a vector rGAF ∈ R512 for

each image input. Time series attributes may come from distinct distributions, necessitating a

heterogeneous representation strategy. Therefore, following the step in obtaining tabular repre-

sentation, the image representations of each time series attribute are independently projected

into the same representation space E ∈ Rb as other modalities using a separate fully connected

layer.

vtime = WtimerGAF + btime (5.29)

Where Wtime ∈ Rd×512 and btime ∈ Rd are weight and bias in the trainable linear layer.

The final time series representation would be:

Vtime = [vtime
1 , vtime

1 , ..., vtime
Mtime

] ∈ RMtime×d (5.30)
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5.4.4 Multimodal Fusion Module

After the extraction of representations from each modality, the fusion step is necessary to ag-

gregate discriminative information from individual representations to createmore comprehensive

representations for regression analysis. In this work, considering the fusion capability of the SE

module in channels and the cross-modal interaction capability of the Transformer, multimodal fu-

sion is done by an SEmodule and a Transformer encoder. Besides, while the complex architecture

of Transformer makes it challenging to interpret, the SE module is also considered to increase the

transparency of the model by inspecting the attention weights. Their details can be seen below.

Fusion by SE Module

Before multimodal fusion, a simple concatenation is performed on image representations Vimg ,

tabular representations Vtab and time series representations Vtime, resulting in the initial multi-

modal representationV = [Vimg, Vtab, Vtime] ∈ RM×d, M = Mimg+Mtab+Mtime. In order to

adapt the input shape requirement of the SE module, the multimodal representation V ∈ RM×d

is extended to V ∈ RM×d×1. Then SE module is applied on the multimodal representation with

the following squeeze step and excitation step.

• Squeeze step. Average pooling is utilized to compute the channel-wise representation

from global view.

Yc = 1
M × 1

M∑
i=1

1∑
j=1

Vc(i, j) (5.31)

• Excitation step. To capture channel-wise dependencies of the multimodal representa-

tion, a bottleneckwith two FC layers are employed to compute the channel-wise attention,

which would then be used for recalibrating the original multimodal representation.

S = σ(F2(ReLU(F1(Y))))

VSE = S⊙V
(5.32)

In this way, each attribute is viewed as a feature map. By modeling the dependencies be-

tween channels in the multimodal representation and adjusting the importance of different at-

tributes, the subsequent network can focus more on informative attributes while suppressing

those that are less relevant.
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Fusion by Transformer Encoder

Transformer iswell-knownfor its strong capability in capturing the intricatedenpendencies among

the input due to the self-attention mechanism. In addition, Transformer can represent each tok-

enized input as a fully-connected graph in a topological geometry space [202]. This trait offers

the Transformer high flexibility and compatibility with various modalities [152]. Hence, in this

work, a Transformer encoder is employed to capture cross-modal dependencies and to create a

fused representation that combines the strengths of each attributewhile respecting their unique

characteristics.

The representation from the SEmodule is first processedwith a learnable position embedding

PE by summation to retain the positional information of the input.

Z = VSE + PE (5.33)

The resulting representation from postition embedding is then served as the input to the Trans-

former encoder. In this study, we employ the Transformer architecture based on the one utilized

in Vision Transformer [203]. This architecture is composed of alternating layers of multihead

self-attention followed by MLP blocks[203]. Each MLP block contains two layers with a GELU

non-linearity. The fused representation is finally obtained by extracting the averages on each

channel of the final layer of the Transformer representation.

Z
′

l = MHSA(LN(Zl−1)) + Zl−1 (5.34)

Zl = MLP (LN(Z
′

l)) + Z
′

l (5.35)

ZT ransE = 1
M

M∑
m=1

Zm
L (5.36)

Where l = 1, 2, ..., L. LN denotes the Layernorm layer. ZT ransE is the output representation of

the Transformer encoder.

Then the representation from the Transformer encoder would be fed to the final MLP head to

generate the estimate of moisture level. The MLP head consists of an LN layer and a linear layer.

ypred = FC(LN(Z̃T ransE)) ∈ R (5.37)

5.4.5 Explainability Analysis

This work is more interested in what the model has learned, which can potentially provide us with

insights into the root causes of the high moisture level in the FZ chamber. Therefore, this sec-
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tion aims to measure how much a given attribute matters for model predictions, supposing that

the model has achieved satisfactory performance. To this end, XAI techniques are employed to

increase the transparency of the model. Specifically, attention-based method supported by SE

module, feature permutation and SHAP are compared.

Attention-based Explainability

Since SE module can directly output the importance scores for each channel for each sample, the

averaged important scores for each attribute over all data samples are extracted. Supposing A is

the attention weight extracted from the squeeze step in the SE module. The global importance

score for i− th Pi can be computed by Eq 5.38:

Pi = 1
N

N∑
j

Aij (5.38)

Feature Permutation

Feature Permutation is amodule-agnostic explainability technique that can break the connection

between the feature and the true label [187]. In feature permutation, the importance of a feature

is determined by the rise in the prediction error of themodelwhen the values of the single feature

are randomly shuffled [188]. Assume that the original model error is ebase. By shuffling the values

of the i− th feature/attribute and feeding the new dataset to the model, the model error ei can

be obtained. The importance of the i− th feature Pi can be determined by comparing ebase and

ei, as expressed in Eq 5.39.

Pi = ebase − ei (5.39)

SHAP explainability

SHAP is a model-agnostic method which is solely based on the inputs and outputs of the model

instead of themodel performance. SHAP is based on the idea of cooperative game theory, specif-

ically the concept of Shapley values, to address fair rewards among players [204]. SHAP extends

this concept to themachine learning field by viewing the inputs as the players and the outputs as

the total payoff. The core idea of SHAP is to compute the average contribution of each feature

across all potential combinations of features, considering their interactions and dependencies.

In this work, considering the heterogeneous properties of the input data, we apply SHAP on the

concatenation of unimodal representations V with M input tokens. Then the contribution of the
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attribute i, equivalent to the Shapley value ϕi, can be given by Eq 5.41:

ϕi =
∑
S\i

|S|!(M − |S| − 1)!
M !

[v(S ∪ {i})− v(S)] (5.40)

Where S denotes a subset of the input tokens, v(S) represents the model output given by S . |S|
is the number of tokens in S .

By averaging the Shapley values over the dataset with size of N , global importance scores

for the input attributes cna be obtained. 5.41:

Φi = 1
N

N∑
j

ϕj
i (5.41)

5.5 Experiments

5.5.1 Dataset and Preprocessing

The data set used is based on the dataset used for root cause analysis in Section 3.8, which

contains 387 samples, with each sample having 27 relevant factors (oxygen and moisture level

excluded but image added in input factors). The dataset was then split in a random but stratified

fashion until 80% and 20% of the dataset were in the training split and test split, respectively.

The reason why we did not set a validation split is that the dataset size is extremely small, and

thus a cross-validation would be employed during training. Following the preprocessing proce-

dures in oxide classification, all images were first scaled into [0,1] by dividing by 255, and then

normalized into the range [-1, 1] by utilizing the mean of 0.5 and the standard deviation of 0.5.

The continuous tabular data were also normalized by the global average and the global standard

deviation in the overall dataset. In terms of time series data, they were scaled into [-1,1] using

MinMaxScaler.

5.5.2 Baselines and implementation details

The time series representation with GAF, SE module and Transformer are relatively new compo-

nents for the multimodal regression task. Therefore, in this study, we established several base-

lines in order to evaluate their effectiveness, as seen follows. The summary of baseline setup can

be seen in Table 5.1.

• B1: Multimodal LSTM-SE-Transformer. In this baseline, the GAF module is substituted

with a LSTM module in order to evaluate the performance of GAF.
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• B2: Multimodal LSTM-MLP. Compared with B1, in this baseline, the multimodal fusion

module is replaced by a MLP. Both the SE module and the Transformer are removed. The

representations of individual attributes from representation module are first flatten and

then projected into the embedding space E using a MLP block with two hidden layers.

VMLP = MLP (LN(Vflatten)) (5.42)

Where Vflatten ∈ RM∗d, VMLP ∈ Rd.

• B3: Multimodal GAF-MLP. Compared to the baseline of B2 LSTM-MLP, the LSTM in the

time series representation module is replaced by GAF.

• B4: Multimodal GAF-SE. Compared to the proposed model, the Transformer module is

removed in this baseline to test the effectiveness of the Transformer module in fusing the

representation ability. Themultimodal representation from SEmodule reduces their size by

average pooling before feeding into the MLP head.

• B5: Multimodal GAF-Transformer. Compared to the proposed model, the SE module

is removed in this baseline to test the effectiveness of the SE module in enhancing the

representation ability.

• B7: Multimodal GAF-Transformer-SE. The relative order of the SEmodule to the Trans-

former is altered in this baseline. This aims to investigate the influence of the order of the

SE module.

• B7: Multimodal GAF-SE-Transformer (proposed).

Considering the dataset size is extremely small, training hyperparameters may greatly af-

fect the model performance. Hence, for a fair comparison, two hyperparameters: learning rate

l and training batch size b are chosen by 5-fold cross validation over l ∈ {1e−4, 1e−3, 1e−2} and
b ∈ {16, 32} on the training split. Cross-validation is a method that can help to avoid overfitting

and make the most of the available data. The principle of 5-fold cross-validation can be seen

in Figure 5.9. The training split is randomly divided into five subsets, namely five folds. Then the

model is trainedwith given a hyperparamter set for 5 rounds. With each round four foldswould be

selected as train split for training and the remaining fold would be used for evaluation. Then the

predictions would be averaged over 5 validation splits, resulting in the final performance of the

given hyperparameter set. The optimal set of hyperparameters for the model can be determined

by identifying the combination that yields the best performance during cross-validation.

The predefined uniform length for the time series data was set to 450. The GAF image size

SGAF was set to 256. The number of training epochs was set to 200 while the early stopping
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Table 5.1: Baselines setup.

Model
Time Series

Representation
Fusion Module

GAF LSTM SE(←) TransE SE(←) MLP
B1 ✓ ✓ ✓
B2 ✓ ✓
B3 ✓ ✓
B4 ✓ ✓
B5 ✓ ✓
B6 ✓ ✓ ✓
B7 ✓ ✓ ✓

Note:← and

⇒

represent the order the SE module compared with Transformer module.← denotes that SE
module is before the transformer module and vice versa. ↓means that the lower the metric

value, the better the performance.

regularization method [205] was employed to avoid overfitting. We used the Adam optimizer

with (β1, β2) = (0.9, 0.999) and one-cycle policy, with a maximum learning rate of l. Besides, as

mentioned in Section 2.4, the nondeterministic nature of network optimization necessitates a

fixed random seed to obtain repeatable results. To assess the model’s resistance to randomness,

especially when the dataset is small, each experiment was replicated 5 times using 5 different

random seeds (0, 42, 100, 200, 300) and the average and standard deviation of the results were

recorded. The training procedure can be seen in Figure 5.10.

In terms of evaluation metrics, Root Mean Squre Error (RMSE) was employed to evaluate the

model performance. Their details in the computation can be seen in 5.43.

RMSE =

√√√√ 1
N

N∑
i=1

(yi − ŷi)
2 (5.43)

With regard toexplainability analysis, threeexplainability techniques includingattention-based

method, feature permutation and SHAP method were compared. The explainability analysis is

performed based on the proposed model trained with MSE loss, batch size of 32 and maximum

learning rate of 1e-4. All important scores are computed on the test dataset. Fuzzy Jaccard In-

dex (FUJI) [206] was employed to evaluate the similarity of the feature rankings yielded by these

three explainability techniques. FUJI is a scale-invariant similarity measure used to compare two

ranked/ordered lists. Specifically, we used the area under the FUJI curve (FUJI AUC) as the similar-

itymeasure. Besides, it should be noted that there is no ground truth in the explainability analysis,
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Figure 5.9: The principle of 5-Fold cross validation.

Figure 5.10: Training procedure with hyperparameter tuning using cross validation.
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as even for us humans, it remains unclear which features are significant. This poses a difficulty

in evaluating their effectiveness. In this work, the model performance yielded by tok-k features

from the feature ranking generated by these explainability techniques (the rest of the features

were excluded during training) were recorded. It is anticipated that with the inclusion of more

influential features the model performance would be enhanced.

5.6 Results and Discussion

5.6.1 Comparison Results

Figure 5.11: The comparison of baselines results with average and standard deviation.

The comparison results between all the baselines are shown in Tables C.19 and C.20. These

results are also demonstrated in the form of bar charts, as seen in Figure 5.11. In addition, con-

sidering the relatively large uncertainty due to the small dataset and models, one-way Analysis

of Variance (ANOVA) test was also conducted to determine if there were any significant differ-

ences among the performance of the baselines. Considering that there are only five samples in

each group, the Kruskal-Wallis test, a non-parametric test, followed by Dunn’s test for post-hoc

comparison analysis, was employed. Figure 5.12 shows the significance differences between

other baselines with B7, given by the Kruskal-Wallis test followed by a multiple comparison test

(Dunn’s test).



Results and Discussion 104

As seen in Figure5.11, for the baselines trainedwithMSE loss, the averageperformanceofB7

(proposed) outperforms other baselines. However, Figure 5.12 (a) shows that not all baselines are

significantly different fromB7. Specifically, the pairs of B5-B7 andB6-B7 did not showsignificant

differences, suggesting that they have similar capabilities. This may indicate that the addition of

the SE module and the order of the SE module may not contribute significantly to the model

performance. Nevertheless, the significantly higher performance of B7 than B1 suggests that

the effectiveness of the GAF module while the significantly higher performance of B5 than B3

and B4 indicates the effectiveness of the Transformer encoder module in fusing representations

compared with solely using the SE module or solely using the MLP module.

In terms of those baselines trained with Huber loss, B7 (proposed) outperforms other base-

lines in average performance (see Figure 5.11). However, Figure 5.12 (b) shows that B7 did not

significantly outperform B1, B5 and B6. While this confirms theweak contribution of the SEmod-

ule and the order of the SE module, the presence of no significant difference between B1 and

B7 is rather surprising, which might be explained by a larger standard deviation of B1 trainedwith

Huber loss than trained with MSE loss.

Notably, B1-B4 tend to have a large variance in model performance, suggesting that the use

of LSTM in time series representation and the use of solely SE or MLP in representation fusion

might contribute to such variability. Furthermore, the cross-validation results during hyperparam-

eters presented in Table C.5, C.6, C.8, C.10 also confirm that LSTM is vulnerable to vanishing and

exploding gradient problems.

Thepredictions fromtheproposedmodel (Multimodal GAF-SE-Transformer) on the test dataset

are presented and comparedwith the labels in Figure 5.13. Figure 5.14 also illustrates the scatter

plot of prediction values vs. labels. Figure 5.13 shows that the predicted moisture level generally

follows a trend similar to the actual moisture level over production runs. However, there are in-

stances where the model underestimates or overestimates the moisture level. Examining Figure

5.14 reveals this more clearly. In particular, the model tends to overestimate the moisture level

when themeasuredmoisture level is at a low level, while it is likely to underestimate themoisture

level when themeasuredmoisture level is at a high level. Overall, themodel provides a reasonable

estimate ofmoisture level, but itmay require further refinement to improve accuracy, for instance,

increasing the amount of data or involving more relevant potential factors, etc.

5.6.2 Explainability Analysis

Despite the lack of significant difference in the incorporation of the SE module, B7 was still cho-

sen to be the object of explainability analysis, considering the transparency of the SE model. Fig-

ure 5.15 compares the similarity of the feature rankings from SHAP values, Feature Permutation
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(a) MSE loss

(b) Huber loss

Figure5.12: Aheatmap showing the significant differences in theperformanceof thebaselines,
as determined by the Kruskal-Wallis test and Dunn’s test, is presented. No significant difference
is indicated by ’ns’.
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Figure 5.13: A line plot compares the moisture level labels and moisture level predictions from
the Multimodal GAF-SE-Transformer trained by MSE loss under a train seed of 42. The x axis of
the line plot represents the production run and the y axis shows the mositure level.

Figure 5.14: The scatter plot of predictions vs. labels, from the proposed model trained with
MSE loss, batch size of 32 and learning rate of 1e-4.
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Figure 5.15: The similarity matrix of the important scores among three explainability tech-
niques.

values and attention weights, respectively, using FUJI AUC. As seen, the Feature Permutation im-

portant scores appear to be the most similar with SHAP scores, while the similarities between

attention scores and the other two methods are relatively low. We also report the model perfor-

mance yielded by tok-k features (the rest of the features were removed during training) in Figure

5.16. The dashed line represents the baseline model performance using all available features. It

is shown that the model generally performs better with additional top features from the SHAP

method and Feature Permutation, which indicates that both methods can identify the informa-

tive features that contribute the most to the moisture level. These two methods arrive at the

baseline performance at the top-6 features. This information can guide decisions about feature

selection. However, in terms of attention-based method, only slight improvements are observed

in model performance until the model reaches the top-10 features, where a remarkable increase

in performance occurs. This suggests that the additional features except for the 10-th top fea-

ture may not be contributing significantly to the model prediction. On the other hand, this implies

that the explanation ability from attention based method is limited compared to model-agnostic

methods.

The top-10 features ranked by these three explainability techniques are demonstrated in

Figure 5.17, Figure 5.18 and Figure 5.19. Image factor appears in these all rankings. However,

since the image is actually the symptom of high moisture level rather than a cause, it would not

be discussed here. Instead, the image is only used to improve the ability of the model to pre-

dict the moisture level. It is apparent that there is a high degree of convergence in high-ranked
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Figure 5.16: Model performance (RMSE in vertical axis) yielded by top-k features from feature
rankings generated by attention based method, Feature Permutation and SHAP.

features between SHAP method and Feature Permutation method, though with a different in

the feature order. This shared subset of features is particularly informative and represents a

stable set of influential variables for predicting the moisture level. For instance, LeakRateLast,

SPC_PUMP1TIME, SPC_PUMP2TIME consistently appear as highly important in both SHAP and

FeaturePermutationanalysis. Figure5.20visualizes theassociationamongnormalizedLeakRate-

Last, SPC_PUMP1TIME, SPC_PUMP2TIME and moisture level by using a 3D scatter plot. It is ob-

served that a high moisture level tends to occur under conditions of high LeakRate in the last

pump and low pump time. This information guides us to increase the pump time and carefully

monitor the leak rate after the last pump during the preparation of the FZ machine, in order to

avoid high moisture level in the FZ chamber.

The association between Month and moisture level is represented in Figure 5.21, where a

seasonal trend can be observed. In particular, high moisture level tends to frequently occur in

July while during winter the moisture level is relatively low. This implies that the state of the FZ

machine might be sensitive to environmental conditions. Besides, this could also be explained

by maintenance schedules for FZ machines tied to seasonal changes. Machines may be ser-

viced more frequently when they are less intensively used. However, more investigations are

still needed to determine whether the high moisture level is due to machine components or due

to maintenance schedules.

As P8 time series attribute appears in both SHAP and Feature Permutation ranking, Figure

5.22 reports the GASF images of the P8 attribute under different moisture levels. The main diag-
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Figure 5.17: Top-10 important features ranked by SHAP values.

Figure 5.18: Top-10 important features ranked by Feature Permutation values.
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Figure 5.19: Top-10 important features ranked by Attention weights.

Figure 5.20: Data visualization among LeakRateLast (normalized), SPC_PUMP1TIME (normal-
ized), SPC_PUMP2TIME and moisture level (normalized).
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onal of the GASF image illustrates the alteration in time [207]. The pixels that are highlighted in

the diagonal line suggest that they could be near the peak or the lowest point of the time series

data (because GASF = cos(2 ∗ arccos(1)) = 1 or GASF = cos(2 ∗ arccos(−1)) = 1).
Similarly, if a continuous horizontal line and a continuous vertical line around the highlighted

pixel is observed, this correlation indicates that the entire time series is at a relatively high (be-

yond the average) or relatively low level (below the average). However, if the highlighted lines

are disrupted, as seen in Figure 5.22 (e), (f) and (g), the time series may experience a phase

shift from the peak to the lower point than the average, or vice versa, which can be inferred by

GASF = cos(arccos(1) + arccos(−1)) = −1. This indicates that to achieve a moisture level, a

careful focus on the phase shift in the P8 attribute might be necessary.

Figure 5.21: The distribution of moisture level across all months.

However, it should be noted that the results of the explainability analysis reveal only the as-

sociation relationship, which does not necessarily imply casual effects. Association indicates that

there is a relationship between two variables, while causation implies a direct cause-and-effect

relationship between variables [208]. Causation implies association; however, the reverse is not

necessarily true [208]. Therefore, one cannot determine the cause-effect merely on the basis of

the explainability analysis. A deeper level of evidence including experimental designs and theo-

retical understanding is required to uncover a causal relationship.
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(a) 1-st highest moisture
level

(b) 2-nd highest moisture
level

(c) 3-rd highest moisture
level

(e) 1-st lowestmoisture level (f) 2-nd lowest moisture
level

(g) 3-rd lowestmoisture level

Figure 5.22: Comparision of GAF images of P8 time series data at different moisture levels. P8
attributes at low moisture level share a common point: they have highlighted but not continuous
lines, with the disruption indicated by arrows.

5.7 Conclusion

The root cause analysis has revealed that a high moisture level is a major physical factor that

caused the oxide problem. However, the reason why this high moisture level was present in the

FZ chamber is still unclear. Both the FZ machine and the FZ process are complex, making it diffi-

cult to pinpoint the exact cause. To get to the bottom of the problem, it is necessary to trace back

from this physical cause to a higher level of root cause, such as a log-action. Hence, this chap-

ter mainly focuses on the solution of Factors⇒ Root causes, by establishing a moisture level

predictor and performing an explainability analysis. The moisture level predictor aims to estimate

the moisture level at the beginning of the cone phase, based on the potential factors identified

in Chapter 4 along with the FZ images.

Since the input data involve multiple modalities, with each modality associated with a spe-

cific sensor output, the research problem is therefore characterized as a multimodal regression

problem. In this study, a Multimodal GAF SE-Transformer model was proposed for such a multi-

modal problem involving image data, tabular data and time series data to address the problem

of heterogeneous data as well as to jointly learn meaningful representation from these modali-
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ties. Specifically, GAFwas employed for the extraction of time series representation by encoding

time series attributes to images, which would be subsequently processed by a CNN. Then each

attribute in the input data would be transformed to abstract representation by means of CNN or

MLP. The concatenation of these representations would be fed into a fusion module composed

of an SE module and a Transformer encoder module. Finally, the multimodal representation from

the transformer encoder would be fed to the final MLP head to generate the estimate of the

moisture level. In addition, since we are more interested in what the model has learned for the

further root causes of the high moisture level, explainability analysis was carried out by means of

XAI techniques. Specifically, both an attention-based method supported by the SE module and

a model-agnostic method SHAP were employed to measure how much a given attribute matters

for model predictions.

The experimental results showed that the proposed model trained with both MSE loss and

Huber loss can outperform other baselines in average performance, achieving the lowest RMSE

error of 0.4642. However, the statistical test only revealed the effectiveness of the GAF mod-

ule and the Transformer module while no significant difference was observed in the addition of

the SE module and the order of the SE module. In terms of explainability analysis, the similar-

ity test was performed on SHAP method, Feature Permutation and attention based method. It

was found that there is a high similarity measure between SHAP method and Feature Permuta-

tion, while attention-based method appears with relatively similarity measures with other two

methods. This was confirmed by looking into the top-10 features ranked by these three explain-

ability techniques. The effectiveness of these three methods was examined by model perfor-

mance yielded by top-k features. The results showed that SHAP method and Feature Permu-

tation method can generally identify the most important features. Additionally, they reached

the baseline model performance using all available features using top-6 features, which can pro-

vide us insights of feature selection. However, no significant improvement was observed in the

attention-based method with additional top ranking features, which implies the limited explana-

tion ability of attention weights. Nevertheless, the important features ranked by SHAP values

revealed that factors such as month, pump time and leak rate contributed the most to the mois-

ture level, which can guide us to focus on these factors when investigating moisture level.
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6.1 Motivation

The mitigation of the oxide problem is not a one-time task but an ongoing process. As men-

tioned above, the oxide problem within the FZ process is a challenge, as both the FZ process

and the FZ machine are sophisticated. The challenge often results from a combination of intri-

cate factors, including material properties, environmental conditions, and numerous production

parameters and intricate machine settings. A one-time solution or intervention may be effec-

tive in the short term, but it is unlikely to be sufficient in the long term. Addressing the oxide

problem requires constant monitoring and dynamic adaption. Central to this notion is the idea of

continuous learning and improvement. Each cycle of detection, analysis, and action contributes

to a growing body of knowledge about the oxide problem. Over time, the industry would become

more adept at recognizing early warning signs, understanding root causes, and fine-tuning their

mitigation strategies. It is a dynamic process where insights gained from past experiences inform

and enhance future actions, thus fostering an ever-evolving and improving environment.

Therefore, with the acknowledgment of the complexities of the oxide problem and the aspi-

ration to pursue excellence in the process and product quality, a conceptual framework regarding

the dynamic and adaptive strategy to respond to the oxide problem is proposed in this work. The

framework aims at establishing a systematic and methodical approach to proactively address the

oxide issue, with the ultimate goal of assuring product quality, increasing crystal yield, and reduc-

ing cost.

6.2 Related Works

Problem-solving in manufacturing has long been a critical focus to enhance product quality, ma-

chine efficiency, and overall competitiveness. Many manufacturing companies employ Continu-

ous Improvement. When production fails to meet its target, it is essential to have a process to

investigate the issue and come up with a solution in an organized manner. The normal entire
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process of addressing a problem involves recognizing the problem, determining the root causes,

and thenmaking the necessarymanagerial decisions and actions to bring the process to a normal

state [209].

Several problem-solving methodologies have been studied, including Kepner-Tregoe, Plan-

DO-Check-Act (PDCA), and Eight Disciplines (8D). These systematicmethods provide a clear struc-

ture to help improve and discover solutions for responses to a problem. However, these methods

require extensive expert knowledge and experience of team members for the timely detection

of a problem and diagnosis of the problem. Moreover, most traditional problem-solving methods

are reactive. When a similar problem occurs, these problem-solving processes are often repeated

and a new investigation is conducted [210], resulting in higher costs in human resources and pro-

duction inefficiency [124]. Although among these traditional methods there are some proactive

methods that can anticipate potential problems and allow proactive measures to prevent failures

from occurring [211], they tend to be subjective as they rely on the expertise and experience of

team members. With the advancement of digitalization and the growing amount of associated

data, these challenges can be overcome. The abundance of data and the availability of computa-

tional resources enable the paradigm shift from knowledge-driven to data-driven solutions, such

as using data mining and machine learning to make the problem-solving process efficient [124].

Furthermore, data-driven solutions can bridge the gap between problem identification and diag-

nosis by establishing automation of problem detection and diagnosis, allowing rapid responses to

problems as they arise [212, 213]. The analytical capabilities in data-driven solutions particularly

enabled by machine learning can be structured into four stages: Know-What (Knowing what is

happening), Know-Why (Knowingwhy it happened), Know-When (Knowingwhen it will occur) and

Know-How (Knowing how to respond) [43]. The normal diagnostic paradigm for problem-solving

empowered by data-driven solutions involves Know-What, Know-Why, with optional Know-How.

With the advancements of data analytics and computational capabilities, another paradigmof

responding to a problem has been made possible: prognosis, with the aim of predicting when an

abnormal behavior is likely to arise [214], which is equivalent to the analytical capability of Know-

When. Instead of focusing on the past and present states, prognosis emphasizes the forward-

looking way to cope with a problem. Such a concept has been an emerging field applied in the

levels of product, process, machine, and system [43]. Examples include predictive quality con-

trol [52], process characteristics prediction [215], predictive maintenance [216] and predictive

production disturbances [53]. With the timely prediction of abnormal events or variables, prog-

nostics can allow the decision maker to take action in the early stages to minimize the probability

of failure at lower costs [217].

In thiswork, the objective is to offer awell-structured andmethodological framework that not

only provides guidance for discovering problem-solving solutions, but also emphasizes the signif-



Methodology 117

icance of feedback loop enabling continuous improvement. A conceptual data-driven framework

is proposed to provide a quick and efficient response to the oxide issue, taking into account both

diagnostic and prognostic strategies to respond to the oxide problem. As such, our research seeks

to offer a holistic solution for proactively managing the oxide problem, which will be elaborated

upon in the subsequent methodology section.

6.3 Methodology

The proposed conceptual framework for proactively managing the oxide problem comprises two

levels of response: diagnostics and prognostic. Each level of response is structured in ’Four-Know’

stages: Know-What, Know-Why, Know-When, Know-How. The overview of the framework can be

seen in Figure 6.1.

Figure 6.1: The conceptual framework for continuous improvement inmitigating the oxide prob-
lem.

Diagnostics response mainly involves the commonly used systematic analysis: identification

of the problem (Know-What) followed by their underlying causes (know-why) and subsequent

guidance for improvement (Know-How). Know-What in the framework integrates oxide classifi-

cation andmoisture level prediction, serving as the initial screeningmechanism for identifying the

oxide anomalies or high moisture level. It should be noted that Know-What is not limited solely

to the two identification methods proposed in this thesis. It can also be extended to use other

variables relevant to the occurrence of the oxide as detection targets or be operated in near real-

time for ensuring swift and accurate identification. Subsequently, when the oxide problem is

detected, the framework walks into Know-Why for retrieving potential root causes. The poten-

tial root causes can be either retrieved from the ”IF THEN” knowledge database established from
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Association Rule Mining, or retrieved from the features with high local-explainability scores given

by explainability analysis on the moisture level predictor. For instance, the identified oxide types

aswell as the estimatedmoisture level, can be used to search for rules thatmeet the specific con-

ditions within the association rules database. To prioritize and allocate resources efficiently, one

can evaluate the lift values in the identified rules to identify where intervention is most urgently

required. Similarly, one can also turn to explainability analysis to identify the urgent interventions

by choosing the features with high local-explainability scores given by explainability analysis on

the moisture level predictor. The potential root causes are then used to generate recommenda-

tions for process improvements. These recommendations are grounded in a deep knowledge of

the causative factors and the factors influencing predictivemodel decisions. The aim of the diag-

nostics response is to foster ongoing enhancement. Each cycle of detection, root cause analysis,

and action yields knowledge that is incorporated into the response procedure itself, ensuring the

process is continuously improved to mitigate or even preclude the oxide problem.

With the accumulation of knowledge yielded from diagnostic response, the industry would

become more adept at recognizing early warning signs and the underlying causes. As such, the

industry can move on to the next stage of the response, prognostic response. The difference

between prognostic and diagnostic response lies in the identification of the problem. Rather

than concentrating on monitoring the current and past conditions, prognosis puts emphasis on

a forward-looking approach to address an issue. This relies on the capability of Know-When in

forecasting the occurrence of the oxide problem. Know-When can be performed by establish-

ing predictive models that forecast the future behavior of the oxide or moisture level. Then the

decision-maker can either take preventive measures, for instance process termination or mainte-

nance scheduling for FZ machines to reduce costs. The decision-maker can also move to Know-

Why to identify the long-term improvement actions to decrease the probability of oxide occur-

rence. In this way, themanagement of the oxide problem can be transformed into the data-driven

anticipatory approach, allowing the taking of preventive measures in the very early stages.

6.4 Conclusion

The oxide problem is a critical issue in the FZ process. Addressing it is not a one-time task but

an ongoing process. In this work, a conceptual data-driven framework was proposed to provide

a quick and efficient response to the oxide problem and feedback loop for process improvement,

with the ultimate goal of assuring product quality, increasing crystal yield, and reducing cost. The

framework took into account both diagnostic and prognostic strategies to respond to the prob-

lem. Each strategy of response is structured in the ’Four-Know’ stages: Know-What, Know-Why,

Know-When, Know-How. The diagnostic strategy integrated oxide classification and moisture
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level prediction in the cores of Know-What. If an anomaly is identified, the findings of the root

cause analysis in Know-Why would be used to determine potential causes. These potential root

causes can be obtained from the ”IF THEN” knowledge base from Association Rule Mining or

from the features with high local-explainability scores provided by the explainability analysis of

the moisture level predictor. Then recommendations can be drawn from these potential causes

to improve the process. An alternative solution for responding to the oxide problem was also in-

troduced, a prognostic strategy. The prognostic strategy relies on the ability of Know-When to

forecast the occurrence of the oxide problem, thus allowing the decision-maker to take preventive

measures or identify improvement actions to decrease the probability of the oxide occurrence. In

summary, the developed conceptual framework seeks to offer awell-structured andmethodolog-

ical framework that not only provides guidance for discovering problem-solving solutions, but also

emphasizes the significance of feedback loop enabling for continuous improvement.
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7.1 Summary

With the ambition of increasing crystal yield and reducing costs, the research presented in this

thesis aimed to investigate a surface anomaly emerged on polysilicon during Float-Zone crystal

growth process, which turns out to be oxide contamination. The investigation was conducted

in the following steps: Know-What, Know-Why and Know-How. First, the related works for each

technological area were examined to create a starting point for understanding the limitations

and opportunities. Following the establishment of the state-of-the-art, the investigation ad-

dressed a diverse aspects of the oxide problem. The nature and characteristics of the surface

anomaly were analyzed by microstructural material characterization and visual characterization.

Then data-driven Know-What investigation, oxide identification, was conducted by establishing

a multi-label classifier based on the images. To identify the fundamental triggers of the oxide

problem, Know-Why was investigated by conducting a root cause analysis of the oxide problem.

In order to get closer to the heart matter of the oxide problem, a further Know-Why was con-

ducted. A contributor for the oxide problem identified from root cause analysis findings, moisture

level, was selected as the responsible variable of a predictor. After the training of the predictor,

explainability analysis was performed on the predictor for further root cause analysis. Lastly, a

Know-How framework was presented for continuous improvement by integrating the findings

from Know-What and Know-Why. In general, Figure 7.1 presents the overview of the structure

and organization of this thesis following the problem solving framework: Know-What, Know-

Why and Know-How. This PhD project offers an understanding that can be utilized to improve

the Float-Zone crystal growth process with a particular focus on a surface anomaly emerged on

polysilicon during the FZ process, which turned out to be oxygen contamination. The investiga-

tion in this Ph.D. thesis has led to significant insights and advancements in the field of FZ crystal

growth, paving the way for enhanced yield and reliability in this critical industrial process. The

research was organized based on the research objectives outlined in Section 1.3.

What are the nature and characteristics of the surface anomaly and its potential
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Figure 7.1: The overview of the structure and organization of this thesis.

impacts on the product quality or the associated industrial challenges?

The questionwas tackled by conductingmaterial characterization and visual characterization

on the surface anomaly.

Thematerial characterization suggests that the high contrast observed in the FZ imageswith

surface anomaly is due to oxidation, as well as the dissolution and evaporation of the oxygen.

Typically, the dark part near the melt edge in the high-contrast image shown in Figure 2.2, corre-

sponding to thewhite surface in thepolysiliconpart, is the silicon itselfwithout observingoxygen.

On the contrary, the colored region beyond thewhite surface on the polysilicon sample is enriched

with oxygen atoms on its surface. The presence of its color indicates the thickness of the oxide

layer. These results reveal that the oxidation might have occurred in the very early phase. As the

oxide layer approaches the heater, part of the oxide layer is dissolved at high temperature and

finally evaporates in the form of SiO, resulting in high-contrast appearance in the FZ images.

Visual characterization was performed on FZ images gathered from the FZ vision system.

Typically, the surface anomaly is often visually evident in the FZ image from the beginning of the

cone phase and gradually fades before moving to the cylinder phase. This might be due to the

fact that as the FZ process goes from the cone phase to the cylinder phase, the volume of heated

polysilicon increases, thus accelerating the dissolution and evaporation of oxygen. Based on the

experimental observation of the FZ process, the surface anomaly can present in three categories,

including the spot, shadow, and ghost curtain and their characteristics were discussed.

Though the oxide may disappear before the cylinder phase where the crystal product for sale
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are sourced, this does not clear the alarm of threatening crystal yield as the presence of an ox-

ide layer indicates the abnormal FZ chamber condition with the introduction of oxygen. On the

one hand, the introduction of oxygen may impact product quality by promoting the formation of

dislocations within the crystal [73] and resulting in oxygen-related defects. On the other hand,

the abnormal ambient indicates that the FZ machine may be deviating from optimal condition

andmaintenance might be needed. Therefore, it is necessary to optimize both FZ process and FZ

machine by investigating around the surface anomaly or the oxide problem.

What are the key factors that influence the formation of the surface anomaly in

the FZ process, and the practical actions to mitigate the surface anomaly?

In the pursuit of unraveling the complex dynamics of the oxide problem in the crystal growth

process, the root cause analysis of the oxide problemwas performed at two different levels, Fac-

tors⇒ Problem, Factors⇒ Root cause.

In terms of the level Factors⇒ Problem, data-driven association rule mining was employed

to associate the relevant factors with the oxide problem. Specifically, the oxide class is set to be

the consequence of the rules. The results showed that the moisture level inside the FZ chamber

from the early phases is the main key factor that influences the formation of the oxide layer on

polysilicon. It was found that the spot type and the shadow type are strongly associated with

a relatively high moisture level from the early phases compared to the normal process without

oxide. This key finding confirms that the oxide layer has formed before it appears apparently in

FZ images. In addition, the higher water concentration occurring in the spot than in the shadow

type explains the greater thickness of the spot oxide, making it harder to fully transform into

SiO in the beginning of the cone phase, thus leaving a spot appearance. Other factors that might

influence the formationof theoxide includepreparation timeandoxygen level inside the chamber.

However, due to the weak support and confidence of these rules, these would be considered as

opportunities for preventing the recurrence of the oxide problem.

Although a high moisture level has been revealed to be a major physical factor that caused

the oxide issue, the reasons for the high moisture level present in the FZ chamber remain unclear.

On the other hand, taking into account the cost of a moisture sensor, it is not realistic to install

one moisture sensor on each FZ machine. Therefore, to gain a complete understanding of the

root causes of the high moisture level, and to make it possible to monitor moisture level in an

economical way, a root cause analysis at the level of Factors⇒ Root cause was conducted by

establishing a moisture level predictor based on the potential factors identified previously along

with the FZ image. A Multimodal GAF SE-Transformer model was proposed for such a multimodal

problem involving image data, table data and time series data to address the problemof heteroge-

neous data as well as to jointly learn meaningful representation from these different modalities.

Following the development of the moisture level predictor, explainability analysis based on XAI
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was carried out on the predictor, aiming at inspecting what the model has learned, thus providing

insight into the causes of the high moisture level.

Theexperimental results indicated that the proposedmodel, whichwas trainedwith bothMSE

loss and Huber loss, was superior to other baselines in terms of average performance, with the

lowest RMSE error of 0.4642. Nevertheless, the statistical test only demonstrated the effective-

ness of the GAF module and the Transformer module, while no significant difference was seen in

the incorporation of the SE module and the sequence of the SE module. In terms of explainabil-

ity analysis, SHAP method, Feature Permutation and attention-based method supported by the

proposed model were employed for evaluating the importance of each attribute. It was found

that there is a high similarity measure between the feature ranking from the SHAP method and

that from the feature permutation, while the feature ranking from the attention-based method

appears with relatively similarity measures with the other two methods. The effectiveness of

these three methods was examined by the model performance yielded by the top-k features.

The findings indicated that SHAP and Feature Permutation techniques were generally success-

ful in pinpointing themost significant features, whereas the features identified by the attention-

based approach did not appear to be the most influential. Additionally, SHAP and Feature Permu-

tation reached the baseline model performance using all available features using top-6 features,

including Image, Month, SPC_PUMP1TIME, SPC_PUMP2TIME, LeakRateLast andP8 time series at-

tribute. By looking into the association between these features and moisture level, it was found

that high moisture levels typically occur in summer and machine preparation under short pump

time and high leak rate after the last pump. Therefore, these could be transformed into guidance

to lower the moisture level.

How can the knowledge gained be translated into practical guidelines and control

strategies to proactively manage the surface anomaly?

Since the mitigation of the oxide problem is not a one-time task but an ongoing process, con-

tinuous improvement is still needed for preventing the reoccurrence of the oxide problem. Hence,

a framework regarding continuous management of the oxide problem was proposed. The frame-

work embraces the insights from Know-What and Know-Why, which unraveled the characteristics

of the oxide, the contributing factors and their interplay, to provide practical strategies for miti-

gating the oxide problem.

This study proposed a framework that takes into account both diagnostic and prognostic

strategies to address the problem. The framework is structured in four stages: Know-What,

Know-Why, Know-When, and Know-How. The diagnostic strategy includes oxide classification

and moisture level prediction in the Know-What stage. If an anomaly is identified, the root cause

analysis in Know-Why is used to determine potential causes. These potential causes can be ob-

tained from the ”IF THEN” knowledge base from Association Rule Mining or from the features
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with high local-explainability scores from the explainability analysis of the moisture level predic-

tor. Recommendations can then be drawn from these potential causes for improving the pro-

cess. The prognostic strategy, an alternative solution for responding to the oxide problem, relies

on the capability of Know-When in forecasting the occurrence of the oxide problem, allowing for

preventive measures or identifying improvement actions to decrease the probability of the oxide

occurrence. This conceptual framework seeks to offer a structured and methodological approach

to discovering problem-solving solutions, while emphasizing the importance of feedback loops

for continuous improvement.

7.2 Outlook

This research has yielded a wealth of discoveries and insights that offer exciting prospects for

the future of oxygen contamination prevention and FZ process optimization. As we conclude

this thesis, we look ahead with eagerness, recognizing several avenues for further investigation

and advancement.

• Image extension. The current root cause analysis was based on a single image per data

sample. However, this is not sufficient to get a complete view of the polysilicon because

the backside of the polysilicon is invisible on the image. For instance, it could happen that

the polysilicon we observed on the image is normal without any oxide, but the backside

of the polysilicon has a spot or even a ghost curtain. Therefore, with a single image, it is

difficult to conclude the surface state of the polysilicon. Further development that needs

to be done is to involve more frames into the analysis.

• Enhancedmoisture level predictor. First, there is still room for improvement in predictor per-

formance. The high performance of the moisture level predictor can enhance our trust in

the important features identified from the explainability analysis. Gathering more data for

training is an alternative to improve generalization ability of the model. Besides, future re-

search needs to make progress in integrating comprehensive uncertainty into predictions.

At present, the only uncertainty factor taken into account when assessing the model per-

formance is the randomness associated with the model. However, it is also essential to

take into account other uncertainty factors that need to be considered, for instance, the

errors and variability in the input or label data, and the uncertainty that arises from the as-

sumptions or approximations made in the modeling process. Embracing uncertainty as an

integral aspect of the predictions can improve the reliability and robustness of the model

outputs.
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• Further root cause analysis. Though the research has unveiled that the the oxide problem is

associatedwith highmoisture level andhighmoisture levelmaybeassociatedwith high leak

rate and month and pump time. Investigating the underlying reasons for their occurrence

could be alternatives that shed light on practical actions to mitigate or even prevent the

oxide problem.

• Discover the causal relationship between the features and the moisture level. Uncovering

causal relationships requires more than just explainability analysis results, which only show

an association between two variables. To determine a cause-effect relationship, a more

thorough level of evidence, such as experimental designs and theoretical understanding, is

needed [208].

• Industrial implementation. The transition from research to practical application in industrial

settings is an integral next step. Industrial implementation is still necessary to validate the

usefulness and practicality of the suggested data-driven solutions. For instance, to exper-

imentally validate if the most significant features identified do have an effect on moisture

levels or to see whether the suggested actions can help mitigate the oxide issue.

• Deep investigation of the influence of the oxide on the properties. It is still necessary to

delve deeper into the influence of the formation and dissolution of the oxide on the FZ

process. For instance, an investigation of the impact of the oxide on thermal properties

of the polysilicon and the subsequent impact of the melting behavior, or an investigation

of the influence of the oxide that appears on the polysilicon on the growing crystal would

be an alternative. This can serve as a solid foundation for the development of in-process

interventions to dynamically respond to the oxide problem.
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Peer-reviewed journal and conference papers and internal technical reports

Following is a list of the publications and technical reports authored or co-authored by the Ph.D.

student within the duration of the Ph.D. program.

Paper 1: Chen, T., Sampath, V., May, M. C., Shan, S., Jorg, O. J., Aguilar Martín, J. J., Stamer, F., Fan-

toni, G., Tosello, G., Calaon, M. (2023). Machine Learning in Manufacturing towards Industry 4.0:

From ‘ForNow’to ‘Four-Know’. AppliedSciences, 13(3), 1903. https://doi.org/10.3390/app13031903.

Paper 2: Chen, T., Tosello, G., Calaon, M. (2023). Multi-Label Oxide Classification in Float-

Zone Silicon Crystal Growth using Transfer Learning and Asymmetric Loss. (submitted to Journal

of Intelligent Manufacturing)

Paper 3: Chen, T., Tosello, G., Calaon, M. (2023). Closed-Loop Optimization of Ultra-high-

quality Float-Zone Single Crystal Silicon Growth using Deep Learning and In-Line Vision System

for Automated Surface Anomaly Detection. (Ready for submission)

Paper 4: Chen, T., Tosello, G., Calaon, M. (2023). Multi-Modal Moisture Level Prediction in

Float-Zone Silicon Crystal Growth. (Ready for submission)

Paper 5: Chen, T., Tosello, G., Werner, N., Calaon, M. (2022). Anomaly Detection in Float-

Zone Crystal Growth of Silicon. Procedia CIRP, 55th CIRP CMS, Lugano, Switzerland, 29 June- 1

July, 107, pp. 1515-1519. https://doi.org/10.1016/j.procir.2022.05.184.

Paper 6: Chen, T., Tosello, G., Calaon, M. Vision based diameter estimation for continuous

float-zone silicon crystal growth production. Euspen’s 22nd International Conference & Exhibi-

tion. 2022, Geneva, Switzerland, 30 May- 3 June, pp. 419-422.
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Paper 7: Chen, T., Tosello, G., Conrad-Hansen, L., Calaon. Uncertainty evaluation of diameter

measurement in float-zone crystal growth production. Euspen’s 23rd International Conference &

Exhibition. 2023, Copenhagen, Denmark, 12-16 June, pp. 179-180.

List of Co-Supervised Projects

Following is a list of the projects co-supervised by the Ph.D. student within the duration of the

Ph.D. program.

Project 1: Nicolai Skytte Mikkelsen, Detection of Dimsel in Float-Zone Silicon Manufactur-

ing [Bachelor’s thesis]. Department of Mechanical Engineering, Technical University of Denmark,

2021, 48 p.

Project 2: Francesco Tumminello, Deep Learning Monitoring of Float-Zone Crystal Growth

Silicon Production [Master’s thesis]. Department of Mechanical Engineering, Politecnico di Milano,

2022, 79 p.
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B.1 Equiment formaterial characterization of the surface anomaly

Figure B.1: Helios 5 Hydra UX PFIB [218].
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Figure B.2: Quanta FEG 200 ESEM [218].



CHAPTER C
APPENDIX - SUPPLEMENTARY RESULTS

131

C.1 Oxide Identification: Multi-Label Oxide classification

The detailed comparison results of all baselines can seen in Table C.1.

C.2 Root Cause Analysis of the Oxide Problem

The pseudo code of applying FP-Growth for the root cause analysis of the oxide problem can be

seen in Algorithm 1.

The generated Top-20 rules for normal, spot and shadow can be seen in Table C.2, C.3 and

C.4, respectively.

C.3 Moisture Level Prediction and explainability analysis

Tthe detailed cross-validation results of all baselines and the optimial hyperparameters selected

can be seen in Table C.5, C.6, C.7, C.8, C.9, C.10, C.11, C.12, C.13, C.14, C.15, C.16, C.17, C.18.

The comparison of baseline performance with MSE loss and Huber loss can be seen in Table

C.19 and Table C.20, respectively.

The Top-10 feature rankings from SHAP, Attention Weights and Feature Permutation can be

seen in Table C.21, C.22 and C.23, respectively.
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Algorithm 1 FP-Growth application for root cause analysis of the oxide problem

1: Input: Preprocessed dataset D ∈ RN×M . The class-wise support threshold min_sclass.
The absolute confidence threshold min_c. The absolute lift threshold min_l. The maximum
length of rules min_len. List of the oxide types O.

2: Output: Association rules R with their global support, confidence and lift.
3: function FilterDataset(D, target_oxide, oxide_list)
4: Input: dataset D, target oxide target_oxide, oxide list oxide_list
5: Output: Filtered dataset D′

6: Initialize D′ ← D
7: for o in oxide_list do
8: if o = target_oxide then
9: D′ ← {r ∈ D′ | r.oxide_o = 1} ▷ extract the data with the presence of target

oxide
10: else
11: D′ ← D′ \ {D′.oxide_o} ▷ remove the column oxide_o that is not target oxide
12: end if
13: end for
14: return D′

15: end function
16: function PruneRules(R, measure)
17: Input: Association rulesR withLHS, RHS, support, confidence, lift, themeasure us
18: Output: Pruned rules R′.
19: Initialize R′ ← R
20: for rule in R do
21: for subset LHS′ of rule.LHS do
22: if lift(LHS′ ⇒ RHS) > rule.lift then
23: R′ ← R′ \ rule
24: end if
25: end for
26: end for
27: return R′

28: end function
29: Initialize Association rules R← ∅.
30: for o in O do
31: D′ ← FilterDataset(D, o, O)
32: FP _rules← FPGrowth(D′, support = min_sclass, maxLength = min_len)
33: for rule in FP _rules do
34: support← support(rule) (according to Eq. 4.1)
35: confidence← confidence(rule) (according to Eq. 4.2)
36: lift← lift(rule) (according to Eq. 4.3)
37: if lift > min_landconfidence > then
38: R.LHS ← R.LHS ∪ rule.LHS
39: R.RHS ← R.RHS ∪ rule.RHS
40: R.S ← R.S ∪ support
41: R.C ← R.C ∪ confidence
42: R.L← R.L ∪ lift
43: end if
44: end for
45: end for
46: Pruned rules R′ ← PruneRules(R)
47: return R′
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Table C.2: Rules associated with normal type ranked by lift.

LHS RHS Support Confidence Lift
Preparation_time=High, Oxygen_Phase1_Mean=Low normal=1 0.04 0.58 11.88
Preparation_time=High, Oxygen_Phase2_Mean=Low normal=1 0.04 0.56 11.41
Preparation_time=High, Oxygen_Phase3_Mean=Low normal=1 0.04 0.54 10.97
Preparation_time=High, Oxygen_Phase4_Mean=Low normal=1 0.04 0.54 10.97
Preparation_time=High, Oxygen_Cone_Start=Low normal=1 0.04 0.54 10.97

Table C.3: Top-20 Rules associated with spot type ranked by lift.

LHS RHS Support Confidence Lift
Moisture_Phase1_Mean=High, Moisture_Cone_Start=High spot=1 0.30 0.97 1.48

Moisture_Phase1_Mean=High, Machine=35 spot=1 0.30 0.97 1.48
Moisture_Cone_Start=High spot=1 0.32 0.97 1.47

Moisture_Phase3_Mean=High, Moisture_Cone_Start=High spot=1 0.31 0.97 1.47
Moisture_Phase2_Mean=High, Moisture_Cone_Start=High spot=1 0.30 0.97 1.47

Moisture_Phase2_Mean=High, Machine=Machine_35 spot=1 0.29 0.97 1.46
Moisture_Phase3_Mean=High, Machine=Machine_35 spot=1 0.28 0.96 1.46

Moisture_Phase2_Mean=High spot=1 0.32 0.96 1.46
Moisture_Cone_Start=High spot=1 0.32 0.96 1.46

Moisture_Phase3_Mean=High spot=1 0.32 0.96 1.46
Moisture_Phase4_Mean=High, Machine=Machine_35 spot=1 0.28 0.96 1.45

Moisture_Phase4_Mean=High spot=1 0.32 0.95 1.45
Oxygen_Phase1_Mean=High, Machine=Machine_35 spot=1 0.23 0.87 1.32
Oxygen_Cone_Start=High, Machine=Machine_35 spot=1 0.23 0.87 1.32

Oxygen_Phase4_Mean=High, Machine=Machine_35 spot=1 0.22 0.87 1.32
P11_Phase3_Mean=Low, Oxygen_Phase1_Mean=High spot=1 0.24 0.87 1.32
P11_Phase2_Mean=Low, Oxygen_Phase1_Mean=High spot=1 0.24 0.87 1.32
P11_Phase1_Mean=Low, Oxygen_Phase1_Mean=High spot=1 0.24 0.87 1.32
P11_Phase3_Mean=Low, Oxygen_Cone_Start=High spot=1 0.23 0.87 1.31
P11_Phase3_Mean=Low, Oxygen_Cone_Start=High spot=1 0.23 0.87 1.31
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Table C.4: Rules associated with shadow type ranked by lift.

LHS RHS Support Confidence Lift
P14_Phase3_Mean=Low, Moisture_Phase1_Mean=Medium shadow=1 0.31 0.94 1.26
P14_Phase1_Mean=Low, Moisture_Phase1_Mean=Medium shadow=1 0.31 0.94 1.26

Moisture_Phase1_Mean=Medium shadow=1 0.31 0.93 1.25
P14_Phase3_Mean=Low, Moisture_Phase2_Mean=Medium shadow=1 0.30 0.92 1.23
P14_Phase1_Mean=Low, Moisture_Phase2_Mean=Medium shadow=1 0.30 0.92 1.23

Moisture_Cone_Start=Medium, Moisture_Phase2_Mean=Medium shadow=1 0.28 0.92 1.22
Moisture_Phase2_Mean=Medium shadow=1 0.30 0.91 1.22

P14_Phase3_Mean=Low, Moisture_Phase3_Mean=Medium shadow=1 0.30 0.91 1.22
P14_Phase1_Mean=Low, Moisture_Phase3_Mean=Medium shadow=1 0.30 0.91 1.22

Moisture_Cone_Start=Medium, Moisture_Phase3_Mean=Medium shadow=1 0.28 0.91 1.22
Moisture_Phase3_Mean=Medium shadow=1 0.30 0.91 1.21

Moisture_Cone_Start=Medium, Moisture_Phase4_Mean=Medium shadow=1 0.29 0.90 1.21
Process=Process_0, P11_Phase4_Mean=Low shadow=1 0.24 0.90 1.21

Process=Process_0, LeakRateLast=Low shadow=1 0.23 0.90 1.21
Moisture_Cone_Start=Medium shadow=1 0.30 0.90 1.20

P14_Phase3_Mean=Low, Moisture_Phase4_Mean=Medium shadow=1 0.30 0.90 1.20
P14_Phase1_Mean=Low, Moisture_Phase4_Mean=Medium shadow=1 0.30 0.90 1.2
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Table C.5: Cross-validation results of baseline B1 (Multimodal LSTM-SE-Transformer) trained
with MSE loss. The optimal hyperparameters with the lowest averaged validation loss are high-
lighted.

Loss Seed Learning rate Batch size Averaged validation loss

MSE

0

0.0001 16 0.3726
0.0001 32 0.3820
0.001 16 0.4876
0.001 32 0.5725
0.01 16 0.9763
0.01 32 Nan

42

0.0001 16 0.3931
0.0001 32 0.3888
0.001 16 0.6260
0.001 32 0.7492
0.01 16 0.8787
0.01 32 1.0138

100

0.0001 16 0.3047
0.0001 32 0.2957
0.001 16 0.5576
0.001 32 0.5232
0.01 16 0.8444
0.01 32 0.8135

200

0.0001 16 0.3668
0.0001 32 0.3547
0.001 16 0.5290
0.001 32 0.4434
0.01 16 1.0237
0.01 32 0.9237

300

0.0001 16 0.3646
0.0001 32 0.3569
0.001 16 0.5472
0.001 32 0.4477
0.01 16 0.7214
0.01 32 1.1857
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Table C.6: Cross-validation results of baseline B1 (Multimodal LSTM-SE-Transformer) trained
with Huber loss. The optimal hyperparameters with the lowest validation loss are highlighted.

Loss Seed Learning rate Batch size Averaged validation loss

Huber

0

0.0001 16 0.1460
0.0001 32 0.1395
0.001 16 0.2040
0.001 32 0.1921
0.01 16 0.3339
0.01 32 Nan

42

0.0001 16 0.1560
0.0001 32 0.1468
0.001 16 0.2259
0.001 32 0.2277
0.01 16 Nan
0.01 32 0.3435

100

0.0001 16 0.1244
0.0001 32 0.1327
0.001 16 0.2197
0.001 32 0.2419
0.01 16 0.3158
0.01 32 0.3188

200

0.0001 16 0.1324
0.0001 32 0.1575
0.001 16 0.2252
0.001 32 0.1566
0.01 16 0.3480
0.01 32 0.3286

300

0.0001 16 0.1295
0.0001 32 0.1456
0.001 16 0.1897
0.001 32 0.2235
0.01 16 0.3347
0.01 32 0.2859
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Table C.7: Cross-validation results of baseline B2 (Multimodal LSTM-MLP) trainedwith MSE loss.
The optimal hyperparameters with the lowest validation loss are highlighted.

Loss Seed Learning rate Batch size Averaged validation loss

MSE

0

0.0001 16 0.4270
0.0001 32 0.4589
0.001 16 0.3714
0.001 32 0.4132
0.01 16 0.4122
0.01 32 0.3974

42

0.0001 16 0.4248
0.0001 32 0.4418
0.001 16 Nan
0.001 32 0.3899
0.01 16 Nan
0.01 32 Nan

100

0.0001 16 0.4259
0.0001 32 0.4376
0.001 16 0.3556
0.001 32 0.3699
0.01 16 Nan
0.01 32 0.4712

200

0.0001 16 0.4520
0.0001 32 0.4461
0.001 16 0.3575
0.001 32 0.4033
0.01 16 0.4267
0.01 32 0.3871

300

0.0001 16 0.4400
0.0001 32 0.4684
0.001 16 0.3625
0.001 32 0.3743
0.01 16 Nan
0.01 32 Nan
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Table C.8: Cross-validation results of baseline B2 (Multimodal LSTM-MLP) trained with Huber
loss. The optimal hyperparameters with the lowest validation loss are highlighted.

Loss Seed Learning rate Batch size Averaged validation loss

Huber

0

0.0001 16 0.1765
0.0001 32 0.1938
0.001 16 0.1484
0.001 32 0.1569
0.01 16 0.1533
0.01 32 Nan

42

0.0001 16 0.1733
0.0001 32 0.1877
0.001 16 0.1507
0.001 32 0.1602
0.01 16 Nan
0.01 32 0.1642

100

0.0001 16 0.1719
0.0001 32 0.1878
0.001 16 0.1506
0.001 32 0.1630
0.01 16 Nan
0.01 32 0.1519

200

0.0001 16 0.1739
0.0001 32 0.1832
0.001 16 0.1505
0.001 32 0.1580
0.01 16 0.1605
0.01 32 Nan

300

0.0001 16 0.1757
0.0001 32 0.1847
0.001 16 0.1568
0.001 32 0.1677
0.01 16 Nan
0.01 32 0.1501
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Table C.9: Cross-validation results of baseline B3 (Multimodal GAF-MLP) trained with MSE loss.
The optimal hyperparameters with the lowest validation loss are highlighted.

Loss Seed Learning rate Batch size Averaged validation loss

MSE

0

0.0001 16 0.4196
0.0001 32 0.4378
0.001 16 0.3820
0.001 32 0.4139
0.01 16 0.4181
0.01 32 0.4305

42

0.0001 16 0.4257
0.0001 32 0.4531
0.001 16 0.3718
0.001 32 0.3708
0.01 16 0.4194
0.01 32 0.4085

100

0.0001 16 0.4053
0.0001 32 0.4172
0.001 16 0.3759
0.001 32 0.3639
0.01 16 0.4020
0.01 32 0.4146

200

0.0001 16 0.4178
0.0001 32 0.4509
0.001 16 0.3888
0.001 32 0.3791
0.01 16 0.3903
0.01 32 0.7115

300

0.0001 16 0.4245
0.0001 32 0.4338
0.001 16 0.3687
0.001 32 0.4028
0.01 16 0.4090
0.01 32 0.4128
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Table C.10: Cross-validation results of baseline B3 (Multimodal GAF-MLP) trained with Huber
loss. The optimal hyperparameters with the lowest validation loss are highlighted.

Loss Seed Learning rate Batch size Averaged validation loss

Huber

0

0.0001 16 0.1754
0.0001 32 0.1813
0.001 16 0.1637
0.001 32 0.1716
0.01 16 0.1607
0.01 32 0.1677

42

0.0001 16 0.1747
0.0001 32 0.1855
0.001 16 0.1561
0.001 32 0.1631
0.01 16 0.1677
0.01 32 0.1659

100

0.0001 16 0.1701
0.0001 32 0.1807
0.001 16 0.1536
0.001 32 0.1506
0.01 16 0.1715
0.01 32 0.1708

200

0.0001 16 0.1731
0.0001 32 0.1798
0.001 16 0.1630
0.001 32 0.1615
0.01 16 0.1737
0.01 32 0.1658

300

0.0001 16 0.1760
0.0001 32 0.1902
0.001 16 0.1725
0.001 32 0.1597
0.01 16 0.1731
0.01 32 0.1641
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Table C.11: Cross-validation results of baseline B4 (Multimodal GAF-SE) trained with MSE loss.
The optimal hyperparameters with the lowest validation loss are highlighted.

Loss Seed Learning rate Batch size Averaged validation loss

MSE

0

0.0001 16 0.7661
0.0001 32 0.8187
0.001 16 0.8280
0.001 32 0.8447
0.01 16 0.8154
0.01 32 0.8097

42

0.0001 16 0.8030
0.0001 32 0.7924
0.001 16 0.8153
0.001 32 0.8646
0.01 16 1.0149
0.01 32 0.8957

100

0.0001 16 0.8223
0.0001 32 0.7589
0.001 16 0.8179
0.001 32 0.8657
0.01 16 0.8079
0.01 32 0.8866

200

0.0001 16 0.7426
0.0001 32 0.8377
0.001 16 0.8250
0.001 32 0.8234
0.01 16 0.7933
0.01 32 0.9330

300

0.0001 16 0.7853
0.0001 32 0.7738
0.001 16 0.8032
0.001 32 0.9138
0.01 16 0.8729
0.01 32 0.9615
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Table C.12: Cross-validation results of baseline B4 (Multimodal GAF-SE) trainedwith Huber loss.
The optimal hyperparameters with the lowest validation loss are highlighted.

Loss Seed Learning rate Batch size Averaged validation loss

Huber

0

0.0001 16 0.2470
0.0001 32 0.2257
0.001 16 0.2468
0.001 32 0.2580
0.01 16 0.2372
0.01 32 0.2616

42

0.0001 16 0.2389
0.0001 32 0.2537
0.001 16 0.2588
0.001 32 0.2537
0.01 16 0.2418
0.01 32 0.2474

100

0.0001 16 0.2505
0.0001 32 0.2579
0.001 16 0.2416
0.001 32 0.2393
0.01 16 0.2362
0.01 32 0.2450

200

0.0001 16 0.2316
0.0001 32 0.2347
0.001 16 0.2504
0.001 32 0.2302
0.01 16 0.2490
0.01 32 0.2644

300

0.0001 16 0.2446
0.0001 32 0.2370
0.001 16 0.2286
0.001 32 0.2500
0.01 16 0.2430
0.01 32 0.2462
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Table C.13: Cross-validation results of baseline B5 (Multimodal GAF-Transformer) trained with
MSE loss. The optimal hyperparameters with the lowest validation loss are highlighted.

Loss Seed Learning rate Batch size Averaged validation loss

MSE

0

0.0001 16 0.4102
0.0001 32 0.4509
0.001 16 0.7281
0.001 32 0.5616
0.01 16 1.1497
0.01 32 0.9058

42

0.0001 16 0.3756
0.0001 32 0.3914
0.001 16 0.7405
0.001 32 0.6656
0.01 16 0.9909
0.01 32 1.1648

100

0.0001 16 0.3535
0.0001 32 0.3571
0.001 16 0.8212
0.001 32 0.8835
0.01 16 1.0544
0.01 32 1.2016

200

0.0001 16 0.3787
0.0001 32 0.4051
0.001 16 0.8659
0.001 32 0.6761
0.01 16 0.9752
0.01 32 1.0198

300

0.0001 16 0.4322
0.0001 32 0.4354
0.001 16 0.5501
0.001 32 0.6484
0.01 16 1.0994
0.01 32 1.0199
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Table C.14: Cross-validation results of baseline B5 (Multimodal GAF-Transformer) trained with
Huber loss. The optimal hyperparameters with the lowest validation loss are highlighted.

Loss Seed Learning rate Batch size Averaged validation loss

Huber

0

0.0001 16 0.1542
0.0001 32 0.1736
0.001 16 0.2331
0.001 32 0.2793
0.01 16 0.3348
0.01 32 0.3069

42

0.0001 16 0.1528
0.0001 32 0.1566
0.001 16 0.2596
0.001 32 0.2124
0.01 16 0.3345
0.01 32 0.3126

100

0.0001 16 0.1591
0.0001 32 0.1556
0.001 16 0.3285
0.001 32 0.2955
0.01 16 0.3285
0.01 32 0.3692

200

0.0001 16 0.1617
0.0001 32 0.1707
0.001 16 0.3337
0.001 32 0.2218
0.01 16 0.3270
0.01 32 0.3320

300

0.0001 16 0.1722
0.0001 32 0.1681
0.001 16 0.2838
0.001 32 0.1877
0.01 16 0.3279
0.01 32 0.3209
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Table C.15: Cross-validation results of baseline B6 (Multimodal GAF-Transformer-SE) trained
with MSE loss. The optimal hyperparameters with the lowest validation loss are highlighted.

Loss Seed Learning rate Batch size Averaged validation loss

MSE

0

0.0001 16 0.4037
0.0001 32 0.4937
0.001 16 0.9143
0.001 32 0.7764
0.01 16 0.9580
0.01 32 0.9582

42

0.0001 16 0.4491
0.0001 32 0.3993
0.001 16 0.6891
0.001 32 0.6557
0.01 16 1.0727
0.01 32 1.0470

100

0.0001 16 0.3976
0.0001 32 0.4080
0.001 16 0.9623
0.001 32 0.5898
0.01 16 1.0305
0.01 32 1.0447

200

0.0001 16 0.4146
0.0001 32 0.4190
0.001 16 0.8807
0.001 32 0.7124
0.01 16 1.0238
0.01 32 0.9074

300

0.0001 16 0.3975
0.0001 32 0.3774
0.001 16 0.8500
0.001 32 0.6942
0.01 16 1.0768
0.01 32 1.0330
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Table C.16: Cross-validation results of baseline B6 (Multimodal GAF-Transformer-SE) trained
with Huber loss. The optimal hyperparameters with the lowest validation loss are highlighted.

Loss Seed Learning rate Batch size Averaged validation loss

Huber

0

0.0001 16 0.1665
0.0001 32 0.1766
0.001 16 0.3032
0.001 32 0.3176
0.01 16 0.3282
0.01 32 0.3223

42

0.0001 16 0.1644
0.0001 32 0.1573
0.001 16 0.2307
0.001 32 0.3143
0.01 16 0.3411
0.01 32 0.3168

100

0.0001 16 0.1565
0.0001 32 0.1651
0.001 16 0.3894
0.001 32 0.2500
0.01 16 0.3273
0.01 32 0.3223

200

0.0001 16 0.1757
0.0001 32 0.1680
0.001 16 0.2435
0.001 32 0.2874
0.01 16 0.3199
0.01 32 0.3237

300

0.0001 16 0.1639
0.0001 32 0.1635
0.001 16 0.2778
0.001 32 0.2246
0.01 16 0.3478
0.01 32 0.3083
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Table C.17: Cross-validation results of baseline B7 (Multimodal GAF-SE-Transformer) trained
with MSE loss. The optimal hyperparameters with the lowest validation loss are highlighted.

Loss Seed Learning rate Batch size Averaged validation loss

MSE

0

0.0001 16 0.4303
0.0001 32 0.4519
0.001 16 0.5418
0.001 32 0.6209
0.01 16 0.9281
0.01 32 0.9386

42

0.0001 16 0.4429
0.0001 32 0.4400
0.001 16 0.5219
0.001 32 0.5100
0.01 16 0.6659
0.01 32 0.7808

100

0.0001 16 0.3986
0.0001 32 0.4856
0.001 16 0.6433
0.001 32 0.6282
0.01 16 1.0056
0.01 32 1.0551

200

0.0001 16 0.4402
0.0001 32 0.4391
0.001 16 0.5570
0.001 32 0.7938
0.01 16 1.1114
0.01 32 1.0405

300

0.0001 16 0.4122
0.0001 32 0.4483
0.001 16 0.7105
0.001 32 0.5296
0.01 16 1.0449
0.01 32 0.9980
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Table C.18: Cross-validation results of baseline B7 (Multimodal GAF-SE-Transformer) trained
with Huber loss. The optimal hyperparameters with the lowest validation loss are highlighted.

Loss Seed Learning rate Batch size Averaged validation loss

Huber

0

0.0001 16 0.1763
0.0001 32 0.1844
0.001 16 0.2145
0.001 32 0.1784
0.01 16 0.3380
0.01 32 0.3217

42

0.0001 16 0.1774
0.0001 32 0.1811
0.001 16 0.3409
0.001 32 0.2858
0.01 16 0.3135
0.01 32 0.3556

100

0.0001 16 0.1593
0.0001 32 0.1683
0.001 16 0.2688
0.001 32 0.2679
0.01 16 0.3347
0.01 32 0.3578

200

0.0001 16 0.1803
0.0001 32 0.1779
0.001 16 0.2499
0.001 32 0.1765
0.01 16 0.3297
0.01 32 0.3281

300

0.0001 16 0.1623
0.0001 32 0.1790
0.001 16 0.2509
0.001 32 0.2429
0.01 16 0.3234
0.01 32 0.3529
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Table C.19: Comparison of the performance of all baselines using MSE loss with mean and stan-
dard deviation.

Model
Time Series

Representation
Fusion Module

RMSE↓
GAF LSTM SE(←) TransE SE(→) MLP

B1 ✓ ✓ ✓ 0.5482± 0.0680
B2 ✓ ✓ 0.7709± 0.0652
B3 ✓ ✓ 0.6545± 0.0402
B4 ✓ ✓ 0.9040± 0.0893
B5 ✓ ✓ 0.4858± 0.0057
B6 ✓ ✓ ✓ 0.5210± 0.0342
B7 ✓ ✓ ✓ 0.4642± 0.0213

Note:← and→ represent the order the SE module compared with Transformer module.←
denotes that the SE module is before the Transformer module and vice versa. ↓means that the

lower the metric value, the better the performance.

Table C.20: Comparison of the performance of all baselines using Huber loss with mean and
standard deviation.

Model
Time Series

Representation
Fusion Module

RMSE↓
GAF LSTM SE(←) TransE SE(←) MLP

B1 ✓ ✓ ✓ 0.5307± 0.0924
B2 ✓ ✓ 0.7338± 0.0643
B3 ✓ ✓ 0.7566± 0.0701
B4 ✓ ✓ 0.8621± 0.0497
B5 ✓ ✓ 0.4984± 0.0210
B6 ✓ ✓ ✓ 0.5745± 0.0415
B7 ✓ ✓ ✓ 0.4840± 0.0370

Note:← and→ represent the order the SE module compared with Transformer module.←
denotes that the SE module is before the Transformer module and vice versa. ↓means that the

lower the metric value, the better the performance.
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Table C.21: Top-10 important features ranked by SHAP values.

No. Feature Importance Score Feature type

1 Image 0.1521 Image

2 Month 0.1097 Categorical attribute

3 SPC_PUMP2TIME 0.1035 Numeric attribute

4 LeakRateLast 0.1017 Numeric attribute

5 SPC_PUMP1TIME 0.0855 Numeric attribute

6 P8 0.0726 Time series attribute

7 P4 0.0567 Time series attribute

8 C5 0.0520 Categorical attribute

9 LowestChamberPressure 0.0408 Numeric attribute

10 PreparationTime 0.0371 Numeric attribute

Notes: Some feature names are encoded with indexes since they involve confidential
information.

Table C.22: Top-10 important features ranked by Attention Weights from the SE module.

No. Feature Importance Score Feature type

1 P9 0.5750 Time series attribute

2 PolyWeight 0.5645 Numeric attribute

3 LeakRateLast 0.5572 Numeric attribute

4 Process 0.5542 Categorical attribute

5 P14 0.5507 Time series attribute

6 Image 0.5453 Image

7 P12 0.5449 Time series attribute

8 Day 0.5403 Categorical attribute

9 P2 0.5383 Time series attribute

10 SPC_PUMP1TIME 0.5327 Numeric attribute

Notes: Some feature names are encoded with indexes since they involve confidential
information.
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Table C.23: Top-10 important features ranked by Feature Permutation values.

No. Feature Importance Score Feature type

1 SPC_PUMP1TIME 1.8e-04 Time series attribute

2 LeakRateLast 1.7e-04 Numeric attribute

3 Image 1.3e-04 Image

4 SPC_PUMP2TIME 1.2e-04 Numeric attribute

5 Month 7.3e-05 Categorical attribute

6 P8 4.2e-05 Time series attribute

7 Process 3.7e-05 Categorical attribute

8 C5 3.4e-05 Categorical attribute

9 Day 3.2e-05 Categorical attribute

10 LowestChamberPressure 3.1e-05 Numeric attribute

Notes: Some feature names are encoded with indexes since they involve confidential
information.
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Apart from investigating the oxide problem, the author also worked on improving the precision of

the diameter measurements of the growing crystal to reduce costs. The diameter control of the

FZ process is essential for the growth of crystals with good shape and quality [219]. Additionally,

keeping the diameter under control limit can help reduce additional waste and reduce scrap [220].

Consequently, it is necessary to measure the crystal diameter with high efficiency and precision

in order to obtain homogeneous crystal [221]. Unlike other crystal growth techniqueswhere only

indirect measures such as weight-based method or ellipse fitting method [221] are feasible, the

crystal in the FZ process is well observed by a vision system, making the optical-based method

preferred for diameter measurement [219]. With a vision system pointing at a crystal, the crystal

diameter is defined as the distance between two edges of the crystal in the image, as shown

in Figure D.1. The process of diameter measurement typically involves two stages. Initially, the

camera is calibrated to link 2D image coordinates with 3Dworld coordinates [220]. Subsequently,

image processing techniques are used to detect the edge of the crystal, allowing the diameter

to be calculated from the calibration [220]. To ensure reliable estimates of the measured diame-

ter, this research outlines an approach to estimate the uncertainty of diameter measurement in

accordance with the Guide to the Expression of Uncertainty in Measurement (GUM) [222].

Figure D.1: Diameter measurement on digital images in the FZ process [220].
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D.1 Problem Statement

Considering the crystal shape, the measurement of the diameter of the crystal can be simplified

as a cylinder measurement [220]. When the optical axis is set to be perpendicular to the cylinder

axis, and the focus and aperture of the camera are kept unchanged during the measurement

[220], the crystal diameter in the image can be calculated using the pinhole camera model. Due

to the property of the pinhole model, the edges of the cylinder are actually generated by the light

ray that is tangent to the cylinder, resulting in the incorrect measured diameter A′B′ instead of

the true diameter, as seen in Figure D.2.

Figure D.2: Incorrect measured diameter due to the property of pinhole camera model [220].

Therefore, a correction based on the trigonometric principle is necessary to transform the

measured length into the actual diameter, as seen in Eq D.1. The objective of this research is to

measure the diameter of the cylinder with uncertainty evaluation.

Diameter Q3 = Q1sin(θ1) = Q1
Q2√

Q2
2 + (Q1

2 )2
(D.1)

Where: Q1 is the distance between two edge points (in 3Dworld coordinates); Q2 is the distance

between the nodal point of the lens and the origin of world coordinates (in 3Dworld coordinates).
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D.2 Uncertainty Evaluation

The thermal expansion coefficient of silicon is approximately 2.56 × 10−6K−1 [223], which is

quite significant. Nevertheless, due to the intricate thermal behavior of monocrystalline silicon

and the difficulty in measuring the crystal temperature at temperatures higher than 1400 °C, the

uncertainty contribution of thermal expansion is not taken into account in this study. Instead,

a test bench was set up to simulate the crystal growth in a temperature-controlled room. The

measurement procedure starts with calibrating the camera to get the camera-specific parame-

ters. The measuring object is then placed in front of the camera at a fixed distance of 1200 mm.

Feature point detection is performed to identify the edge points of themeasuring object and the

distance between two edge points (Q1) is calculated. Finally, the diameter is adjusted using Eq

D.1. In this study, a test cylinder with a diameter of approximately 203.85 mm (which is similar to

the size of a 8 inch silicon ingot) was chosen as the test sample to evaluate the uncertainty. The

uncertainty contributors in this study were investigated as follows:

Figure D.3: Normal Probability Plot of experimental data.

D.2.1 Bias of the diameter output from the model (Q3)

In order to obtain the bias of the model, we measured a multiple cylinder gauge with diameters

ranging from 5 mm to 150 mm. The deviation error for each diameter of the cylinder gauge is

shown in Figure . The bias of the model is defined as the difference of the averaged 30 mea-

surements from 30 replicated images, against the reference diameter. The χ2 test on deviation

errors gave a value ofχ2 = 139.8 against a confidence interval of 80% from3.49 to 13.36, which

means that the experimental distribution is too different from the normal. The Normal Probability

Plot (NPP G) (as seen in Figure D.3) also confirms the presence of systematic effects. Therefore,

the presence of a systematic effect is evident, and the null hypothesis must be rejected. There

are several reasons could account for the systematic errors:
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• Camera model. The pinhole model is a simplified model for single lens, however the indus-

trial camera used is actually composed by several lenses. It is unavoidable to have errors

when measuring Q1 with the simplified linear model.

• Diameter correction model. As seen in Figure D.1, the correction is based on the assump-

tion of a triangle given by the pinhole model. Besides, it can be observed from the cor-

rection model that the correction would greatly depend on the diameter. In particular, the

corrected diameter will ’shrink’ in larger testing diameters. Therefore, the errors of the cor-

rection model would apparently reflect on the errors in large diameters, as seen in Figure

D.2.

Therefore, regression is used to deduce the pattern of the systematic factor versus the ref-

erence diameter. It is assumed that the trend can be represented by a 3-segment function: a

linear line model for medium-scale diameters, and two parabolic models for smaller and larger di-

ameters. These regression models were used to adjust the systematic biases, leading to residual

errors. The residual errors would be tested by comparing them to the normal distribution to de-

termine if the chosen regression models are acceptable. If the regression models are accepted,

then the bias of the test sample can be determined from the regression models. The regression

results as well as the residuals after correction are reported in Figure D.4 and Figure D.6.

Figure D.4: Regression of the experimental data.

The new test gives a value of χ2 = 11.40 falling in a confidence interval of 80% from 3.49 to

13.36, which means that the null hypothesis can be accepted. The Normal Probability Plot (NPP

G) for the corrected data also confirms this in Figure D.6, which shows that it is alike a straight

line.

Finally, given the regression models, a bias of 2.3 × 10−1 mm for the test cylinder with the

diameter of 203.85 mm was computed. When a rectangular distribution is taken into account, a

bias standard uncertainty contribution of 1.3× 10−1 mm was obtained for the test cylinder.
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Figure D.5: Residuals of the experimental data using the regression models.

Figure D.6: Normal Probability Plot of the corrected experimental data.

D.2.2 Resolution of edge points detection of the camera (Q1)

The feature point detection was carried out on a small Region of Interest (ROI) with a height of

approximately 34 pixels. The measured distances of pairs of points in ROI were averaged as the

final distance of Q1. Therefore, the resolution was tested by measuring Q1 at various heights in

the ROI. The standard deviation of the 34 pairs of points’ distances of 2.7× 10−4 mm was used

as uQ1res
.

D.2.3 Reproducibility of Q1

The reproducibility of the test cylinder is evaluated by taking 30 replicated images andmeasuring

the standard deviation of the Q1 measurement, which is 6.5× 10−4 mm, referred to as uQ1repr
.
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D.2.4 Bias of the measuring distance Q2

The camera calibration provided a distance with an uncertainty of 1 mm. Considering a rectangu-

lar distribution, a bias contribution of 5.8× 10−1 mm was calculated.

Table D.1 summarizes the contribution of the above uncertainty sources. A standard uncer-

tainty of the test cylinder diameter can be evaluated based on Eq D.2. Finally, an expanded un-

certainty U with k = 2 was evaluated to be 0.26 mm.

uc =
√

u
Q

2
3−bias+( ∂Q3

∂Q1
)2(u2

Q1−res
+u

2
Q1−repr

)+( ∂Q3
∂Q2

)2
u

2
Q2−repr

(D.2)

Table D.1: Uncertainty budget of the diameter measurement [220].

Source of uncertainty Symbol Standard uncertainty u Sensitivity coefficient c c2u2

Bias of Q3 uQ3−bias
1.3× 10−1mm 1 1.7× 10−5mm

Resolution of Q1 uQ1−res
2.7× 10−4mm 9.9× 10−1 7.3× 10−11mm

Reproducibility of Q1 uQ1−repr
6.5× 10−4mm 9.9× 10−1 3.6× 10−10mm

Bias of Q2 uQ2−bias
5.8× 10−1mm 1.1× 10−3 4.1× 10−10mm

Combined uncertainty uc 1.3× 10−1mm

Expanded uncertainty U(k = 2) 2.6× 10−1mm

D.3 Conclusion

Diametermeasurement and its uncertainty evaluation is highly important in the FZ crystal growth

production. This study discussed the uncertainty of such measurements, following the Guide to

the Expression of Uncertainty in Measurement (GUM). An experiment was carried out on a test

bench of the FZ process to evaluate the uncertainty of measuring a test cylinder with diameter

of 203.85 mm, using a multiple cylinder gauge. The uncertainty of the measured diameter was

found to be 0.26 mm, without taking into account the uncertainty caused by thermal expansion.
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