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Abstract 

For human settlements all over the world, concrete is commonly used as a con-

struction material for civil infrastructure. The long service life, ranging from 30 to 

100 years or even more, of concrete infrastructure necessitates considering future 

climatic conditions in design, maintenance, and replacement planning. For proac-

tive adaptation and decision-making regarding the maintenance of the infrastruc-

ture that society and the economy depend on, it is essential to understand and ana-

lyse the impact of climate change on concrete infrastructure.  

Over the last few decades, while many studies have focused on concrete infrastruc-

ture deterioration in the literature, limited research has been conducted on the im-

pact of climate change on the deterioration of concrete structures. However, while 

these few studies present the first step to enable designers and decision-makers to 

anticipate the impacts of climate change on concrete infrastructure, the studies and 

frameworks are limited in their capability to mitigate and facilitate proactive adap-

tion, such as optimized material design, increased robustness, and more adapted 

maintenance strategies, etc. This limitation arises from their reliance on simplified 

predictive models with empirical formulas, as well as assumptions about the pro-

cesses involved in the analysis of the impact of climate change on concrete infra-

structure, for example, mass transport mechanisms into concrete, mass flux 

through boundary surfaces, and the integration effect of climate change on con-

crete deterioration. Also, predictive competencies are inadequate due to insuffi-

cient critical physical couplings between mass transport, chemical equilibrium, 

and material properties. To progress beyond the state-of-the-art, science-based 

models for concrete deterioration must be developed considering fundamentals 

and integrated with climate projection models to analyze the impact of climate 

change on concrete deterioration. Therefore, this study aimed to establish a mod-

eling framework that enables designers and decision-makers to provide scientific, 

relevant, and usable knowledge to guide decisions related to climate change im-

pacts.  

A conceptual framework for predicting, mitigating, and adapting to the impacts of 

climate change on the durability of concrete infrastructure was developed, thereby 

enabling the establishment of more robust design approaches as well as more re-

silient and adapted maintenance strategies for existing concrete infrastructures. In-

itially, a multi-species reactive transport model (RTM) was established, including 

mass transport coupled with chemical equilibrium, for predicting the deterioration 
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of cement-based material through pore solution and solid phase changes under dif-

ferent environmental conditions. The prediction of concrete deterioration under 

actual environmental conditions, where concrete infrastructure is located in the 

real field, is more complex and often hardly comparable to results observed in lab-

scale experiments, which may be due to fluctuations of climate conditions with 

time and the complex effect of boundary conditions. Therefore, the developed 

modeling framework was calibrated and tested in two case studies: i) data from the 

Solsvik field station, Norway, including observations of submerged concrete dete-

rioration for more than 16 years, and ii) data from the Danish Technological Insti-

tute field station data, Denmark, including observations of concrete carbonation 

under atmospheric conditions for nearly eight years.  

To account for the impact of climate change on concrete deterioration, the ap-

proach was further integrated with the statistical results of state-of-the-art climate 

models. For this study, the multi-model ensembles of global circulation models 

(GCMs) projections under the very high GHG emissions scenario (RCP8.5), which 

is produced by the Coupled Model Intercomparison Project phase 5 (CMIP5) ini-

tiative, were used to investigate the impact of climate change on concrete structure 

deterioration in the period between 2020 and 2100. To avoid the biases and spatial 

resolution of these global projections that hinder their use in regional applications, 

the multi-model climate projections at high spatial resolution were downscaled to 

local scales using the Delta statistical downscaling method. The downscaled multi-

model climate projections were statistically analysed to determine the uncertainty 

of climate projections, i.e., atmospheric temperature, relative humidity, and tem-

perature and salinity level of seawater. Using distribution parameters from the cli-

mate projection for the RCP8.5 scenario, random samples were generated using 

the Latin hypercube sampling (LHS) technique. Using an integrated modeling 

framework, Monte Carlo simulations were performed to account for uncertainty 

information in the climate projections involved, and subsequently, an analytical 

probabilistic design approach was developed to identify critical climate projection 

outputs driving concrete deterioration in future climate projections. Finally, the 

results from the probabilistic design approach were used to investigate and identify 

more robust design approaches and more resilient and adapted maintenance strat-

egies for concrete infrastructure, anticipating, mitigating, and adapting to the im-

pacts of climate change on material deterioration.  
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1 Introduction 

1.1 Background 

Crucial sets of civil infrastructure form the foundation for a high standard of living 

and facilitate global growth and development [1]. Deterioration of civil infrastruc-

ture (bridges, tunnels, roads, and buildings), together with increasing loads (e.g., 

traffic volume and weight), presents significant challenges to society in most de-

veloped countries [2–5]. Research and experience over the past 20 years show that 

planning, material, and construction costs are often dwarfed by the costs associated 

with deterioration, i.e., costs of inspecting, repairing, and maintaining civil infra-

structure over its useful life [4,6]. Deterioration is affected not just by construction 

methods, material composition, and structural geometry but also by environmental 

boundary conditions [7]. Moreover, climate change may profoundly alter these en-

vironmental boundary conditions, especially over a longer term, changing deteri-

oration processes and consequently affecting the safety, serviceability, and dura-

bility of civil infrastructure. The evidence for the changing climate and its impacts 

is substantial [8]. Climate change is responsible for adverse effects on human 

health [9,10], changes in ecosystem function [11], increases in the ocean [12], and 

atmospheric temperatures [12], as well as more frequent and severe droughts or 

rainfall, fires, and storms. While scientific consensus on trends in global mean 

temperature is strong, the impact of climate change on the deterioration of civil 

infrastructure is unclear to date and may cause considerable environmental and 

economic threats to society. For example, corrosion of reinforcement is identified 

as the leading cause of degradation in reinforced concrete civil infrastructure [13], 

and it consumes more than three percent of the world’s GDP [3]. Corrosion has 

enormous direct and indirect costs; thus, even a slight acceleration of the deterio-

rating processes due to climate change may result in considerably higher mainte-

nance and repair expenses [7]. However, there are currently no proper tools avail-

able for policymakers, designers, or decision-makers to allow them to anticipate, 

mitigate, and adapt to the impacts of climate change on civil infrastructure. 

1.2 Concrete for civil infrastructure 

For a wide range of applications in urban areas, concrete is commonly used as a 

construction material for civil infrastructure. Currently, 4.4 billion tons of cement 

are produced globally each year, but the Chatham House analysis predicts that by 

2050, over 5.5 billion tons will be produced as poorer nations quickly urbanize 
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[14]. For civil infrastructure, concrete material is also easily accessible locally, 

reasonably priced, and has a wide range of applications with excellent material 

properties compared to other construction materials such as wood, steel, etc. More-

over, concrete significantly outperforms other construction materials regarding en-

vironmental sustainability when considering a structure's performance over the 

service life. This is due to concrete's inherent qualities, such as strength, resistance 

to fire, thermal capacity, and durability [15]. In addition, concrete infrastructure, 

such as buildings, bridges, tunnels, roads, offshore structures, etc., must meet so-

ciety's expectations for durability and safety. Concrete’s major weakness is its poor 

tensile strength and lack of ductility. Therefore, steel reinforcement is used to pro-

vide concrete more strength where it is required. When concrete is subjected to 

tensile stress, as it is in beams and slabs, steel reinforcement is used to provide the 

tensile capacity. Additionally, it provides extra shear capacity over and above that 

of the concrete in beams, supplementing the compressive and flexural strength in 

columns and walls [16,17]. Fig 1.1 presents a few examples of the application of 

reinforced concrete (RC) in construction. 

 

Fig 1.1. Different infrastructures with applications of reinforced concrete: (a) Sydney Opera 

House [18], (b) Precast Concrete School in Chicago [19], (c) Hoover Dam [20], and (d) Sheikh 

Zayed Bridge [21]. 

(a) (b)

(c) (d)
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The concrete cover in reinforced concrete structures protects the embedded steel 

reinforcement from corrosion when exposed to harsh environmental conditions. In 

concrete, a high alkalinity pore solution with a pH value between 12.5 and 14 is 

formed when the solution in the pores and solid phases of the typical Portland 

cement reaches an equilibrium state [22]. The high pH value in the pore solution 

facilitates the formation of a passive layer, which acts as a barrier and minimises 

the corrosion of steel reinforcement embedded in concrete [23,24]. However, the 

pH value starts to drop due to ionic ingress into concrete from the service environ-

ment and the rapid dissolution of gaseous CO2(g) into the alkaline pore solution 

during carbonation [4]. As a result of the change in the pore solution's alkaline 

environment, the passive layer becomes unstable [5–7], which is one of the major 

issues with the long-term durability of concrete structures [8–10]. However, rein-

forcement corrosion can be prevented or minimized through the proper selection 

of concrete mix (with low water-to-cement ratios (w/c) or supplementary cementi-

tious materials (SCMs)) and cover thickness for environmental service conditions 

and high-quality construction. By creating a dense pore structure in concrete and 

selecting adequate cover thickness, the ingress of environmental chemical compo-

nents into concrete, such as dissolved and gaseous carbon dioxide, chloride and 

other ions, moisture, and oxygen, can be limited. Also, the ingress may take several 

decades to reach the reinforcement surface [25]. However, following a proper mix 

design for a given environment and maintaining high-quality work is sometimes 

difficult in construction projects. As a result, achieving a dense pore structure of 

concrete and maintaining a proper cover thickness is often compromised in infra-

structure constructions. 

Moreover, the formation of cracks due to autogenous shrinkage, thermal shrink-

age, and service loading is frequently observed in reinforced concrete structures. 

Therefore, the ingress of harmful chemical components from the environment in-

creases through the pores and the cracked surface, which may lead to expedited 

initiation of deterioration [26–28]. For example, accelerated ingress of harmful 

substances has been observed in cracked concrete structures, leading to the initia-

tion of corrosion of embedded steel in concrete as the concentration of ions reaches 

a specific critical threshold value, causing the passive film to be destroyed [29–

31]. Damages brought on by corrosion of steel, such as concrete cracking, spalling, 

delamination, and cross-sectional reduction of the reinforcement, can decrease a 

structure's load-bearing capacity, reduce its aesthetic appeal, and, in the most se-

vere circumstances, result in deadly structural repercussions like failure [5,32,33]. 
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1.3 Climate change 

The advancement of industry opened up many possibilities for the global develop-

ment of human civilization. However, these changes did not come without envi-

ronmental consequences. Moreover, there is considerable concern that anthropo-

genic factors such as economic and population growth, particularly those involving 

greenhouse gas (GHG) emissions, are responsible for climate change [34–37]. Ac-

cording to the latest Intergovernmental Panel on Climate Change (IPCC) report in 

2014 [38], anthropogenic greenhouse gas emissions are at their highest levels ever. 

Comparing the reported value of the overall anthropogenic radiative forcing esti-

mate in the 5th IPCC Assessment Report (AR5) for 2011 to the value in the 4th 

IPCC Assessment Report (AR4), the value increased by 43% [39]. This increase 

results from the majority of GHG concentrations continuing to rise combined with 

an improved estimate of the radiative forcing from aerosols. There is no doubt that 

the climate system is warming, and many of the changes that have occurred since 

the 1950s have never been observed before across decades to millennia. As a result 

of the warming effect of the climate system, rises in sea level as well as a drop in 

relative humidity levels are observed with atmospheric temperature rises. The 5th 

IPCC report also highlighted that the CO2(g) concentration showed an upward trend 

from 280 parts per million in 1750 to 380 parts per million in 2005 [40]. The worst 

case scenario (RCP 8.5) in the 5th IPCC report predicts that the average tempera-

ture will rise by around 4.3°C in 2100 and that the CO2(g) content in the atmos-

phere will likely reach 1000 ppm [39]. The climate system is significantly im-

pacted by these changes, particularly the rise in temperature, carbon dioxide levels, 

and decreases in relative humidity. As a result, these changes may significantly 

affect the durability of concrete infrastructures. In this context, there is currently 

widespread concern about how climate change may affect the durability of con-

crete structures. 

1.4 Concrete structures under climate change 

Over a more extended period, climate change may alter the service environment 

of reinforced concrete structures, accelerating degradation processes, particularly 

causing corrosion damage to steel bars and resulting in corrosion-induced cracking 

and spalling [41,42]. Therefore, the impact of climate change on the deterioration 

of concrete structures is currently considered a crucial problem from the perspec-

tive of the service life of concrete structures.  
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Yoon et al. carried out early research to develop a modified mathematical equation 

to assess the CO2(g) diffusion coefficient in concrete, although the suggested model 

ignores the effect of temperature change on concrete carbonation. The predicted 

results illustrated that carbonation depths would rise as a result of an increase in 

CO2(g) concentrations brought on by a changing climate [43]. Stewart et al. have 

presented advanced probabilistic and reliability-based approaches to predict con-

crete deterioration brought on by the changing climate in Australia. These ap-

proaches take into account variations in the probability of reinforcement corrosion 

and corrosion-induced damage caused by increases in atmospheric CO2(g) concen-

tration, as well as variations in temperature and relative humidity [24,44]. In their 

studies, Stewart et al. predicted that by 2100, the risk of corrosion caused by car-

bonation might increase by 400% in specific regions in Australia. In addition, a 

15% increase in temperature during that same timeframe increases the likelihood 

of damage by chloride-induced corrosion [24]. However, the model used in these 

studies is an approximation, as it does not take into account the time-dependent 

influence of climatic variables like CO2(g)  concentration, temperature, and relative 

humidity. A spatial and time-dependent probability assessment also indicates that 

by 2100, the carbonation-induced and chloride-induced damage risks might in-

crease by 16% and 3%, respectively. This indicates that by 2100, up to one in six 

structures may sustain expensive extra corrosion damage [44]. Lizhengli Peng et 

al. investigate the impact of climate change in three typical Chinese cities using 

the proposed model by Stewart et al. [44]. According to the findings, the mean 

carbonation depths for RC structures in China might increase by up to 45% by 

2100 due to climate change. Additionally, it was predicted that by 2100, climate 

change might increase carbonation-induced damage to RC structures in China's 

temperate or cold temperature regions by 7 to 20% [45]. In order to predict the 

probability of corrosion initiation, the average proportion of corrosion damage, the 

probability of flexural and shear failure of typical RC beams, and the probability 

of failure of a typical pre-stressed concrete bridge over the next 100 years, Jianxin 

Peng et al. [46] used probabilistic approaches to account for uncertainty in material 

qualities, degradation processes, ambient CO2(g) levels, and loads and dimensions. 

They found that the proportion of corrosion damage for RC and Prestressed Con-

crete (PSC) structures is up to 540% more under the worst-case CO2(g) emis-

sion scenario than in the best-case mitigation scenario. In contrast, the probability 

of flexural and shear failure in the worst-case scenario is around 6% and 18% 

greater, respectively, than in the best mitigation scenario [46]. Talukdar et al. [47] 

established a comprehensive carbonation model as a function of time that consi-



6 

 

ders the effects of variations in humidity, temperature, ambient CO2(g) concentra-

tions, and chemical reaction rates to determine the depth of carbonation in unloa-

ded concrete specimens [47]. The influence of climatic variations on the progres-

sion of carbonation-induced corrosion in non-pozzolanic, unloaded concrete for 

two major Canadian cities, Toronto and Vancouver, was examined by Talukdar et 

al. using the proposed model. The impacts might increase carbonation depths by 

around 45% over 100 years, which is predicted to be highly significant. Since Van-

couver has higher relative humidity than Toronto, deeper carbonation levels are 

predicted in Toronto. However, the degradation rates for in-service structures un-

der stress are probably significantly faster [48]. Furthermore, Talukdar et al. have 

proposed a model that considers fracture development brought on by global tem-

perature change when estimating the service life of concrete structural elements. 

Predicted results show that concrete structures built in the year 2000 will begin to 

deteriorate after 30 years of exposure to climate change, while structures devel-

oped in 2020–2030 may need to start designing for climate change-related deteri-

oration. For the worst-case scenario, concrete structures built in 2030 in regions 

where carbonation-induced corrosion might be a problem for a dry exposure 

class (moderate humidity, higher temperatures), it is reasonable to expect that 

buildings will start to exhibit a 15-20-year reduction in their service lifespan as a 

result of climate change, with damage being noticeable 40–45 years after construc-

tion [49]. Guofang Chen et al. proposed a carbonation model considering 

CO2(g) concentrations, temperature, and RH to predict the carbonation depth of 

concrete structures in different Chinese cities [41]. In this study, Chinese cities 

such as Harbin, Qingdao, and Ningbo are selected to represent the regions of se-

vere cold, cold coastal, and temperate coastal climates, respectively. Based on the 

prediction of climate change trends by the 5th assessment report of IPCC and the 

local climate records in different areas, the carbonation of concrete with time over 

the 21st century was projected for the selected cities. The study's main findings 

include that the carbonation rate of concrete buildings is accelerated by climate 

change. In all three cities investigated, the carbonation rate continued to increase 

under the worst-case scenario for emissions, but under the best-case scenario, it 

will peak in the middle of the century before starting to decline. By the end of the 

century, climate change may cause concrete structures in China's regions with ex-

treme cold, cold coastal climates, and moderate coastal climates to sustain an ad-

ditional 20–160 percent of carbonation-induced damage [41]. Jiang et al. [50] de-

veloped a straightforward carbonation model for fatigue-damaged concrete using 

Monte Carlo simulations. In order to account for the time-variant fatigue damage 

and exposure conditions, they proposed an incremental approach. The findings 
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showed that the connection between the square root of service time and the car-

bonation depth would vary as a result of significant climatic changes [50].  

In order to determine the effect of climate on maintenance, repair, and construction 

in ten different countries, Schweikert et al. [51] used a stressor-response approach. 

The analyzed results show that the cost of the effects of climate change on the road 

infrastructure networks of developing countries will be higher relative to devel-

oped countries through 2100, but it will start to happen as early as the 2020s. Com-

pared to the reactive no adapt scenario, proactive adaptation actions can dramati-

cally lower impacts and costs for all countries studied. Moreover, developed coun-

tries must spend a lot of money to respond to or adapt to the effects of climate 

change. For the area of the central Gulf Coast of the United States between Gal-

veston, Texas, and Mobile, Alabama, Savonis et al. [52] conducted a regional eval-

uation of climate change and its possible consequences on transportation networks. 

They concluded from their analysis that rising temperatures will probably result in 

higher operational, maintenance, and construction costs for transportation. In-

creased frequency of intense precipitation events could cause visibility and flood-

ing issues, disrupting transportation networks. 

Moreover, many of the current infrastructure's vulnerabilities to frequent or per-

manent flooding will increase as the sea level rises; 72% of ports, 9% of rail lines, 

and 27% of major highways are constructed on terrain that is 122 cm (4 feet) or 

lower in elevation. Storm damage and service disruption could both increase with 

storm intensity: The majority of the region's main highways (64 percent of Inter-

states; 57 percent of arterials), nearly half of its rail miles, 29 airports, and nearly 

all of its ports are located below 7 meters (23 feet) of elevation, making them vul-

nerable to flooding and potential damage from hurricane storm surge. Using an 

infrastructure model modified to take into account specific climate impacts at 

northern latitudes, such as near-surface permafrost thaw, A.M. Melvin et al. [53] 

quantified the economic impacts of climate change on Alaska public infrastructure 

under relatively high and low climate forcing scenarios [representative concentra-

tion pathway 8.5 (RCP8.5) and RCP4.5]. Additionally, they established first-order 

estimations of possibilities and losses related to coastal erosion and the extension 

of the coastal ice-free season for 12 municipalities. They also assessed how proac-

tive adaptation affected economic implications on certain infrastructure types. Ac-

cording to estimates, the cost of infrastructure-related climate damage without ad-

aptation measures is expected to total $5.5 billion (2015 dollars, 3% discount) for 

RCP8.5 and $4.2 billion for RCP4.5 from 2015 to 2099. This indicates that reduc-
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ing greenhouse gas emissions could save $1.3 billion in damages this century. Dif-

ferent areas of the state saw different distributions of damages, with the interior 

and southcentral Alaska expected to experience the greatest losses. The main cause 

of damage was road flooding brought on by more precipitation, followed by build-

ing damage brought on by the thawing of the permafrost near the surface, while 

pipelines, trains, and airports all suffered less damage. The overall predicted cu-

mulative costs were decreased by proactive adaptation to $2.9 billion for RCP8.5 

and $2.3 billion for RCP4.5. Across four research eras, modification resulted in 

annual savings of 80–100% for road floods. Costs for damages and adaptation 

were higher for RCP8.5 than RCP4.5 for almost all infrastructure types and eval-

uation times. Losses attributed to coastal erosion were also predicted to be higher 

for RCP8.5. The impact of climate change on the road networks in Malawi, 

Mozambique, and Zambia was investigated by P.S. Chinowsky et al. [54] using a 

stressor-response approach. According to this extensive analysis, it was predicted 

that the three southern African nations could be faced with a potential $596 million 

bill based on median climate scenarios to maintain and repair roads as a result of 

damages directly related to temperature and precipitation changes from potential 

climate change through 2050. According to a research by the committee on climate 

change and the U.S. transportation research board [55], climate change will signif-

icantly impact transportation, altering how U.S. transportation experts plan, de-

sign, build, operate, and maintain infrastructure. Moreover, long-term system ad-

aptation to climate change will be influenced by decisions made today, particularly 

those pertaining to the redesign and retrofitting of existing or the location and de-

sign of new transportation infrastructure. 

1.5 Research significance 

The long service life, ranging from 30 to 100 years or even more, of concrete in-

frastructure necessitates considering future climatic conditions in design, mainte-

nance, and replacement planning. For proactive adaptation and decision-making 

regarding the maintenance of the infrastructure that society and the economy de-

pend on, it is essential to understand and analyse the impact of climate change on 

concrete infrastructure. Over the last few decades, while many studies have fo-

cused on concrete infrastructure deterioration in the literature, limited research has 

been conducted on the impact of climate change on the deterioration of concrete 

structures (see section 1.4). While these studies present the first step to enable de-

signers and decision-makers to anticipate the impacts of climate change on con-

crete infrastructure, the studies and frameworks [51–55] are inadequate in their 

capability to mitigate and facilitate proactive adaption, such as optimized material 
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design, increased robustness, and more adapted maintenance strategies, etc. This 

limitation arises from their reliance on simplified predictive models with empirical 

formulas, as well as assumptions about the processes involved in the analysis of 

the impact of climate change on concrete infrastructure, for example, mass 

transport mechanisms into concrete, mass flux through boundary surfaces, and the 

integration effect of climate change on concrete deterioration. Also, predictive 

competencies are inadequate due to insufficient critical physical couplings be-

tween mass transport, chemical equilibrium, and material properties. To progress 

beyond the state-of-the-art, science-based models for concrete deterioration must 

be developed considering fundamentals and integrated with climate projection 

models to analyze the impact of climate change on concrete deterioration. There-

fore, this study aimed to establish a modeling framework that enables designers 

and decision-makers to provide scientific, relevant, and usable knowledge to guide 

decisions related to climate change impacts.  

1.6 Research hypotheses and objectives 

The central hypothesis of this Ph.D. study is that a modeling framework assessing 

the impact of climate change on material deterioration enables more robust design 

approaches and more resilient and adapted maintenance strategies for civil infra-

structure. While material deterioration models and climate projections have ma-

tured over the past decades, key elements are missing to support such an integrated 

modeling framework. In this context, the following four research objectives were 

addressed:  

I. Development of a multi-species reactive transport model (RTM) based on 

gas-ion-solid phase interaction, which can predict the deterioration of ce-

ment-based material under different environmental conditions. 

II. Demonstration of the applicability and reliability of the developed RTM 

under actual environmental conditions through case studies.   

III. Development of a probabilistic modeling framework that integrates climate 

projection outputs and material deterioration to facilitate decisions for pro-

active adaptation. 

IV. Identification of critical climate projection outputs driving future material 

deterioration of civil infrastructure. 

Such an integrated modeling framework enables designers and decision-makers to 

develop design and maintenance strategies anticipating, mitigating, and adapting 
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to the impacts of climate change on civil infrastructure. The development of such 

a tool provides a means to address some of the most pressing challenges in Danish 

society and worldwide [38,56]. Although establishing a generally applicable mod-

eling framework ‘to strengthen the knowledge base for decisions on investments 

in climate adaptation’ [56] is a formidable task, this study was limited to material 

deterioration processes in concrete infrastructure under the fully submerged sea-

water and atmospheric carbonation exposure condition, i.e., reinforcement corro-

sion related to service environmental conditions such as atmospheric CO2(g) gas 

concentration, temperature, relative humidity, temperature and salinity level of 

sea-water, and precipitation level. Nevertheless, the project serves as a proof of 

concept for the overarching idea and provides the foundation for generalizing the 

approach and expanding the modeling framework to cover civil infrastructure 

more comprehensively, including various other deterioration phenomena such as 

sulfate attack, alkali–silica reaction, and freeze–thaw cycles. 

1.7 Research approach and methods 

The fundamental concept of the proposed framework is presented in Fig 1.2, which 

illustrates models for evaluating the impact of climate change on concrete deteri-

oration. Initially, a multi-species reactive transport model (RTM) was established, 

including mass transport coupled with chemical equilibrium, for predicting the de-

terioration of cement-based material through pore solution and solid phase changes 

under different environmental conditions. The prediction of concrete deterioration 

under actual environmental conditions, where concrete infrastructure is located in 

the real field, is more complex and often hardly comparable to results observed in 

lab-scale experiments, which may be due to fluctuations of climate conditions with 

time and the complex effect of boundary conditions. Therefore, the developed 

modeling framework was calibrated and tested in two case studies: i) data from the 

Solsvik field station, Norway, including observations of submerged concrete dete-

rioration for more than 16 years, and ii) data from the Danish Technological Insti-

tute field station data, Denmark, including observations of concrete carbonation 

under atmospheric conditions for nearly eight years.  

To account for the impact of climate change on concrete deterioration, the ap-

proach was further integrated with the statistical results of state-of-the-art climate 

models. For this study, the multi-model ensembles of global circulation models 

(GCMs) projections under the very high GHG emissions scenario (RCP8.5), which 
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is produced by the Coupled Model Intercomparison Project phase 5 (CMIP5) ini-

tiative, were used to investigate the impact of climate change on concrete deterio-

ration in the period between 2020 and 2100. To avoid the biases and spatial reso-

lution of these global projections that hinder their use in regional applications, the 

multi-model climate projections at high spatial resolution were downscaled to lo-

cal scales using the Delta statistical downscaling method. The downscaled multi-

model climate projections were statistically analysed to determine the uncertainty 

of climate projections, i.e., atmospheric temperature, relative humidity, and tem-

perature and salinity level of seawater. Using distribution parameters from the cli-

mate projection for the RCP8.5 scenario, random samples were generated using 

the Latin hypercube sampling (LHS) technique. Using an integrated modeling 

framework, Monte Carlo simulations were performed to account for uncertainty 

information in the climate projections involved, and subsequently, an analytical 

probabilistic designing approach was developed to identify essential climate pro-

jection outputs driving material deterioration in future climate projections. Finally, 

the results from the probabilistic designing approach were used to investigate and 

identify more robust design approaches and more resilient and adapted mainte-

nance strategies for concrete infrastructure, anticipating, mitigating, and adapting 

to the impacts of climate change on material deterioration. 

 

Fig 1.2. Proposed framework for studying the impact of climate change on concrete deterioration.  
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1.8 Limitations and assumptions 

The following limitations and assumptions are made to limit the scope of the work. 

Mass transport calculation 

 As a result of the faster heat transport capacity of concrete compared to mass 

transport into concrete, such as ions, gases, and moisture, the heat transfer 

model is not included in the reactive transport model. Furthermore, temperature 

changes at the boundary condition are assumed to be uniform and instantaneous 

throughout the depth of the concrete. 

 The reactive transport model accounts for simulations of concrete deterioration 

in uncracked conditions. Therefore, transport parameters such as moisture con-

ductivity, gas diffusion, and ionic diffusion through the pores are computed 

based on an uncracked condition in the pore structure of concrete. 

 Due to cement-based materials being exposed to the solution, it is assumed that 

the composition of the boundary solution is not affected by ions leaching from 

the exposed surfaces of cement-based materials. 

 Due to the corrosion of steel reinforcement in concrete, dissolved corrosion 

products begin to be transported through the pores. However, in this study, the 

transport of corrosion products through the pore solution is not included in the 

reactive transport model. Furthermore, it is assumed that the transport of corro-

sion products does not affect other mass transport processes such as moisture, 

gases, and ions. 

Chemical equilibrium calculation 

 The kinetic behaviour of dissolution and precipitation of solid phases is not con-

sidered in chemical equilibrium computations to predict changes in the phase 

assemblage in cement-based material. Additionally, dissolution and precipita-

tion reaction rates are assumed to be equal for all hydrated solid phases. 

 The assumption is made that chemical equilibrium between the gaseous phase 

in pores, pore solution, and hydrated solid phases is achieved within the as-

signed time step calculation. 
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 The mass transport calculation does not consider phase assemblage and porosity 

changes. However, at the end of each time step of chemical equilibrium calcu-

lation, the porosity changes corresponding to phase assemblage changes are im-

plicitly considered in the subsequent mass transport calculation. 

Impact of climate change analyses 

 To study the impact of climate change on cement-based material exposed to 

seawater, two environmental climate parameters, i.e., salinity and temperature 

of seawater, were selected for the Monte-Carlo simulation. 

 To study the impact of climate change on the carbonation of cement-based ma-

terial exposed to atmospheric conditions, three environmental climate parame-

ters, i.e., CO2(g) concentration, temperature, and relative humidity were chosen 

for the Monte-Carlo simulation. 

 The uncertainty of other climate projections, such as wind speed, wind direc-

tion, and precipitation, are not included in the impact of climate change anal-

yses.  

 Based on the complex mechanism of boundary conditions, the impact of climate 

change on the deterioration of concrete under other environmental conditions, 

such as tidal and splash zone offshore concrete structures, was not included in 

the present study. 

1.9 Outline of the thesis 

The thesis consists of nine chapters, including three appended papers. These chap-

ters address concrete deterioration modeling, the effects of climate change on con-

crete deterioration, critical climate projections for concrete deterioration, and ad-

aptation to climate change. A list of the chapters comprising the core of this thesis 

and its publications is given below. 

Chapter 1 describes the background of the project, the aim and objectives of the 

thesis, the hypotheses and challenges of the research, and the general methodology 

used throughout the investigation.    

Chapter 2 introduces concrete deterioration mechanisms under various environ-

mental conditions, including the processes of reinforcement corrosion, associated 

reaction equations, and the dissolution and precipitation of solid phases. 
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Chapter 3 describes the development of an RTM, including mass transport coupled 

with chemical equilibrium under different environmental conditions, such as sub-

merged conditions (Paper I), cyclic drying and wetting conditions (Paper II), and 

atmospheric conditions (Paper III) to predict the durability of cement-based mate-

rials.  

Chapter 4 demonstrates the applicability of the developed RTM to predict concrete 

deterioration under actual environmental conditions, where concrete is exposed to 

natural field conditions, comparing predicted results with experimental data ob-

tained from two field stations, i.e., Solsvik field station in Norway and Rødbyhavn 

field station in Denmark. 

Chapter 5 outlines past and recent drivers of climate change, observed changes in 

the climate system, and future climate changes for different scenarios. 

Chapter 6 highlights the impact of future climate change on concrete deterioration 

under different environmental conditions and sensitivity indices analysis to deter-

mine the critical climate projection for concrete deterioration.  

Chapter 7 presents the adaptation methods to climate change based on predicted 

results from Chapter 6 and outlines limitations in current specifications for design-

ing concrete structures to withstand climate change in selected case study loca-

tions, including the Solsvek and DTI field stations. 

Chapter 8 comprises a summary of the discussions presented in Chapter 2 to Chap-

ter 8, discusses research areas within the scope of this investigation where further 

work is needed, and the conclusions of the present study. 
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2 Mechanisms of concrete deterioration  

Chapter 2 presents the mechanisms of reinforced concrete deterioration, focusing 

on chloride- and carbonation-induced corrosion. This chapter provides details of 

the chemical reactions that occur during the deterioration of cement-based materi-

als due to interactions with the service environment. It also explores how these 

reactions affect the phase assemblage through the dissolution and precipitation of 

hydrated solid phases, along with changes in pore solution composition. Addition-

ally, it briefly covers half-cell formation for corrosion initiation on the reinforce-

ment surface and reactions in the cathode and anode cells. 

2.1 Concrete exposed to seawater 

For civil infrastructure in marine environments such as buildings, bridges, offshore 

platforms, and harbours, reinforced concrete materials are widely recommended 

based on cost and the most accessible construction. However, the service life of 

reinforced concrete structures in marine environments is shortened due to the pen-

etration of chemical substances from the environment into the concrete, which is 

increasingly decisive for structural design, particularly in marine environments 

[57–60]. In marine environments, chloride-induced reinforcement corrosion and 

erosion of surface material are identified as the leading deterioration mechanisms 

[58,61–63]. Chloride ions alone in the exposure solution are not a threat to con-

crete. It is important to note that chloride ions in seawater are accompanied by 

other ions, including sodium, potassium, magnesium, carbonate, and sulfate ions, 

which are potentially aggressive to the concrete itself.  These ions can impact chlo-

ride ingress by influencing the chloride-binding capacity of the paste, affecting the 

porosity of the concrete cover, or contributing to the deterioration of the concrete 

cover. Chloride profiles provide information about the concrete's overall chloride 

content at various depths from the exposed surface. As a result of exposure to sea-

water, chloride ions from the seawater start to penetrate the concrete through the 

exposed surface. In exposed concrete, a part of the transported chloride is physi-

cally absorbed by the silanol sites of the C-S-H phase, while a part is chemically 

bound and forms reaction products such as Friedel's salts or Kuzel's salt. At the 

same time, the remaining chloride exists as free chloride in the pore solution 

[58,61,63–65]. Free chloride ions in pore solution only move through the pores. 

The capacity of concrete to bind chlorides might decrease the amount of chloride 

in the pore solution, slowing down chloride ingress.  
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In order to ensure an adequate service life, such concrete structures must be 

planned and constructed with sufficient concrete cover thickness to protect the re-

inforcement throughout the intended service life and/or use proper binder compo-

sitions with high chloride ingress resistance. Therefore, understanding the govern-

ing mechanisms behind the deterioration of concrete under seawater exposure in 

marine environments has received much attention over the last few decades, as it 

is crucial for maintaining the prolonged and sustainable serviceability of concrete 

structures along with climate change. 

2.1.1 Phase assemblage due to seawater exposure  

The deterioration mechanism in concrete exposed to seawater can be understood 

through changes in the phase assemblage. Fig 2.1 shows a schematic summary of 

the zonation in concrete near the surface caused by seawater exposure, together 

with the related elemental profiles and observations acquired with Scanning Elec-

tron Microscopy - Energy Dispersive Spectroscopy (SEM-EDS) and light micros-

copy. Close to the exposure surface, elemental zonation in concrete can be ob-

served, which is caused by variations in ion mobility and the solubility of reaction 

products [61]. In all concrete exposed to seawater, the same type of zonation near 

the surface, which is related to seawater ingress, is identified [61]. Furthermore, 

near-surface zonation is distinguished into three zones: magnesium-rich, sulfur-

rich, and chlorine-rich, based on variations in the elemental profile. Although the 

zones generally follow one another, it is common to see a slight overlap between 

the sulfur-rich and chlorine-rich zones.  
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Fig 2.1. Schematic overview of the different zones and the corresponding observations using light 

microscopy and SEM–EDS, e.g., from [61]. C–S–H: calcium silicate hydrate, M–S–H: magne-

sium silicate hydrate, MH: magnesium hydrate, and CC: calcium carbonate. 

The chlorine-rich zone occurs at the end of the sulfur-rich zone, whereas chloride 

enrichment near the exposed surface is not observed in Fig 2.1. In the chlorine-

rich zone, chlorides are bound in calcium chloroaluminate hydrates such as 

Friedel's salts (see Eq 2.1) or Kuzel's salt (see Eq 2.2) or in various solid solutions 

between sulfate or carbonate AFm and chloride AFm [66,67]. Moreover, they can 

be adsorbed onto the C–S–H [63,68]. As a result of the low chloride-binding ca-

pacity of M–S–H and the higher solubility of AFm due to the low pH, low chlorine 

content might be observed in the magnesium-rich zone. As a result of the higher 

interaction between sulfates and both AFm and C-S-H in the sulfur-rich zone, chlo-

ride binding in the paste decreases within this zone. [68]. The beginning of the 

chloride enrichment zone depends on the region of the sulfur-rich zone, and the 

highest level in the chloride profile is observed just after the sulfur-rich zone. After 

that, the chlorine concentration gradually decreases in deeper depth from the ex-

posed surface (see Fig 2.1).  

 

C3A(s) + Ca(OH)2(s)
+ 2Cl(aq)

− + 10H2O(l)

→ C3A ∙ 3CaCl2 ∙ 10H2O(s) (Friedel′s salt)

+ 2(OH)−
(aq) 

Eq 2.1 
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C3A(s) + 0.5Ca(OH)2(s)
+ 0.5CaSO4(s) + 2Cl(aq)

− + 10H2O(l)

→ C3A ∙ (CaCl2)0.5 ∙ (CaSO4)0.5

∙ 10H2O(s) (Kuzel′s salt) 

Eq 2.2 

Due to the concrete exposed to seawater, sulfate attack might be possible in regions 

close to the exposed surface. The interaction between the transported sulfate ions 

from seawater and the dissolved calcium hydroxide in the pore solution leads to 

the formation of gypsum (see Eq 2.3), and subsequently, in the presence of alumi-

nate, the produced gypsum transforms into the ettringite phase near the exposed 

surface (see Eq 2.4). Furthermore, due to the higher molar volume of Ettringite, its 

formation can increase the solid volume, potentially leading to expansion and 

cracking [69,70]. In addition, the presence of gypsum and the Ettringite phase lim-

its chloride binding [67,68,71]. 

 SO4
2−

(aq)
+ Ca(OH)2(s)

→ CaSO4(s)
+ 2(OH)−

(aq) (gypsum) Eq 2.3 

 
C3A ∙ CaSO4 ∙ 12H2O(s) + 2CaSO4(s) + 20H2O(l)

→ C3A ∙ 3CaSO4 ∙ 32H2O(s) (ettringite) 
Eq 2.4 

Due to the concentration gradient between the seawater and the pore solution, mag-

nesium is transported into the concrete, forming brucite in regions with highly al-

kaline pore solutions (see Eq 2.5). The brucite layer on the surface of the concrete 

might function as an impermeable and potentially concrete-protecting layer. How-

ever, the brucite layer is not dense enough to protect the underlying concrete due 

to a shortage of calcium hydroxide, a high water-cement ratio, or potential damage 

from mechanical activity such as erosion or abrasion. This might lead to the for-

mation of non-cementing magnesium silicate hydrate (see Eq 2.6) as a result of the 

magnesium in the seawater reacting with the C-S-H phase through ion exchange 

between the Mg2+ ion and the Ca2+ in the C-S-H [72–75]. Elemental maps demon-

strate that the magnesium-enriched zone has experienced considerable decalcifi-

cation of hydrated solid phases and ion leaching (see Fig 2.1). This shows that 

magnesium was incorporated after the decalcification of the C–S–H phase near the 

exposed surface. 

 Mg2+
(aq)

+ Ca(OH)2(s)
→ Mg(OH)2(s)

+ Ca2+
(aq) (brucite) Eq 2.5 
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 Mg2+
(aq)

+  CSH(𝑠)(decalcified)

→ MSH(𝑠) + Ca2+
(aq) (magnesium silicate hydrate) 

Eq 2.6 

A thin, dense crust layer on the exposure surface was observed on several exposed 

concrete in marine environments. In the concrete structure, the carbonates involved 

in crust development might originate from the air as well as from seawater [61]. 

The transported carbonates from seawater react with the phases of concrete that 

contain calcium, forming calcium carbonate in addition to creating a crust on the 

exposed surface (see Eq 2.7). Between the Mg-rich and the S-rich zones, a partic-

ular calcite morphology known as popcorn carbonation is usually found (see Fig 

2.1). The C-S-H gel 'splits' into relatively large popcorn-like calcite clusters during 

the popcorn carbonation, along with a decalcified interstitial silicate-rich gel phase 

that frequently contains traces of Na and K. The formation of calcium carbonate 

may have a sealing effect near the exposed surface, delaying corrosion initiation. 

Additionally, the carbonates in the hydrated paste decrease the concrete paste's 

ability to bind chlorides [67,71].  

 H2CO3(aq)
+ Ca(OH)2(s)

→ CaCO3(s) + H2O(l) (carbonate) Eq 2.7 

The presence of sulfur and carbonate in concrete can cause the C-S-H phase to 

transform into thaumasite (see Eq 2.8) at lower temperatures (below 15 °C) 

[76,77].  

 
CaCO3(s) + CaSO4(s) + CSH(s) + H2O(l)

→ CaCO3 ∙ CaSO4 ∙ CaSiO3 ∙ 15H2O(s) (thaumasite) 
Eq 2.8 

Sodium content in exposed concrete shows a particular behaviour, with enrichment 

in sodium observed in several exposed concrete samples. As a result of the decal-

cification of the C-S-H paste, it is predicted that only alkali aluminum silicates 

such as natrolite (see Eq 2.9) or a zeolitic phase (see Eq 2.10 and Eq 2.11) will 

form near the exposed surface [65,78]. This would be consistent with the sodium 

enrichment resulting from seawater exposure. Apart from the effects of the ingress 

of seawater ions such as chloride, sodium, sulfate, carbonate, and magnesium ions, 

the leaching of ions through the exposed surface will also effectively disrupt the 

phase assemblage of concrete. The dissolution of Portlandite and decalcification 

of the C–S–H phase occur as a result of the leaching of calcium and hydroxyl ions 

through the exposed surface [58,61,75]. 
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2AlO2

− + 2Na+ +  3SiO2 +  2H2O →  Na2Al2Si3O10 ∙
2H2O(s) (natrolite)  

Eq 2.9 

 
2AlO2

− + 2Na+ +  2.5SiO2 +  6.2H2O 
→  Na2Al2Si2.5O9 ∙ 6.2H2O(s) (zeolite X) 

Eq 2.10 

 2AlO2
− + 2Na+ +  4SiO2 +  8H2O 

→  Na2Al2Si4O12 ∙ 8H2O(s) (zeolite Y) 

Eq 2.11 

Over the last few decades, changes in the phase assemblage have been investigated 

using thermodynamic modeling to further understand the performance of concrete 

under seawater exposure. Using thermodynamic modeling, the predicted result of 

the effect of seawater on the solid hydrates phase is shown in Fig 2.2. The phases 

on the right side show the paste composition in the unaffected portion of the mor-

tar, while the left side presents predicted results of the impact of adding more sea-

water on the formed hydrates, representing the gradual changes that occur closer 

to the exposed surface. The predicted phase composition for the non-exposed core 

of the sample consists of C-S-H, portlandite, ettringite, monocarbonate, siliceous 

hydrogarnet, and calcium carbonate. Due to concrete exposure to seawater, 

Friedel's salt phase forms to replace existing monocarbonate in the phase assem-

blage. The portlandite phase completely decomposes with higher seawater levels, 

and at the same time, a continuous increase in the total phase volume is observed 

in the predicted result. This results from the precipitation of additional phases, in-

cluding ettringite, calcite, and brucite, due to the presence of sulfate, carbonate, 

and magnesium in the seawater.  Due to a higher level of seawater exposure, the 

primary components in the phase assemblage, such as C-S-H and ettringite, begin 

to decompose completely, reducing the total volume of phases. Meanwhile, the 

formation of more M-S-H, hydrotalcite, brucite, and calcite is predicted in the 

phase assemblage. 
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Fig 2.2. Predicted volume of the phases in mortar upon exposure to increasing amounts of sea-

water in [cm3/100 g cement] [65]. 

2.1.2 Chloride-induced corrosion 

The formation of a thin passive layer on the surface of the reinforcement in rein-

forced concrete, as a result of the high pH (>12) in the pore solution, protects the 

reinforcement from corrosion while oxygen and water are present [79–81]. During 

concrete exposure to seawater, chloride ions start to ingress through pores into the 

concrete, and once a critical amount of chloride content is reached, also referred to 

as the critical chloride threshold, the formed passive layer is destroyed, and rein-

forcement corrosion is initiated in the presence of moisture and oxygen [82,83]. 

Chloride ingress into concrete is typically assessed by examining chloride profiles 

and analysing the chloride concentration at a depth of the reinforcement. The car-

bonation of concrete may further accelerate the dissolution of the passive layer by 

lowering the pH of the concrete [84–87]. The critical chloride threshold depends 

on many factors, such as the mix proportion of concrete, the chemical composition 

of the binder, pore solution composition, temperature, and construction process 

quality [88–91]. Generally, the critical chloride threshold is determined experi-

mentally to predict reinforcement corrosion initiation due to seawater exposure 

[92,93].  

The appearance of the surface of reinforced concrete after corrosion products is 

shown in Fig 2.3a. An overview of the electrochemical and physical mechanisms 

that lead steel to corrode in concrete is shown in Fig 2.3b. On the surface of the 
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reinforcement, two electrochemical half-cell reactions occur, i.e., the anodic (oxi-

dation) and the cathodic (reduction) half-cell reaction. Electrons are liberated dur-

ing the anodic half-cell reaction by an electrical potential difference between the 

anode and cathode sites and subsequently pass through the steel to the cathode. In 

the cathodic half-cell reaction, the transported electrons are consumed. Finally, the 

ionic exchange process through the pore solution is needed to complete the elec-

trical circuit. The anodic half-cell reaction, which may be stated as follows, is typ-

ically thought to represent the mechanism for the oxidation of iron. 

 Fe → Fe+2 − 2e− 

Eq 2.12  Fe+2 +  2(OH)− → Fe(OH)2 

 4Fe(OH)2 +  2H2O +  O2 → 4Fe(OH)3 

At the cathode, the reduction of oxygen is commonly assumed, which can be given 

as follows: 

 0.5O2 + H2O + 2e− → 2(OH)− Eq 2.13 

Due to the presence of chloride, chloride-induced corrosion at the steel surface 

involves the following reaction: 

 Fe+2 +  2Cl− → FeCl2 

Eq 2.14 

 FeCl2 +  2H2O →  Fe(OH)2 + 2HCl 
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Fig 2.3. Chloride-induced corrosion in concrete structures: (a) corrosion of steel reinforcement 

[82], and (b) overview of electrochemical and physical processes describing steel corrosion in 

concrete [94]. 

2.2 Concrete carbonation 

Due to concrete exposure to atmospheric conditions, CO2(g) starts to transport into 

the concrete through the pore void by a partial pressure gradient of CO2(g) as well 

as total pressure differences, and simultaneously transported CO2(g) gas dissolves 

into the pore solution. The process of dissolved carbonates reacting with the hy-

drated solid phase is known as the carbonation of concrete. The carbonation of 

concrete depends on several factors such as porosity, saturation level, the diffusion 

coefficient of CO2(g), temperature, the chemical composition of pore water, and 

the dissolution rate of hydrated phases [95–98]. Once CO2(g)  enters cement-based 

materials at pH > 10, gaseous CO2(g) starts to dissolve into the pore solution, after 

which it transforms into bicarbonate (HCO3
−) and carbonate ions (CO3

2−) [99,100]. 

 CO2 + (OH)−  →  HCO3
−  → CO3

2−  + H+ Eq 2.15 

At a lower pH value (pH < 8), CO2(g) gas dissolves and produces carbonic acid 

H2CO3 directly, which can subsequently dissociate into HCO3
− and CO3

2− ions at 

higher pH. [101]. 

 CO2 + H2O →  H2CO3 Eq 2.16 

Since CO2(g) dissolves into the pore solution at pH 8–10, both mechanisms are 

possible [102,103]. Carbonation in concrete material is identified as a reactive 

transport process that depends on the internal conditions of the concrete (e.g., pH, 

temperature, and super-saturation) [101], as well as the presence of contaminants 

(a) (b)
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or additives [104–106]. The diffusion of gaseous CO2(g) is reduced by the satura-

tion level of water in pores. At the same time, the potential of carbon dioxide for 

dissolution and reaction with ionic species in the pore solution is also subject to 

water availability in the pores [103]. Furthermore, during the carbonation process 

in concrete, the pH value starts to drop with the rapid dissolution of gaseous CO2(g) 

into the alkaline pore solution [102]. As a result of the change in the alkaline en-

vironment in the pore solution, the passive layer becomes unstable [80,102,107], 

which is one of the major issues with the long-term durability of concrete struc-

tures [108–110]. 

2.2.1 Phase assemblage due to carbonation  

To understand the pH variations in pore solution and the order of destabilization 

of the various solid phases, several studies can employ thermodynamic modeling 

of cement-based material carbonation. The thermodynamic modeling results are 

shown in Fig 2.4 and illustrate the phase assembly of white Portland cement as a 

function of the quantity of CO2(g) that has interacted with the cement paste, as well 

as the accompanying drop in pH and the Ca/Si ratio of the calcium silicate hydrate 

(C–S–H). In both Fig 2.4(a) and (b), the unaffected portion of cement paste by 

carbonation is shown on the right-hand side, moving to the left as more CO2(g) 

reacts with the hydrated solid phase. The following steps can explain the carbona-

tion of concrete: Initially, the monosulfate and hemicarbonate phases that may be 

present will destabilize to monocarbonate, causing minor changes in the solid vol-

ume [111,112]. The first major hydrated product in the cement-based material to 

decompose into calcium carbonate during carbonation is identified as portlandite, 

which results in a minor volume increase since calcite has a larger molar volume 

than portlandite, whereas the pH value is stable at approximately 12.5 [113,114]. 

Once all the portlandite is consumed by carbonation, the C-S-H phase begins to 

decalcify down to a Ca/Si ratio of 1.3. At the same time, the pH slightly decreases 

throughout this procedure. This decalcification process is not accompanied by any 

significant volume changes [111,115,116]. The monocarbonate phase in cement-

based material decomposed into stratlingite, which consumes the silicon and alu-

minium released from C-S-H.  The same Ca/Si ratio is maintained by continued 

consumption of C-S-H. Furthermore, the solid volume also changes as a result of 

this interaction. Monocarbonate has a larger molar volume than stratlingite; how-

ever, this is balanced by the production of calcium carbonate and consumption of 

C-S-H. Following the consumption of monocarbonate, the C-S-H continues to de-

calcify and decompose until its Ca/Si and pH reach 0.75 and 11, respectively. As 
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a result of the decalcification of C-S-H, the largest pH drop occurs in the pore 

solution. At a pH of about 10, ettringite decomposes after all the stratlingite is 

consumed. The formation of zeolites and gypsum bound the released aluminium 

and sulphur, respectively. At the same time, the pH value in the pore solution is 

decreased to 10 while the C-S-H decalcifies to a Ca/Si ratio of around 0.67. Fur-

ther carbonation results in the decomposition of C-S-H into calcite and hydrated 

amorphous silica, and the pH decreases rapidly from 10 to 8.5. In the end, hy-

drotalcite decomposes at a pH value of about 8.5. 

 

Fig 2.4. Results of thermodynamic modeling: (a) the phase assemblage during carbonation of a 

white PC w/b = 0.5 and degree of hydration 90%, and (b) changes of pH and Ca/Si of the C–S–

H during carbonation [117].  

As a result of carbonation, the solid phases undergo variations that also affect the 

pore structure and the chemical composition of the pore solution. Thermodynami-

cally predicted changes in the pore solution composition upon carbonation of CEM 

I0.55 mortar exposed to 1% CO2(g) and 60% RH is presented in Fig 2.5. Since more 

alkali ions (Na+ and K+) are sorbent by the decalcified C-S-H phase than the non-

decalcified C-S-H phase, the concentration of alkali metal ions in the pore solution 

decreases during the carbonation process [78]. Due to carbonation, the sulphate 

concentration in the pore solution increases as a result of the decomposition of the 

Ettringite phase [102]. Due to carbonation, along with chloride ingress into con-

crete, for example, in concrete structures in marine environments, chloride con-

centration in the pore solution increases due to the decomposition of Friedel's salt 

and the C-S-H phase [118–120]. However, no chloride concentration increases are 

(a) (b)
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found in the model prediction result (see Fig 2.5). This might be explained by ther-

modynamics, not including the release of physically absorbed chloride by C-S-H 

and monocarbonate phases on the pore surface. 

 

Fig 2.5. Modelled changes in the pore solution composition (mmol/l) upon carbonation of CEM 

I0.55 mortar under the 1% CO2(g) and 60% RH exposure condition [102]. 

2.2.2 Carbonation-induced corrosion  

In concrete structures located in urban areas, one of the primary causes of rein-

forced concrete deterioration is carbonation-induced corrosion. In reinforced con-

crete, the carbonation process significantly reduces the pH value and changes the 

composition of the pore solution. Consequently, when the molar ratio between cer-

tain ionic components goes above or below the threshold values, the passive film 

formed on the reinforcement surface will be destroyed [121–123]. As the volume 

of precipitated corrosion products is larger than the initially consumed steel, the 

concrete around the reinforcement starts to crack and potentially delaminate. As 

cracks become more severe, spalling occurs, the concrete cover is pushed off, and 

the rebar becomes completely exposed, further accelerating the corrosion process, 

see Fig 2.6a. 
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Fig 2.6. Carbonation-induced corrosion in concrete structures: (a) corrosion and spalling of a con-

crete cover section by corrosion products [124], and (b) overview of carbonation caused by the 

penetration of CO2(g) and water [94]. 

Due to the carbonation of cement-based material, the pore solution composition in 

concrete plays an essential role in corrosion initiation and propagation. Complex 

interactions exist between the ions in the pore solution of carbonated concrete and 

steel reinforcement. Higher concentrations of chlorides and sulphates can acceler-

ate the corrosion rate of carbon steel compared to hydroxyl concentrations and 

lower carbonate concentrations compared to bicarbonate concentrations in the pore 

solution. During the carbonation of concrete, the threshold value for corrosion in-

itiation is defined by different molar ratios [102]. For CEM I0.55, Fig 2.5 shows the 

predicted changes in [Cl−]/[(OH)−], [SO4
2−−

]/[(OH)−], and [CO3
2−−

]/[HCO3
−] 

molar ratios, as well as the concentration of carbon (C) in the pore solution upon 

carbonation with and without zeolite formation. Zeolite formation is included in 

the model results as dashed lines, solid lines in the model where zeolite formation 

is suppressed, and dotted lines in the literature-based corrosion thresholds 

[Cl−]/[(OH)−] > 0.6 [125], [SO4
2−−

]/[(OH)−] > 1.5 [126], and [CO3
2−−

]/[HCO3
−] 

>0.1 [127]. In the pore solution of non-carbonated mortar, the molar ratios of 

[Cl−]/[OH−]  and [SO4
2-]/[OH−] are below the corrosion threshold levels. However, 

the pore solution mainly contains carbonates, leading to an exceptionally high 

[CO3
2−]/[HCO3−] ratio. During the carbonation of mortar, the thermodynamically 

predicted results indicate that the molar ratios of [Cl−]/[OH−] and [SO4
2-]/[OH−] 

start to increase above the threshold values of 0.6 and 1.5, respectively, while 

[CO3
2−]/[HCO3−]  decreases below the threshold value of 0.1. Consequently, these 

changes are anticipated to accelerate the corrosion of reinforcement. In addition, 

the region where the molar ratio changes upon carbonation of mortar is consistent 

with the carbonation depth, and the pH value drops. During the carbonation of ce-

ment-based material, similar anodic and cathodic half-cell reactions are observed 

as mentioned in Eq 2.9 and Eq 2.10, respectively. 

(a) (b)
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Fig 2.7. Modelled changes in the [Cl−]/[(OH)−], [SO4
2−−

]/[(OH)−], and [CO3
2−−

]/[HCO3
−] molar 

ratios and the carbon (C) concentration in the pore solution upon carbonation of CEM I0.55 mortar 

under 1% CO2(g) and 60% RH [102].  
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3 Development of a multi-species reactive 

transport model 

Chapter 3 introduces the theoretical background of transport models and the de-

velopment of a multi-species reactive transport model for cement-based material, 

along with a definition of the relevant boundary conditions for different environ-

mental conditions. Furthermore, the chapter presents a detailed description of a 

proposed reactive transport model, including mass transport coupled with chemi-

cal equilibrium to predict the deterioration of cement-based materials through pore 

solution and phase assemblage changes. 

3.1 Overview of numerical models for predicting dete-

rioration of concrete 

Over the last few decades, there has been an increasing interest in models for eval-

uating and predicting the long-term durability of reinforced concrete structures ex-

posed to severe environmental conditions. Such models have primarily been based 

on numerical transport models capable of predicting changes in concrete materials 

over the service life and may help select the cement composition and mix design 

and develop optimal maintenance and replacement strategies.   

3.1.1 Modeling chloride penetration in concrete 

Chloride ions in the pore solution are mainly transported into the concrete through 

pore spaces in the hydrated cement paste as well as through cracks. The transport 

of chloride ions into the concrete can be limited by considering different physical 

and chemical approaches. Chloride ingress in concrete depends on the concentra-

tion gradient and advection of moisture transport inside concrete material, service 

environmental conditions such as temperature and relative humidity, pore distri-

bution, formed crack width, saturation degree, etc. The transportation of chloride 

ions into concrete is typically not the result of a single process because of the wide 

range of pore sizes and the fluctuating moisture content in the concrete as a result 

of the exposure conditions. Chloride can be transported into concrete using a com-

bination of diffusion, permeation, and capillary sorption to move through pores 

caused by pressure gradients, chloride ion concentration gradients, and capillary 

sorption. Generally, empirical models for chloride penetration are underpinned by 

diffusion theories or Fick’s law and connected with wide-ranging mathematical 
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functions from laboratory works or field studies of existing reinforced concrete 

structures. 

3.1.1.1 Chloride transport in concrete based on Fick’s second law 

Chloride ion transport into concrete is a non-steady state process that changes with 

time and space. Using Fick's second law, the non-steady-state diffusion processes 

of chloride ions are given in Eq 3.3. 

 
∂(Ccl(x,t))

∂t
= Dcl(x,t)

∂2(Ccl(x,t))

∂x2
 Eq 3.1 

Where, Ccl(x,t) is the chloride concentration at depth (x) and time t, Dcl(x,t) is the 

diffusion coefficient for the x-direction with the time, t. It is widely known that the 

chloride transport process into concrete is significantly influenced by binding ca-

pacity, chloride diffusivity, pore structure, and water content. Under typical cir-

cumstances, chloride transport in cementitious materials is an advection-diffusive 

phenomenon. Maekawa et al. [128] proposed a chloride transport model consider-

ing advection transport due to bulk movement as well as ionic diffusion due to 

concentration gradients. In this model, the chloride-binding model describes the 

equilibrium between chloride ions and bound chlorides, which is modelled as a 

non-linear function based on Langmuir's equation and calibrated with experi-

mental results. 

 
∂(φSCcl)

∂t
+ divJCl − QCl = 0 

Eq 3.2  Where: 

 
JCl =  − (−

φS

Ω
𝛿 DCl∇CCl +  φSu∇CCl) 

Where Ccl is the concentration of chloride ions in the pore solution, and JCl is the 

total flux of chloride ions, and QCl is a sink term. The proposed method is restricted 

to chemical equilibrium and transport only connected to chloride. However, the 

movement and leaching of other cementitious ions can speed up concrete deterio-

ration and disrupt its pore solution and phase assemblage. Furthermore, Lang-



31 

 

muir's chloride binding equation varies with the binder composition type and ex-

posure time. Therefore, it is hard to define the binding of chloride with Langmuir's 

equation. 

3.1.1.2 Reactive transport model for chloride transport 

Over the last decades, several numerical models have been developed to predict 

deterioration of cement-based material. Initially, such models were developed only 

considering multi-ionic transport [129–132]. Later, multi-ionic transport models 

were coupled with chemical equilibrium [133–136]. Currently, RTMs have been 

developed, including a multi-ionic mass transport model coupled with a chemical 

equilibrium, including surface complexation [137,138]. Here, the interactions be-

tween the pore solution and solid phases and the interactions between the C-S-H 

phase and the surrounding ions of the pore solution were included. In current 

RTMs, the Poisson-Nernst-Planck (PNP) equation derived using the hybrid mix-

ture theory [139,140] is commonly used for the multi-ionic transport model in po-

rous media. Among others, PHREEQC [141–143] is often adopted to perform 

chemical equilibrium between pore solution and solid phases, including surface 

complexation. In the current modeling approach, the governing equation for the 

multi-ionic transport through the pore solution is described by an extended version 

of the PNP equation as follows [133–135]. 

 

εl
∂(cj

l)

∂t
+ cj

l
∂εl

∂t
= ∇ ∙ (Dj

lεl∇cj
l + Dj

lcj
l∇εl − Aj

l zjε
lcj

l∇Φ) +  Vl,sεl∇cj
l

+ Vl,scj
l∇εl +  qj

g
;                 

j = 1,2, … . , N 

Eq 3.3 

where cj
l is the concentration of j𝑡ℎ species in the liquid phase, Dj

l is the effective 

diffusion coefficient of species j in the liquid phase, Aj
l  is the ionic mobility of 

species j in the liquid phase, zj is the valance of j𝑡ℎ species; Φ is the electrical 

potential, Vl,s is the liquid velocity relative to the solid, qj
g
 is the mass exchange 

term for chemical interactions between the species, and N is the total number of 

constituents in the liquid phase. In a cement-based material, an electrical double 

layer (EDL) will form on the pore surface due to interactions between the surface 

site of the C-S-H phase and the surrounding ions of the pore solution. As a result 

of the EDL formation, the diffusion of anions and cations will take a different 

pathway in the pore solution. Most of the anions diffuse through free water space, 
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while the diffusion of cations occurs through the EDL [138,144,145]. In the current 

RTMs [133–135], the ion mass transport is performed only through free water 

space, whereas the ions in the EDL are considered stagnated ions, which means 

that part of the cations is neglected in the ion mass transport calculation. In addi-

tion, the ion mass transport in porous materials strongly depends on temperature 

[146], composition and ionic strength of pore solution [147,148], and pore struc-

ture [149,150]. Pore solution composition, phase assemblage, and pore structure 

will continuously vary in a cement-based material due to exposure to long-term 

environmental actions. The traditional PNP equation does not consider the effect 

of these changes. Moreover, most approaches accounting for surface complexation 

assume a fixed specific surface area of the C-S-H phase in cement-based materials 

over time [149]. Due to the reaction between pore solution and solid hydrated 

phases, the formation of new phases, as well as the precipitation and dissolution of 

solid hydrated phases, occur on the pore surface. As a result, the specific surface 

area of the C-S-H phase on the pore surface continuously changes in cementitious 

materials. Therefore, the ion absorption capacity of the pore surface by the silanol 

sites (≡SiOH) varies over time. Without considering these interactions, the predic-

tive capabilities of such modeling approaches will always be limited. 

In order to accurately predict the durability of cement-based materials exposed to 

various environmental conditions, RTMs should be developed with the following 

considerations: i) the flux of ions in both free water and the EDL must be consid-

ered for the actual multi-ionic transport calculation through a charged surface, ii) 

the effect of temperature, pore solution property, and pore structure changes must 

be accounted for in ion transport through a porous medium, iii) the exchange reac-

tion between an ion in the pore solution and silanol sites (≡SiOH) needs to be in-

cluded in the ion absorption on the pore surface in the surface complexation model, 

and v) for computation of the variation of the specific surface area of the C-S-H 

phase and the effect of pore structure changes on ion mass transport, a proper mi-

cro-pore structure model must be adapted as part of RTMs.  Based on these per-

spectives, the development of a multi-species reactive transport model based on 

ion-solid phase interaction for saturated cement-based materials is presented in 

Paper I.  

Over the last few decades, many studies have focused on developing RTMs for 

predicting concrete deterioration through changes in the composition of pore solu-

tion and phase assemblage due to the ingress of ions into concrete under submerged 

conditions [133,138,151,152]. However, only a few numerical modeling studies 
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based on the concept of multi-species and moisture transport coupled with chemi-

cal equilibrium were conducted for concrete in unsaturated conditions [135,153–

155]. Moreover, current modeling approaches are limited by considering simpli-

fied assumptions about the processes involved in the deterioration of cement-based 

materials under cyclic wetting and drying conditions, for example, the relation-

ships between mass transport and moisture saturation in pores, chloride binding 

isotherm mechanisms due to the interaction between pore solution and solid phase, 

mass flux through boundary surfaces, and the integration effect of boundary con-

dition. Also, the predictive capabilities of these modeling approaches are often 

limited due to the lack of fundamental relationships between phase assemblage 

changes, pore structure changes, and mass transport through pores. Using the cur-

rent RTM [152], the leaching or ingress behaviour of ions in concrete exposed to 

saturated conditions can be adequately explained based on the ionic concentration 

gradient in the pore solution. However, predicting the leaching or ingress behav-

iour of ions in concrete exposed to cyclic wetting and drying conditions becomes 

challenging due to the complex interaction between ionic diffusion and moisture 

transport. Hence, current models are often inadequate for accurately predicting the 

changes in the composition of pore solutions and phase assemblage of cement-

based materials under cyclic wetting and drying conditions. Due to the lack of a 

comprehensive conceptual explanation for the coupling of multi-ionic transport 

and moisture transport, the combined effect of moisture transport and electrochem-

ical potential force on multi-ionic transport under unsaturated conditions is still 

unclear. 

To achieve this objective, the reactive transport framework presented in Paper I 

should be extended to account for the deterioration of cement-based material, in-

cluding moisture transport, and the effect of moisture fluctuation inside pores on 

multi-ionic transport. Moreover, chemical equilibrium calculations must include 

the equilibrium between the aqueous species in the pore solution, hydrated solid 

phases, and ionic absorption on the pore surface. A surface complexation model 

should be employed in the RTM framework to accurately replicate the chloride 

isotherm behavior, which includes forming an electrical double layer and exchang-

ing interactions among the ionic solution in pores and the C–S–H surface site 

(≡SiOH). For interconnecting phase assemblage, pore structure, and mass 

transport, models for moisture conductivity and ionic diffusivity based on the pore 

structure and moisture distribution in pores must be adapted in the RTM frame-

work. Based on these perspectives, the enhancement of a multi-species reactive 

transport model for cement-based materials under cyclic wetting and drying con-

ditions is presented in Paper II. 
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3.1.2 Modeling carbonation of concrete 

Due to the combination of gas and liquid transport into cement-based material un-

der atmospheric conditions, modeling the carbonation process in cement-based 

material is generally quite complicated. The parameters influencing concrete car-

bonation can be divided into internal and external factors. The temperature, rela-

tive humidity, and CO2(g) concentration in the atmosphere are some examples of 

external factors, whereas internal factors are connected to concrete properties 

[156,157]. According to experiments using accelerated carbonation, a rise in 

CO2(g) concentration causes a greater depth of carbonation in concrete [128,158]. 

The highest rate of carbonation depth in mortar specimens is found for humidity 

between 40 and 60%, while a limited carbonation rate occurs for high or low rela-

tive humidity. Considerable reductions in carbonation depth are observed at rela-

tive humidity above 70%. It is confirmed that increased moisture storage inside 

the pore limits CO2(g) transport through accessible pore void spaces. Furthermore, 

specimens with different water-cement ratios exhibit a steady increase in the car-

bonation depth with temperature increases for 50% relative humidity [159]. Due 

to increases in both molecular activity and a faster rate of reactivity between the 

carbonate ions CO3
2− and Ca2+ in the pore solution of concrete, as well as the dif-

fusion of gaseous CO2(g)The carbonation rate steadily increases with temperature 

in exposed concrete through pore voids and carbonate ions through pore solution 

[47]. The mechanism of carbonation that will occur in the hydrated cement phase 

depends on the diffusion of CO2(g) gas and its dissolution process within the pore 

solution. The diffusion of carbon dioxide is mainly controlled by the concentration 

gradient, total pressure differences, pore structure of concrete, and saturation level 

of pore water in pores [128,157,160].  In order to predict the depth of carbonation 

in concrete, several models based on both concrete properties and exposure condi-

tions have been proposed over the last few decades. The models for predicting the 

carbonation depth that are primarily based on Fick's laws are known as CO2(g) dif-

fusivity-based models. The following subsections provide a brief overview of such 

models based on Fick's laws. 

3.1.2.1 Carbonation in concrete based on Fick’s first law 

In the early stages of modeling carbonation depth, the diffusion of CO2(g) gas 

through pores into concrete is considered based on Fick's first Law. Furthermore, 

in the condition where the steady state of diffusion of CO2(g) mass transport is 

driven by a concentration gradient [113,161]; the carbonation depth (Cdepth) can 

be given by Eq 3.4. 
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 Cdepth = K√t Eq 3.4 

Where K is the carbonation rate, and t is the exposure time. In this simplified 

model, the external and internal parameters, such as exposure conditions (CO2(g) 

concentration, temperature, and relative humidity at the boundary surface), pore 

structure, the reaction rate of CO2(g)with hydrated cement product, the saturation 

level of pore solution, and the effect on the carbonation depth of concrete are all 

embedded in one single constant, K, which limits the applicability of the model in 

a wider range. In concrete structures exposed to actual environmental conditions, 

the diffusion of CO2(g) through the unit area of concrete is not uniform and varies 

with the concrete material properties and environmental boundary conditions 

[113,159,162,163]. 

3.1.2.2 Carbonation in concrete based on Fick’s second law 

The carbonation of concrete can be affected by the concentration of atmospheric 

carbon dioxide in two different ways. Firstly, diffusion is the primary mechanism 

responsible for the transport of carbon dioxide into concrete, and the rate of diffu-

sion will increase with the CO2(g) concentration gradient between the atmosphere 

and pores inside the concrete. Secondly, a higher CO2(g)concentration level at the 

boundary surface will result in a faster rate of carbonation [47,157]. Due to fluctu-

ations in the atmospheric CO2(g) concentration and the reaction rate of CO2(g) with 

hydrated cement phases, the diffusion as well as the concentration of CO2(g) inside 

a pore will change with depth from the exposure surface and time [164,165]. 

Therefore, literature has focused on the non-steady-state of diffusion utilizing 

Fick's second Law, where the concentration of CO2(g) changes with time and space, 

t and x, respectively, as shown in Eq 3.5. 

 
∂(CCO2

)

∂t
= DCO2

∂2(CCO2
)

∂x2
 Eq 3.5 

Where DCO2
 is the diffusion coefficient of CO2(g), and CCO2

 is the atmospheric 

concentration of CO2(g). The diffusion coefficient, DCO2
depends on micropore 

structure, moisture content, temperature, and reaction rate of CO2(g) with hydrated 

phases as well as cracks in concrete. Eq 3.5 shows that the CO2(g) diffusion coef-

ficient is a key factor in encouraging the development of models for determining 

the concentration of CO2(g) in order to predict carbonation depth. In these methods, 
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the effective diffusion coefficient of CO2(g) is empirically determined as a function 

of the water-to-cement ratio, carbon dioxide concentration at the boundary, tem-

perature, relative humidity, water content, hydrated cement product, and potential 

use of supplementary cementitious materials (SCM). Using the solutions for Eq 

3.5, along with considering internal and external factors for carbonation, several 

models have been proposed to compute carbonation depth in cement-based mate-

rial. Considering a wide range of influence parameters on carbonation, the carbon-

ation depth equation (Eq 3.8), which takes into account the diffusion coefficient, 

atmospheric CO2(g) concentration, and the amount of CO2(g) consumed by CaO 

was introduced by Yoon et al. [166]. 

 Cdepth(t) =  √
2DCO2

(t)

a
CCO2

(t) t (
t0

t
)

nm

   

Eq 3.6 

 
where 

 DCO2
(t) =  DCO2

0 t−nd 

 a = 0.75 Ccem CCaO αH  
MCO2

MCaO

 

Where t0 is the reference period (e.g., one year), t is time in years, DCO2
(t)  and  

CCO2
(t) is the diffusion coefficient and atmospheric mass concentration of CCO2

 

(10-3kg/m3) at time t, respectively, nd is the age factor for the diffusion coefficient 

of CO2(g), Ccem is cement content (kg/m3), CCaO is the CaO content in cement, αH 

is a degree of hydration, and MCaO is the molar mass of CaO, and MCO2 is the molar 

mass of CO2(g). The age factor for microclimatic conditions (nm) associated with 

the frequency of wetting and drying cycles is nm= 0 for a sheltered outdoor envi-

ronment and nm= 0.12 for an unsheltered outdoor environment.  

While using the proposed Eq 3.8 by Yoon et al. [166], it should be noted that the 

carbonation depth is computed considering the constant concentration of CO2(g) 

for all times up to time t. This shows the overestimation in carbonation depth cal-

culation due to gradual increases in the concentration of CO2(g) with time up to the 
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peak value. Furthermore, the diffusion of CO2(g) increases with temperature. How-

ever, the effect of temperature on the diffusion of CO2(g) is not considered in the 

proposed carbonation model by Yoon et al. Considering the effects of changes in 

CO2(g) concentration and temperature, Stewart et al. [24] enhanced the carbonation 

depth model proposed by Yoon et al. [166] for assessing the impact of climate 

change in urban centres. This model includes the average CO2(g) concentration 

over a specific period, a factor to account for temperature's influence on the diffu-

sion coefficient of CO2(g) (fT(t)), and a factor to consider the increased CO2(g) 

levels in urban environments (kurban). Thus, Eq 3.8 is rewritten for years starting 

from 2000 as: 

 

Xc(t) =  √
2 fT(t) DCO2

(t)

a
kurban ∫ CCO2

(t) dt
t

2020

  (
t0

t − 1999
)

nm

 

t ≥ 2000 

Eq 3.7  where 

  fT(t) =  e
E
R

(
1

293
 − 

1
273+Tav(t)

 )
 

 Tav(t) =  
∑ T(t)t

i=2000

t − 1999
 

Where T(t) is the temperature (°C) at time t, E is the activation energy of the dif-

fusion process (40 kJ/mol), and R is the gas constant (8.314 x 10-3 kJ/mol K). How-

ever, this modeling approach cannot be applied or extended to predict carbonation 

in cement-based materials as a general practice due to the challenges of accommo-

dating all internal and external factors and their interactions within such simplified 

empirical equations. On the other hand, this modeling approach is useful for de-

veloping the governing equations based on microscopic mechanisms for the car-

bonation phenomenon in cement-based materials under various environmental 

conditions. Based on this perspective, numerical methods were introduced to de-

velop a carbonation depth model that can provide solutions in arbitrary space and 

time [167–169]. Studies describe the mass transport such as moisture and gaseous 

CO2(g) and carbonation process in concrete to determine the carbonation depth by 
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quantifying the remaining amount of calcium content phases and/or the for-

mation of calcium carbonate in the concrete. Furthermore, some researchers have 

attempted to calculate the pH value of the pore solution by solving the ionic equi-

librium between the pore solution and the hydrated solid cement phase [170–172].  

Maekawa et al. [173,174] proposed a generalized computational method that can 

deal with pH fluctuations of pore water and deterioration of the concrete due to 

carbonation for arbitrary environmental conditions. To simulate carbonation phe-

nomena in concrete, the equilibrium between gaseous and dissolved carbon diox-

ide, their transports, ionic equilibriums, and the carbonation reaction process are 

formulated based on thermodynamics and chemical equilibrium theory. The mass 

balance equation for a porous medium is expressed as 

 
∂[φ(1 − S) ∙ ρg + S ∙ ρd]

∂t
+ ∇ ∙ JCO2

− QCO2
= 0 Eq 3.8 

 Where:  

 Jco2 =  −(DdCO2
∇ρd +  DgCO2

∇ρg)  

 QCO2 =  
∂(CCaCO3

)

∂t
= k[Ca2+][CO3

2−]  

Where, φ is the porosity, S is the saturation of porosity, ρg is the density of gaseous 

carbon dioxide[kg/m3], ρd is the density of dissolved carbon dioxide in pore water 

[kg/m3], and Jco2 is the total flux of dissolved and gaseous carbon dioxide [kg/m2 

s], DgCO2
 is the diffusion coefficient of gaseous CO2(g) in a porous medium [m2/s], 

and DdCO2
 is the diffusion coefficient of dissolved CO2(g) in a porous medium 

[m2/s], CCaCO3
 is the concentration of calcium carbonate [mol/l], and k is the reac-

tion rate coefficient [l/mol.s]. The proposed approach is limited to transport and 

chemical equilibrium related to carbon dioxide only. However, migration and 

leaching of other cementitious ions may accelerate the carbonation of concrete and 

disturb pore solution and phase assemblage of concrete. Furthermore, the carbon-

ation of cement-based material is identified as a reactive transport process [103]. 

3.1.2.3 Reactive transport model for carbonation 

Over the last few decades, several reactive transport models (RTMs) have been 

established to predict concrete carbonation [108,153,154,175]. For gaseous and 
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ion mass transport in porous media, the Poisson-Nernst-Planck (PNP) equation is 

typically used, which is derived from a hybrid mixture theory [176,177], whereas 

chemical equilibrium calculations are performed through specialized tools such as 

PHREEQC [141,143,178] or GEMS [179–181]. Among others, RTMs have been 

established that combine gaseous, multi-ionic, and moisture transport models with 

a chemical equilibrium [154]. 

 

(εp − εl)
∂(Cj

g
)

∂t
− Cj

g ∂εl

∂t

= ∇ ∙ (Dj
g
(εp − εl)∇Cj

g
− Dj

g
Cj

g
∇εl) +  qj

g
;                 

j = 1,2, … . , M 

Eq 3.9 

Where, εp is the volume fraction of the liquid phase, εl is the volume fraction of 

the gas phase, Cj
g
 is the concentration of gas species j in the phase, Dj

g
 is the effec-

tive diffusion coefficient for gas j, qj
g
 is the rate of mass exchange term for chem-

ical interactions of the gaseous species, and M is the number of gas species building 

up the gas phase. However, current modeling approaches are limited by consider-

ing simplified assumptions about the processes involved in the carbonation of ce-

ment-based materials, for example, mass exchange mechanisms between gas 

phases and pore solution during the transport calculation, diffusion of gases asso-

ciated with their dissolution process with pore solution, mass flux through bound-

ary surfaces, and the integration effect of boundary condition. Also, predictive 

competencies are inadequate due to the lack of fundamental relationships between 

phase assemblage changes, pore structure changes, and mass transport through 

pores. Therefore, a practical interpretation of the relations between phase assem-

blage, pore structure, and mass transport is also needed to consider the impact of 

pore structure change on mass transport due to carbonation. In addition, current 

RTM models without considering ion absorption on the pore surface are insuffi-

cient to predict the actual changes in the phase assemblage and composition of 

pore solutions due to the carbonation process and the effects of carbonation on 

ionic transport. The dissolution of the C-S-H phase upon carbonation leads to the 

release or absorption of ions and alters the charge on the pore surface and the pore 

solution composition. As a result, ionic transport through the pore solution, as well 

as the rate of steel corrosion, will be affected by the pore solution composition. 

The lack of consideration of the interaction between the pore solution and the sur-
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face sites of the C-S-H phase on the pore surface in current models does not rep-

resent actual changes in pore solution composition upon carbonation, especially 

regarding free chloride concentration. 

To progress beyond the state-of-the-art, the reactive transport modeling framework 

described in Paper I should be extended to account for the carbonation of cement-

based materials, including multi-component gas and ionic transport coupled with 

moisture transport. To accurately replicate the variations in pore solution compo-

sition and the subsequent impact of these changes on steel corrosion, a surface 

complexation model should be employed, which includes the formation of an elec-

trical double layer and exchange interactions among the ionic solution in pores and 

the C-S-H surface site (≡SiOH). Therefore, chemical equilibrium calculations 

must include the equilibrium between the gas phases, aqueous species in the pore 

solution, hydrated solid phases, and ionic absorption on the pore surface. For in-

terconnecting phase assemblage changes and mass transport, models for moisture 

conductivity, gas, and ionic diffusivity should be based on the properties of pore 

structure and storage of liquid water in pores, taking into account the impact of the 

pore structure and moisture content changes on mass transport. Based on these 

perspectives, the development of a multi-species reactive transport model based 

on gas-ion-solid phase interaction for the carbonation of cement-based materials 

is presented in Paper III.  
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3.2 Boundary conditions of concrete structures 

Based on the location of concrete structures, service environments can be divided 

into different groups, such as marine, urban environments, and others. During the 

service life, the concrete structures in each location may be subjected to different 

deterioration scenarios, such as chloride-induced corrosion, carbonation-induced 

corrosion, sulfate attack, freeze-thaw cycle, etc., which could affect the structural 

reliability and service life of the concrete structure. Reinforced concrete structures 

in the marine environment are mainly deteriorated by chloride-induced corrosion. 

However, reinforced concrete structures in urban areas exposed to the atmosphere 

also suffer from deterioration caused by carbonation-induced corrosion. 

3.2.1 Marine environment 

Exposure conditions to which concrete structures are subjected in the marine en-

vironment play a crucial role in the deterioration of concrete structures, giving rise 

to, e.g., chloride penetration and the corrosion process of reinforcement. However, 

defining boundary conditions for numerical models in the marine area is challeng-

ing without understanding the inherent complexities. In an initial attempt, the 

boundary conditions may be simplified by considering the location of structural 

elements related to the seawater level. Exposure zones in the marine environment 

and relative corrosion rates depending on the exposure zone are shown in Fig 3.1. 

Within such an approach, five types of exposure zones can be introduced, i.e., at-

mospheric, splash, tidal, submerged, and subsoil zones, including a seabed section 

based on seawater level for the concrete section. Moreover, different mechanisms 

of ionic and moisture penetration into concrete can be identified in each zone, 

which is mainly influenced by existing environmental conditions near the surface 

of the concrete.  

The uppermost zone considered in the marine environment is the atmospheric 

zone, which is extended from the splash and tidal zone upwards. In this zone, at-

mospheric air mixes with moisture and salt, also known as airborne chlorides. The 

intensity of winds is different and more potent compared with on land. The con-

centration of airborne chloride depends on the intensity and pattern of waves and 

wind. Boundary conditions for numerical models are complex, and chloride in-

gress varies with airborne properties, relative humidity, precipitation, and temper-

ature. The region between the highest and lowest levels of seawater is defined as 

the tidal zone, and the range typically varies with seasonal periods. The concrete 

surface in the tidal zone experiences cyclic wetting by seawater and drying in an 
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air atmosphere. The cyclic boundary condition is the most vulnerable exposure 

condition compared with fully submerged and atmospheric zones for reinforced 

concrete due to the accelerated ingress of various species and a high risk for chlo-

ride-induced corrosion. Hence, numerical modeling approaches should define the 

different boundary conditions for the wetting and drying periods. During the wet-

ting period, the concrete is exposed to submerged conditions, whereas the bound-

ary condition used in the atmosphere zone can be applied for the drying period. 

The splash zone is defined as the upper part of the tidal zone and extends from 

some distance below the mean low water level (MLWL) to about 1.5 to 2 times 

the distance above the MLWL. This zone may experience the splash from waves 

during high tide but is never fully submerged during high tide. The splash zone 

range depends on the local tide condition and wave height. The splash zone is the 

most critical zone for offshore structures due to the continuous contact with highly 

aerated seawater, the erosive effect of seawater spray, temperature fluctuation, and 

wave action. In this zone, salt ions accumulate, and structures experience the full 

effect of sea salt ions found in seawater. These actions become predominant in the 

presence of atmospheric oxygen and carbon dioxide, making both concrete and the 

embedded reinforcement vulnerable to damage and corrosion. A significant por-

tion of an offshore structure is located in the submerged zone, below the low water 

level and above the sea bed. Here, the oxygen availability is low (about 3ppm), but 

the hydrostatic pressure increasing with depth can cause rapid penetration of harm-

ful salt ions into the concrete. This is regarded as the least corrosive zone due to 

the lack of oxygen and carbon dioxide that accelerate rebar corrosion. 

 

Fig 3.1. Exposure zones in marine environments and relative corrosion rate, depending on the 

exposure zone [182]. 
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3.2.2 Urban environment 

Carbonation is a common issue that inevitably affects reinforced concrete struc-

tures in urban areas. Mechanisms of carbonation of concrete in an urban area are 

mainly governed by the ingress of the gaseous phase of CO2(g) through pore voids 

and dissolved CO2(g) gas through pore solution into the concrete. The migration of 

gases and dissolved CO2(g) in concrete is driven by partial pressure and concentra-

tion gradients, respectively. Therefore, the deterioration of concrete depends on 

atmospheric parameters such as CO2(g) partial pressure, total atmosphere pressure, 

relative humidity, precipitation, wind speed, wind direction, and temperature when 

concrete structures are directly exposed to the atmosphere in an urban area. When 

there is no rain condition, the ions, gas, and moisture transport occurs through 

pores in concrete. During rainy conditions, the gas flux through the boundary sur-

face is restricted due to increased saturation levels within the pore voids, and ions 

in the pore solution start to leach out from the concrete when exposed to runoff 

water on the concrete surface. Therefore, the boundary conditions for exposed con-

crete in urban areas should be defined separately for rainy and dry seasons, and 

distinctions should be made between indoor and outdoor to simulate the carbona-

tion of exposed concrete. 

3.2.3 Summary of boundary condition for numerical models 

To accurately predict the deterioration of cement-based materials exposed to vari-

ous environmental conditions, it is necessary to assign different boundary condi-

tions to the developed RTM framework, such as concrete in fully saturated condi-

tions leading to multi-ionic transports, i.e., submerged zone in a marine environ-

ment, concrete in unsaturated condition leading to multi-ionic transport coupled 

with moisture transport, i.e., tidal or splash zone in a marine environment, and 

concrete in typical indoor and outdoor atmospheric conditions leading to multi-

ionic, moisture, and multi-component gas transport, i.e., concrete structure in ur-

ban environmental condition. A summary of applied boundary conditions for nu-

merical modeling and exemplary type of exposure conditions concerning the loca-

tion to enable the prediction of deterioration are given in Table 3.1. 
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Table 3.1. Type of adequate boundary condition for RTM framework to predict the deterioration 

of reinforced concrete structures. 

Environmen-
tal condition 

Marine environment 
Urban environ-
ment 

Location 
Atmospheric 
zone 

Tidal zone or Splash zone 
Submerged 
zone 

In and outdoor 
atmospheric 
zone 

Deterioration 
by 

Airborne chlo-
ride ingress 
and carbona-
tion  

Chlorde ingress and carbon-
ation 

Cloride in-
gress 

Carbonation  

Boundary 
condition 

-Airborne Cl 
concentration 

-CO2(g) con-

centration 

-Temperature 

-Relative hu-
midity 

-Precipitation 

-Wind speed 
and direction 

Due to wet 
period 

Due to dry pe-
riod 

-Seawater 
composition 

-Seawater 
Temperature 

-CO2(g) concen-

tration 

-Temperature 

-Relative hu-
midity 

-Precipitation 

-Wind speed 
and direction 

-Seawater 
composition 

-Seawater 
Tempera-
ture 

-CO2(g) con-

centration 

-Atmospheric 
Temperature 

-Relative hu-
midity 

-Precipitation 

-Wind speed 
and direction 
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4 Durability of concrete under actual envi-

ronmental conditions 

The development of a reactive transport model under different boundary condi-

tions was described in Chapter 4. Moreover, numerical predictions were compared 

to experimental data based on laboratory experiments to demonstrate the applica-

bility of the RTM (see Papers I to III). However, in lab-scale experiments, the 

boundary conditions of exposed specimens often remain constant over the experi-

mental period. Predicting concrete deterioration under natural environmental con-

ditions is more complex and often not accurately represented by results observed 

in laboratory-scale experiments. The boundary conditions in actual environmental 

conditions, such as temperature, relative humidity, the partial and total pressure of 

gases, wind speed, and wind direction, vary with time. The combined, complex 

effect of varying boundary conditions on concrete deterioration can be favourable 

or unfavourable, and will vary from case to case. For example, even if the concrete 

is exposed to higher temperatures and CO2(g) concentration, increases in relative 

humidity might, in fact, decrease the carbonation of concrete. The ability of the 

developed RTM model to deal with varying boundary conditions is presented in 

Chapter 4 through the comparison of simulated results with experimentally meas-

ured data of concrete exposed to real climatic conditions. 

4.1 General outline 

In this study, the developed RTM modeling framework was calibrated and tested 

in two case studies: (i) to investigate concrete deterioration under submerged sea-

water exposure for more than 16 years using data from the Solsvik field station in 

Norway and (ii) to investigate concrete deterioration under urban environmental 

condition for nearly eight years using data from the Danish Technological Institute 

field station in Denmark. 

4.2 Concrete deterioration under seawater exposure 

4.2.1 Numerical example 

To validate the developed RTM framework for concrete exposed to seawater at the 

Solsvik field station, a numerical study was conducted using the experimental con-

ditions and results from [62,183] for comparison with the model simulation. The 
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Norwegian Public Roads Administration (NPRA) established the Solsvik field sta-

tion along the Norwegian coast during the 1990s to study the deterioration of con-

crete induced by chloride ingress. Fourteen types of concrete beams with compa-

rable water-to-binder ratios but prepared using different Portland cement blends 

and SCMs such as silica fume, fly ash, or slag were exposed at the site. For this 

numerical study, one specific concrete type (PC-SF) was selected with a lower 

content of SCMs in production. The experimental study includes among others, 

measurements of the Cl profile and total elemental contents, including calcium 

(Ca), sodium (Na), aluminum (Al), iron (Fe), magnesium (Mg), sulfur (S), and 

potassium (K), as well as solid phases (Portlandite and carbonate phase) for sam-

ples exposed to seawater. A brief overview of the exposure conditions, investi-

gated materials, and field measurements are provided in the following, while more 

detailed information on sample preparation, exposure, and measurement campaign 

can be found in [62]. 

4.2.2 Materials 

In October 1997, a 3 m × 0.15 m × 0.30 m concrete beam was prepared using 92% 

Portland cement (PC) type CEM I 42.5 N according to EN197-1 with 8 % silica 

fume (SF). The PC-SF concrete was proportioned with a water-to-binder mass ra-

tio of 0.44. The mix design details of the concrete are given in Table 4.1, while the 

chemical composition of the PC and SF is given in Table 4.2. 

Table 4.1. Mix design of PC-SF concrete after [62]. 

 Details of mix design PC-SF 

CEM I 42.5 378 

Silica fume 34.0 

Free water 181.0 

Absorbed water 15.0 

Fine aggregates 0-8mm 872.0 

Coarse aggregates 0-8mm 898.0 

SP 1 1.4 

SP 2 1.1 

Air entrainer 0.1 

Fresh density 2382.0 

Paste volume excl. air [Vol%] 33.0 

Air content fresh mix [Vol%] 3.0 

w/b = free water/(PC+S+FA+SF) 0.4 
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Table 4.2. Chemical composition [wt%] of the Portland cement (PC), silica fume (SF), after [62]. 

 Details of properties of PC CEM I 42.5 SF 

Chemical composition analysis [wt%] 
  

SiO2  21.3 95.1 

Al2O3 4.1 1.0 

Fe2O3 3.2 0.1 

CaO 64.3 0.1 

MgO 1.7 0.4 

K2O 0.4 1.0 

Na2O 0.2 0.1 

SO3 2.9 0.0 

 

4.2.3 Curing condition 

The PC-SF concrete beam was cast in October 1997 at a ready-mix concrete plant 

near the Solsvik field station. After casting, the concrete beam was kept outdoors 

at a temperature of -2 to 10 ºC for 24 hours. After demolding, the concrete beam 

was cured under a plastic cover for six months outdoors.  

4.2.4 Exposure condition 

After curing, the PC-SF concrete beam was suspended at Solsvik bay on Sotra 

Island, near Bergen, Norway. The lower part of the beams was permanently sub-

merged, the middle part was subjected to tidal fluctuations, and the top part was 

exposed to atmospheric and splash conditions. The details of lifting a beam at the 

Solsvik field station for testing and position for drilling cores in the concrete beam 

are presented in Fig 4.1. In August 2013, after nearly 16 years of exposure, the 

beam was lifted, and a core in the permanently submerged part of the beam, ap-

proximately 0.5 m from the lower edge of the beam, was cored for chemical anal-

ysis and moisture measurement.  
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Fig 4.1. The details of lifting a beam at Solsvik field station for testing (right) and position for 

drilling cores in the concrete beam, dimensions shown in [mm] (left) [183]. 

Seawater composition and temperature over the exposure period were needed for 

realistic numerical predictions of material deterioration. Therefore, Estimating the 

Circulation and Climate of the Ocean (ECCO Version 4 Release 3 or V4R3 for 

short) data [184], which includes satellite and in situ ocean observations, was used 

to retrieve exposure conditions, i.e., sea water temperature and salinity at Solsvik 

field station between 1997–2013. To assess the applicability of the interpolation 

method to ECCO data, ECCO data was interpolated to weather stations of the Nor-

wegian Meteorological Institute (NMI) [185], located near the Solsvek field sta-

tion, including Slåtterøy Fyr (SN48330), Ytterøyane Fyr (SN57770), and Troll A 

(SN76931). The weather station location and seawater temperature using interpo-

lated ECCO data and NMI observed weather station data from 1997 to 2013 are 

shown in Fig 4.2a and b for comparison. The data in Fig 4.2 shows that the sea-

water temperature was not continuously registered for selected weather stations 

over the entire exposure period. However, interpolated ECCO data for each loca-

tion agree well with observation data at the weather station (see Fig 4.2b). There-

fore, in this numerical study, the interpolation method for ECCO data can be used 

to determine the exposure conditions for concrete exposed at Solsvik field station. 
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Fig 4.2. Location of weather observation station near the Solsvek field station and a comparison 

between ECCO Ocean Temperature and Salinity grid data (ECCO) and Norwegian Meteorologi-

cal Institute (NMI) observation data for different weather stations. 

The interpolated seawater temperature and salinity using ECCO data at Solsvek 

field station between 1998 and 2014 are shown in Fig 4.3a and b, respectively. In 

the present study, it is assumed that the seawater composition near the Trondheim 

fjord, Norway, is similar to that at the Solsvek field station. The composition of 

the seawater determined by inductive coupled plasma mass spectrometry (ICP-

MS) [65] is given in Table 4.3.  Further, the chloride content in seawater is adjusted 

with salinity changes over the exposure period. In the present study, the chloride 

content in seawater is related to the salinity of seawater as follows [186,187]. 

 Clm =  0.5535 ∙ Ssw Eq 4.1 

Where Clm is the mass content of chloride (g) and Ssw the salinity of seawater 

(g_salt kg⁄ ). 

(a) (b)              
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Fig 4.3. Temperature and salinity (ECCO data) for the Solsvek field station [184]. 

Table 4.3. Elemental composition of exposure solution, after [65]. 

Element 
Seawater  
[mmol/l] 

Ca 8.76 

Cl 548 

K 8.9 

Mg 46.7 

Na 411 

S 26.9 

 

4.2.5 Input parameters and databases for numerical studies 

In the numerical studies, the exposed specimen was assumed to be in a fully satu-

rated condition, and the boundary conditions in the exposed specimen, such as 

seawater temperature and salinity levels, were assumed to be consistent with the 

interpolated values from ECCO data at the Solsvik field station. Input for the hy-

dration model was determined based on the hydration of each clinker phase com-

position in the binder materials. The content of the main clinkers phases, alite, 

belite, aluminates, and ferrites, was determined by the Bogue equation. The soluble 

alkali sulfates (K2SO4 and Na2SO4) were determined using total alkali oxide and 

sulfate content in PC cement (see Table 4.2) and the proposed method by Taylor 

for sulfate distribution [188]. It is assumed that the remaining sulfates (SO3), other 

than alkali-sulfates, basanite, and gypsum phases, accumulate as solid solutions in 

the major clinkers, especially alite and belite in PC. The remaining non-dissolved 

alkali oxide (K2O and Na2O) and magnesium oxide (MgO) are stored as minor 

content in the major clinkers. The resulting clinker composition of the PC cement 

is shown in Table 4.4. 

(a) (b)              
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Table 4.4. Clinker composition of the Portland cement (PC) [wt%]. 

Phase composition [wt%] 
Present as a solid solution in the clinker phases 
[wt%] 

Alitea (C3S)  53.14 CaOe 0.00 

Belitea (C2S) 20.97 MgOc 1.70 

Aluminatea (C3A) 5.45 K2Od  0.04 

Ferritea(C4AF) 9.74 Na2Od 0.11 

Calciteb 4.32 SO3
  f 0.80 

Gypsumc 3.62   

K2SO4
   d  0.67   

Na2SO4
  d 0.21     

a - Determined by Bogue equation. 
d - Calculated from total (Table 4.2) and soluble alkali con-
tent [189]. 

b - Calculated from the CO2 content Table 4.2. e - Calculated from the Free CaO content Table 4.2 

c - Calculated from the chemical analysis. f - Calculated from the distribution of sulfate [188]. 

In total, 74 ions were included in the multi-ionic mass transport model, whereas 

moisture transport was not considered under the assumption of full saturation. The 

phases, thermodynamic data, reaction equations, and thermodynamic data for ion 

adsorption on the C-S-H surface presented in [188,190] were used for the numeri-

cal investigation of PC-SF concrete under fully submerged conditions. In addition, 

the dissolution of CO2(g) in the exposure solution was allowed under atmospheric 

conditions. 

Details of spatial discretization and time step used in the numerical study, together 

with assumed threshold pore radius, initial tortuosity, shape factor, and other con-

stant values, are shown in Table 4.5. In general, using a relatively high number of 

elements to discretize the domain in numerical studies will increase the accuracy; 

however, computational costs will increase. Therefore, to balance accuracy and 

computational cost in the present investigations, the 20 cm 1D domain was discre-

tized using 100 elements with a growth factor to create a finer mesh near the sur-

face of the exposed boundary. The time step was decided through sensitivity indi-

ces studies for ion mass transport based on comparing total exposure time, com-

putational costs, developed charged imbalance in the pore solution, and the trun-

cated error in the boundary node. Chemical equilibrium was performed in every 

time step.  
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Table 4.5. Model parameters for numerical investigations. 

Model parameters Value 

No of spatial elements 100 

Growth factor of spatial elements 2 

Total spatial distance, (m) 0.2 

Total exposure time, (years) 16 

Time step, ∆𝑡 (hr) 12 

Threshold pore radius, rth (nm) 2 

Initial tortuosity factor, 𝑓𝜏,0 0.04 

Shape parameter, 𝑐 1 

Relative dielectricity, 𝜁𝑟 78.54 

Dielectricity in a vacuum, 𝜁0 8.85E-12 

Faraday’s constant, (C/mol) 96490 

Gas constant, (J/(mol ∙ K)) 8.314 

 

4.2.6 Results and discussion 

4.2.6.1 Phase assemblage of PC-SF concrete 

The numerical results for PC-SF concrete after two months of outdoor curing at 

the Solsvek field station are shown in Fig 4.4. Results of the hydration model in-

dicate that more than 92 % of alite and aluminate clinker are hydrated after two 

months of curing, whereas a slower reaction rate of belite was observed in PC-SF 

concrete specimens (see Fig 4.4a). The simulated phase assemblage contains C-S-

H, Portlandite, Ettringite, monocarbonate, hydrogarnet, hydrotalcite, calcium car-

bonate, and unhydrated cement. Nearly 22% of the total PC-SF concrete volume 

consists of both hydrated and unhydrated cement, whereas the numerical results 

indicate that approximately 12% of the total volume is pore space after two months 

of curing (see Fig 4.4b). Dissolved ions will be present in the pore solution due to 

equilibrium reactions between the pore solution and hydrated phases. The numer-

ically simulated composition of the pore solution of PC-SF concrete after two 

months of curing is given in Fig 4.4c. Alkali ions, such as Na+ and K+, dominate 

the composition of the pore solution in PC-SF concrete due to the higher dissolu-

tion rate of the alkali sulphates compared to the dissolution of the major clinkers. 

The Ca concentration is moderately higher due to the dissolution of Portlandite and 

C-S-H, whereas the presence of hydrogarnet and hydrotalcite phases limit the con-

centrations of Fe and Mg, respectively. The simulated results show that the pH 

value of the pore solution of the PC-SF concrete is approximately 13.08. Fig 4.4d 
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shows the simulated cumulative pore volume and pore size distribution of gel, ca-

pillary, and total pores of PC-SF concrete specimens after two months of outdoor 

curing. Numerical results indicate that nearly 1/3 and 2/3 of total pore volumes 

consist of gel and capillary pore, respectively, whereas two threshold pore radii 

were observed for the pore distribution. The pore size distribution shows that the 

peak lies between 0.1 to 1 μm for non-exposed PC-SF concrete specimens. The 

threshold and peak pore radius considerably affect the ionic, gas, and moisture 

transport in the RTM model. 

 

Fig 4.4. Numerical results for PC-SF concrete specimens after two months of outdoor curing 

under a plastic cover. (a) hydration of major clinkers phases and average degree of hydration, (b) 

phase assemblage, (c) composition of the pore solution, and (d) pore distribution. 

4.2.6.2 Phase assemblage of exposed PC-SF concrete 

The developed RTM was used to simulate the effect of seawater on the solid phases 

of exposed PC-SF concrete at the Solsvek field station. Results of the numerical 

simulations, i.e., phase assemblage for PC-SF concrete immersed in seawater so-

lution for 1, 8, and 16 years, are shown in Fig 4.5. The right-hand side of the figures 

(a) (b)

(c) (d)
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displays the paste composition in the unaffected core, while the left-hand side il-

lustrates the effect of exposure on the PC-SF concrete samples. For the non-ex-

posed core, the simulated phase composition includes CSH, Portlandite, Ettringite, 

monocarbonate, hydrogarnet, hydrotalcite, calcium carbonate, and unhydrated sil-

ica fume and cement. 

Upon exposure of the PC-SF concrete to seawater, Portlandite and monocarbonate 

decompose with a continuous increase in calcite content (see Fig 4.5). The ob-

served changes in the phase assemblage result from the presence of Cl− ions from 

the boundary solution, which start to substitute carbonate ions (CO3)2− in the mon-

ocarbonate to form Friedel's salt. On the other hand, the formation of additional 

phases such as ferrihydrite-mc, brucite, magnesium silicate hydrate (MSHss), nat-

rolite, and gypsum is observed near the surface of the exposed PC-SF concrete 

specimen due to the presence of sodium, sulfate, and magnesium in the seawater. 

In addition to the decomposition of monocarbonate and Portlandite, the decalcifi-

cation of C-S-H and the dissolution of hydrogarnet and ettringite are observed near 

the exposed surface. The porosity near the exposed surface decreases mainly with 

calcite and MSHss formation because the molar volume of MSHss is comparably 

higher. Except for the region near the exposed surface (0-5mm section), a gradual 

decrease in pH value was observed with the leaching of some ions and decompo-

sition of phases such as monocarbonate and Portlandite. In contrast, the decalcifi-

cation of the C-S-H phase due to seawater exposure causes a sudden drop in pH 

value at the vicinity of the exposure surface (approximately 8.2 at the exposed 

surface for 16 years of exposure). 
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Fig 4.5. Numerically simulated phase assemblage for PC-SF concrete specimens using ECCO 

data for 1, 8, and 16 years of exposure at the Solsvek field station. 

4.2.6.3 Elemental profiles of exposed PC-SF concrete 

Fig 4.6a and b illustrate a comparison between simulated and experimentally de-

termined (through TGA) Portlandite and the release of CO2(g) profiles for speci-

mens exposed to seawater after 16 years of exposure, as well as simulated profiles 

for 1 and 8 years of exposure. The Portlandite and CO2(g) contents are presented in 

total phase content as the mass percentage of the dried PC-SF concrete at 105 °C.  

Results illustrate an increase in the release of CO2(g) in the outermost section (0–

3mm) due to seawater exposure over time (see Fig 4.6b). The formation of car-

bonate phases may result from either carbonation during sample preparation or the 

transport of CO2(g) dissolved in the boundary solution inside the PC-SF concrete 

sample during exposure. In the present study, the dissolution of CO2(g) in the ex-

posure solution was considered under atmospheric conditions for which a good 

agreement between experimental and numerically simulated results is observed. 

Moreover, a decrease in Portlandite content near the exposed surface is observed 

(a) (b)

(c)
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over time. As previously discussed, the dissolution of Portlandite is increased by 

calcite formation. A gradual decrease in Portlandite is also found in the deeper, 

uncarbonated sections, i.e., both experimentally and numerically (see Fig 4.6). 

Fig 4.7a and b show the simulated cumulative pore volume and pore size distribu-

tion of capillary, gel, and total pores of PC-SF concrete at a depth of 0.5mm from 

the exposed surface before and after exposure to seawater solution for 16 years. 

Numerical results for the cumulative pore volume indicate that seawater exposure 

appears to fill pores with newly formed phases such as calcite, ferrihydrite-mc, 

brucite, MSHss, and natrolite (see Fig 4.5). A slight decrease in the total pore vol-

ume of gel pores is found because decomposition of the C-S-H phase occurs due 

to carbonation and ingress of ions (see Fig 4.5). The effect is more pronounced for 

capillary porosity, for which nearly half of the capillary pore space is filled by 

newly formed phases. The peak radius considerably affects the ionic transport in 

the RTM model, influencing ion flux through a change in threshold porosity. The 

pore size distribution shows that the peak lies between 0.1 μm to 1 μm for all non-

exposed and exposed PC-SF concrete. A more significant reduction in peak radius 

is observed for seawater exposure. For seawater exposure, the formation of addi-

tional phases affects the total porosity distribution and reduces the peak radius ten 

times smaller than non-exposed PC-SF concrete. 

Numerically simulated the tortuosity factor for the PC-SF concrete after exposure 

to seawater solution for 16 years are given in Fig 4.8. Results of the numerical 

simulations illustrate changes in the tortuosity factor near the exposed surface for 

seawater exposure. The tortuosity factor is significantly reduced, indicating an in-

crease in the length of the ion pathway. Consequently, the ion flux through the 

pore space near the PC-SF concrete's surface is reduced, forming new solid phases, 

although the boundary solution provides sufficient ion supply.   
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Fig 4.6. Comparison of experimentally determined and numerically simulated Portlandite and 

carbon content in PC-SF concrete specimens after 16 years of exposure to seawater at the Solsvek 

field station. 

 

Fig 4.7. Cumulative pore volume and pore size distribution for PC-SF concrete specimens at a 

depth of 0.5mm from the exposed surface after 16 years at the Solsvek field station. 

 

Fig 4.8. Tortuosity factor of PC-SF concrete specimens exposed to seawater for various exposure 

times at the Solsvek field station. 
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The simulated distribution of chlorides in PC-SF concrete exposed to seawater so-

lution after 1, 8, and 16 years are shown in Fig 4.9, together with the experimen-

tally measured after 16 years of exposure. The chloride profiles are thereby pre-

sented as total chloride contents per mass percentage of the dried PC-SF concrete 

(at 105 ℃). Within the presented modeling framework, chlorides may be stored in 

free water and the EDL of the pore solution, physically bound on the pore surface, 

and chemically bound in, e.g., Kuzel’s salt and Friedel's salt. The sum of all chlo-

rides, i.e., free, physically, and chemically bound, is then provided as the total 

chlorides in the simulated result. Generally, the presented results indicate an ex-

cellent agreement between simulation and the experimental results for 16 years of 

PC-SF concrete exposure. The results show the peak behaviour in the chloride 

profile near the exposed surface (0-5mm section) of the PC-SF concrete due to the 

seawater exposure, as Cl from the boundary solution was immediately stored as 

Friedel's salt near the exposed surface (see Fig 4.5). Simultaneously, the peak re-

gion continuously moves deeper for all profiles with increasing exposure time. In 

addition, over time, the simulated and measured chloride profiles show a reduction 

in the chloride content at the surface (0–3mm section). The decrease in chloride 

content near the exposed surface is caused by the release of initially physically 

absorbed Cl− ions from the surface sites of C-S-H due to the decalcification of the 

C-S-H phase, whereas the mass of dried PC-SF concrete at 105 °C increased in the 

surface region. Therefore, the normalized total chloride contents with the mass of 

the dried PC-SF concrete at 105 ℃ reduced after some exposure period. 

 

Fig 4.9. Comparison between simulated and measured total chloride profiles of PC-SF concrete 

samples exposed to seawater after 16 years at the Solsvek field station. The notation M and E in 

the legend represent the model and experimental results, respectively. 

A comparison between numerical and experimental results for calcium (Ca), alu-

minium (Al), iron (Fe), magnesium (Mg), sulfur (S), sodium (Na), and potassium 

[Elemental        

profile]
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(K) after 16 years of exposure to seawater is given in Fig 4.10 along with numerical 

results for 1 and 8 years. Total elemental distributions are presented as the mass 

percentage of the dried PC-SF concrete (at 105 ℃). Generally, a good agreement 

between numerically simulated and experimentally determined elemental distribu-

tion is found for most parts of the spatial domain. As the exposure solution contains 

slightly less Ca than the pore solution of the PC-SF concrete (see Table 4.3 and 

Fig 4.4c), leaching of Ca is expected from the concrete due to electrochemical and 

potential gradients. However, in the outermost section (0-3mm) of the concrete 

region, the experimentally measured calcium profiles indicate enrichment in cal-

cium. The simulated calcium profile can be explained through numerical simula-

tion. The decalcification of the C-S-H phase occurs due to carbonation increasing 

the Ca concentration in the pore solution. As a result, numerical simulations predict 

the leaching of calcium through the exposed surface. Finally, the leached calcium 

reacts with dissolved carbon dioxide in the seawater, and a calcite crust is depos-

ited on the exposed surface of the concrete, which is confirmed in the microscopic 

study presented in [61,65]. 

For concrete exposed to seawater, leaching of Al and Fe is expected due to the lack 

of Al and Fe in the exposure solution. However, the leaching is restricted due to a 

slight concentration gradient between the boundary and pore solution (see Table 

4.3 and Fig 4.4c), resulting in a slight decrease of Al and Fe profiles, as indicated 

by experimental results and numerical predictions. The presence of magnesium in 

the seawater solution leads to the ingress of magnesium in the PC-SF concrete 

samples. The magnesium content increased only in the outer sections (0–2mm) of 

samples exposed to seawater. Numerical results predict the formation of hy-

drotalcite, brucite, and M-S-Hss in the outer sections of the exposed samples (see 

Fig 4.5) as the transported magnesium ions react with other ions in the pore solu-

tion and precipitate as solid phases. Due to the presence of sulfur in the seawater 

solution, experimental and numerical results show increased sulfur content in the 

outer section (0–4mm) of the exposed sample. As a result, additional ettringite is 

formed after 1 and 8 years of exposure, as indicated in Fig 4.5. However, for the 

more prolonged exposure, the formed ettringite close to the exposure surface starts 

to decompose due to carbonation. Therefore, a reduction in sulfur profile was ob-

served after 16 years of exposure (see Fig 4.10e).  

Seawater solution contains more than three times the Na concentration of the pore 

solution of the PC-SF concrete (see Table 4.3 and Fig 4.4c); therefore, Na is ex-

pected to ingress into the samples due to electrochemical and potential gradients. 
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However, the measured and simulated sodium profiles indicate enrichment in so-

dium close to the exposed surface (0-1mm) for 1, 8, and 16 years of exposure. At 

the same time, the results illustrate a reduction in sodium content in the section 

located 1-3mm from the exposed surface. The numerical simulation shows that the 

transported Na replaces Ca in the C-S-H phase for more prolonged exposure, and 

a natrolite phase is formed close to the exposure surface.  As a result, a rapid in-

crease in the Na profile was observed in the vicinity of the exposure surface. The 

seawater solution contains only limited potassium concentrations compared to the 

pore solution (see Table 4.3 and Fig 4.4c), leading to continuous leaching of po-

tassium ions from the exposed surface. In addition, initially physically absorbed 

potassium ions from the pore surface are released into the pore solution due to the 

decalcification of the C-S-H phase (see Fig 4.5).  
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Fig 4.10. Comparison of experimentally measured and numerically simulated total calcium(Ca), 

aluminium (Al), iron (Fe), magnesium (Mg), sulfur (S), sodium (Na), and potassium (K) content 

from profile ground PC-SF concrete samples after 16 years of exposure to seawater at the Solsvek 

field station. 

(a)

(b)              

(c)

(d)

(e)

(f)              
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4.3 Concrete deterioration under urban environment 

4.3.1 Numerical example 

To validate the developed RTM framework for concrete exposed to urban envi-

ronments at a test site near the Danish Technological Institute (DTI), a numerical 

study was conducted using the experimental conditions and results from [191,192]. 

The test site near DTI for studying the carbonation of different types of concrete 

was established by Femern A/S in April 2010. Fifteen types of concrete with dif-

ferent blends of cement and SCMs were selected for testing by Femern A/S. To 

test the developed RTM, the reference concrete panels prepared with 100% Port-

land cement were investigated to study concrete carbonation. The experimental 

study measured the carbonation depth of exposed concrete using thymolphthalein 

in May 2018. A brief overview of the exposure conditions, investigated materials, 

and field measurements is provided in the following, while more detailed infor-

mation on sample preparation, exposure, and measurement campaign can be found 

in [191,192]. 

4.3.2 Materials 

The concrete panel with the dimensions 1.0 m x 1.0 m x 0.2 m was prepared using 

Portland cement (PC) type CEM I 42.5 N according to EN197-1. The PC concrete 

was proportioned with a water-to-binder mass ratio of 0.4 and a target air content 

of 4.5%. The mix design details of the concrete are given in Table 4.6, and Table 

4.7 provides information on the chemical composition of the binder as measured 

by X-ray fluorescence according to EN 196-2 [191,192]. 

Table 4.6. Mix design of PC concrete after [191]. 

 Details of mix design PC 

OPC cement (CEM I 42.5) 365 

Water content 146.0 

Aggregate 0/2 695.0 

Aggregate 4/8 377.0 

Aggregate 8/16 266.0 

Aggregate 16/22 529.0 

Amex SB 22 (AEA) 1.7 

Glenium SKY 532SU (SP) 2.8 

Air content fresh mix [Vol%] 4.5 

w/b = free water/(PC+S+FA+SF) 0.4 



63 

 

Table 4.7. Chemical composition [wt%] of the Portland cement (PC), after [191]. 

 Details of properties of PC CEM I 42.51 

Chemical composition analysis  [wt%] 

SiO2  24.8 

Al2O3 2.91 

Fe2O3 2.34 

CaO 65.6 

MgO 0.75 

K2O - 

Na2O 0.40 

SO3 2.24 

CO2 0.15 

Loss on ignition 0.65 

Blaine surface [m2/kg] 366 

Density [kg/m3] 3190 

 

4.3.3 Curing condition 

The casted concrete panel was kept indoors at room temperature (approximately 

20 ◦C) for 24 hrs. After 24 hrs of maturity age, the casted concrete panel was 

demolded, and immediately after, the panel was tightly wrapped in plastic and 

stored indoors until the block had reached a minimum of 14 maturity days. 

4.3.4 Exposure condition 

After reaching 28 days of curing for maturity, the concrete panel was placed out-

doors on the premises of the DTI and exposed to atmospheric conditions in April 

2010. The placement of the concrete panel at the DTI and the positions for drilling 

cores for carbonation testing are shown in Fig 4.11. 
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Fig 4.11. The placement of the concrete panel at the DTI and the positions for drilling cores for 

carbonation testing. 

Due to concrete being exposed to atmospheric conditions, the carbonation of con-

crete depends on various atmospheric parameters, e.g., CO2(g) concentration, total 

atmospheric pressure, temperature, relative humidity, wind speed, wind direction, 

and precipitation. Modeling the effect of both wind and precipitation on the car-

bonation of concrete in an outdoor environment, along with other atmospheric pa-

rameters, is more challenging and requires further investigation. Therefore, atmos-

pheric parameters, such as wind speed, wind direction, and precipitation, are not 

included in this study. Due to precipitation, ion leaching on the exposed surface of 

concrete can be observed, and the effect of this ion leaching on concrete deterio-

ration in an urban environment over longer exposure periods cannot be neglected. 

However, this study accounts for ion leaching through the exposed surface when 

the atmospheric relative humidity reaches 100%, similar to the effect of precipita-

tion. For the numerical simulation, the Roskilde Lufthavn weather station (SI-

06170) belonging to the Danish Meteorological Institute (DMI) was selected to 

obtain observation data, such as temperature and relative humidity [193]. The ob-

servation data for the exposure period from 2010 to 2018 are shown in Fig 4.12. 

In this study, the average concentration of CO2(g) in the atmosphere is taken as 420 

ppm from 2010 to 2018. 
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Fig 4.12. The observation data of Roskilde Lufthavn weather station (SI-06170) for the exposure 

period from 2010 to 2018 [193]. 

4.3.5 Input parameters and databases for numerical studies 

The numerical simulations accounted for concrete properties and boundary condi-

tions (atmospheric conditions) occurring in the field test. One side of the concrete 

specimen (1.0 x 1.0 m) was exposed to atmospheric conditions in the exposure 

field while simultaneously subjected to a wetting (at RH 100%) and drying pro-

cess. Therefore, ionic flux through the exposed surface of the material is omitted 

in the ion mass transport calculation during drying conditions (due to lack of con-

tinuity of pore water with exposure), whereas moisture flux (in the form of vapour 

phase) through the exposed surface is accounted for in the moisture transport cal-

culations. In addition, ion ingress and leaching are accounted for through the ex-

posed surface in the mass transport calculations during wetting periods. Finally, 

gaseous ingress through the pore void is accounted for by assigning a flux through 

the exposed boundary surface in the mass transport calculations for gas. 
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For the hydration model, the content of main clinkers phases alite, belite, alumi-

nates, and ferrites was determined by the Bogue equation. The soluble alkali sul-

fates (K2SO4 and Na2SO4) were determined using total alkali oxide and sulfate 

content in PC cement (see Table 4.7) and the proposed method by Taylor for sul-

fate distribution [188]. It is assumed that the remaining sulfates (SO3), other than 

alkali-sulfates, basanite, and gypsum phases, accumulate as solid solutions in the 

major clinkers, especially alite and belite in OPC. The remaining non-dissolved 

alkali oxide (K2O and Na2O) and magnesium oxide (MgO) are stored as minor 

content in the major clinkers. The resulting clinker composition of the PC cement 

is shown in Table 4.8. 

Table 4.8. Clinker composition of the white Portland cement (PC) [wt%].  

Phase composition [wt%] 
Present as a solid solution in the clinker phases 
[wt%] 

Alitea (C3S)  53.49 CaOe 0.00 

Belitea (C2S) 30.67 MgOc 0.76 

Aluminatea (C3A) 3.78 K2Od  0.02 

Ferritea(C4AF) 7.18 Na2Od 0.22 

Calciteb 0.34 SO3
  f 0.57 

Gypsumc 2.79   

K2SO4
   d  0.34   

Na2SO4
  d 0.42     

a - Determined by MAS NMR Spectroscopy [191]. 
d - Calculated from total (Table 4.7) and soluble alkali con-
tent [189]. 

b - Calculated from the CO2 content Table 4.7. e - Calculated from the Free CaO content Table 4.7. 

c - Calculated from the chemical analysis. f - Calculated from the distribution of sulfate [189]. 

In the present study, the CO2(g) gas constituent was only included in the multi-

species gas transport, whereas two-phase moisture, i.e., liquid and vapour, was 

adapted in moisture transport. In total, 74 ions were included in the multi-ionic 

mass transport model during the numerical investigations. The phases, thermody-

namic data, reaction equations, and thermodynamic data for ion adsorption on the 

C-S-H surface presented in [188,190] were used for the numerical investigation of 

carbonation of PC concrete exposed to atmospheric conditions.  Details of spatial 

discretization and time step used in the numerical study, together with assumed 

threshold pore radius, initial tortuosity of ion and gas, shape factor, and other con-

stant values, are shown in Table 4.9. In general, using a relatively high number of 

elements to discretize the domain in numerical studies will increase the accuracy; 

however, computational costs will increase. Therefore, to balance accuracy and 
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computational cost in the present investigations, the 50mm 1D domain is discre-

tized using a total of 50 elements with a growth factor to create a finer mesh near 

the surface of the exposed boundary. The time step was decided through sensitivity 

indices studies for ion mass transport based on comparing total exposure time, 

computational costs, developed charged imbalance in the pore solution, and the 

truncated error in the boundary node. Chemical equilibrium was performed in 

every time step.  

Table 4.9. Model parameters for the numerical investigations. 

Model parameters Value 

No of spatial elements 50 

Growth factor of spatial elements 2 

Total spatial distance, (mm) 15 

Total exposure time, (days) 360 

Time step, ∆𝑡 (hr) 6 

Threshold pore radius, rth (nm) 2 

Initial tortuosity factor, 𝑓𝜏,0 0.05 

Initial gas tortuosity factor, 𝑓𝜏,0
𝑔

 0.20E-5 

Shape parameter, 𝑐 1 

interfacial gas transfer coefficient  2.00 E-4 

Relative dielectricity, 𝜁𝑟 78.54 

Dielectricity in a vacuum, 𝜁0 8.85E-12 

Faraday’s constant, (C/mol) 96490 

Gas constant, (J/(mol ∙ K)) 8.314 

 

4.3.6 Results and discussion 

4.3.6.1 Phase assemblage of PC concrete panel 

The numerical results for the PC concrete panel after reaching 28 days of maturity 

age at DTI are shown in Fig 4.13. Results of the hydration model indicate that 

more than 80% of alite and aluminate clinker are hydrated after 28 days of outdoor 

curing, whereas a slower reaction rate of belite was observed in the PC concrete 

panel (see Fig 4.13a). The simulated phase assemblage contains C-S-H, Portland-

ite, Ettringite, monocarbonate, hydrogarnet, hydrotalcite, calcium carbonate, and 

unhydrated cement. Nearly 19% of the PC concrete volume consists of both hy-

drated and unhydrated cement, whereas the numerical results indicate that approx-

imately 11% of the total volume is pore space after 28 days of outdoor curing (see 
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Fig 4.13b). Dissolved ions will be present in the pore solution due to equilibrium 

reactions between the pore solution and hydrated phases. The numerically simu-

lated composition of the pore solution of PC concrete after 28 days of outdoor 

curing is given in Fig 4.13c. The composition of the pore solution in PC concrete 

is dominated by alkali ions, such as Na+ and K+, due to the higher dissolution rate 

of the alkali sulphates compared to the dissolution of the major clinkers. The Ca 

concentration is moderately higher due to the dissolution of Portlandite and C-S-

H, whereas the presence of hydrogarnet and hydrotalcite phases limit the concen-

trations of Fe and Mg, respectively. The simulated results predict the pH value of 

the pore solution of the PC concrete to be 13.46. Fig 4.13d shows the simulated 

cumulative pore volume and pore size distribution of gel, capillary, and total pores 

of PC concrete after 28 days. Numerical results indicate that nearly 1/4 and 3/4 of 

total pore volumes consist of gel and capillary pore, respectively, whereas two 

threshold pore radii were observed in pore distribution. The pore size distribution 

shows that the peak lies between 0.1 to 1 μm for non-exposed PC concrete.  

 

Fig 4.13. Numerical results for PC concrete specimens after 28 days of sealed curing at 20 ℃. (a) 

hydration of major clinker phases and average degree of hydration over 28 days of the curing 

period, (b) phase assemblage, (c) composition of the pore solution, and (d) pore distribution. 

(a) (b)

(c) (d)

(pH = 13.46)
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4.3.6.2 Moisture isotherm and transport parameters 

Fig 4.14a compares the computed pore distribution of PC concrete at a depth of 1 

mm from the exposed surface before and after exposure to atmospheric conditions 

at DTI for nearly eight years. The micro-pore structure directly affects the mass 

transport parameters, which mainly influence the carbonation of cement-based ma-

terials. During the carbonation of PC concrete, the numerical simulation predicts 

an increase in porosity at the exposed surfaces, followed by a slight decrease and 

constant porosity in the non-carbonated section of the sample. Numerical results 

illustrating the cumulative pore volume further indicate that the effect is more pro-

nounced in fully carbonated PC concrete, for which the carbonation of hydrated 

phases nearly doubles the capillary pore space. Due to the transformation of the C-

S-H phase into silica gel by the carbonation process, a gradual decrease in the in-

terlayer and gel pores is observed. 

Moreover, a shift in the pore size distribution towards larger pore diameters is also 

simulated. As a result, the peak radius in the pore distribution increases five times 

compared to non-exposed PC concrete. The computed moisture isotherms based 

on the pore structure development of PC concrete before and after CO2(g) gas ex-

posure are shown in Fig 4.14b. As illustrated, the computed moisture isotherms 

indicate significant differences for PC concrete before and after carbonation. 

Moreover, it is shown that the water saturation level for carbonated PC concrete is 

lower than for non-carbonated PC concrete at particular relative humidities. Re-

sults of the simulation highlighting the impact of CO2(g) gas exposure, i.e., changes 

in the moisture conductivity and gas diffusivity as well as ionic diffusion, are pre-

sented in Fig 4.14c and d, respectively. The results indicate the increase in both 

transport parameters over the complete moisture range due to the carbonation of 

PC concrete. The most significant impact on CO2(g) gas diffusivity and moisture 

conductivity are found for lower and higher saturation, respectively. The larger 

pore structure and threshold pore radius of carbonated PC concrete considerably 

increase the ionic, gas, and moisture mass transport through the pore network. 
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Fig 4.14. Numerical results illustrating the effect of exposure on moisture isotherm and transport 

parameters at a depth of 1 mm from the exposed surface after 28 days of outdoor curing and 

exposure to atmospheric conditions for eight years. (a) pore distribution, (b) moisture isotherms, 

(c) CO2(g) gas diffusion, and (d) moisture conductivity. (a: absorption, d: desorption) 

4.3.6.3 Solid phase composition of carbonated PC concrete 

The presented modeling framework was used to determine phase changes of PC 

concrete caused by carbonation. Results of the numerical simulations, i.e., phase 

assemblage, pH value, and total porosity for PC concrete exposed to atmospheric 

conditions for eight years of exposure, are shown in Fig 4.15a. The right-hand side 

of the figures displays the paste composition in the unaffected core, while the left-

hand side illustrates the effect of carbonation on the PC concrete sample. In Fig 

4.15, the dotted lines represent the carbonation depth determined by the pore solu-

tion's simulated pH value of 9.7. In the carbonated zone, calcite, silica-gel, gyp-

sum, gibbsite, ferrihydrite-mc, natrolite, and magnesium silicate hydrate mainly 

precipitate, while the decomposition of hydrated phases such as Portlandite, 

Ettringite, monocarbonate, CSHss, hydrogarnet, and hydrotalcite is observed. 

(a) (b)

(c) (d)
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Moreover, the increase of Mg2+ ions in the pore solution due to the dissolution of 

hydrotalcite form an MSHss phase as a more stable phase during carbonation. The 

carbonation process induces a decrease of Ca/Si, which increases the alkali uptake 

[78,102], which agrees with the numerical predictions. In the phase assemblage, 

the formation of a natrolite phase demonstrates the binding of alkali with C-S-H 

during the decalcification of the C-S-H phase. The carbonation front is identified 

as a thin layer ahead of the carbonation zone. After all accessible Portlandite is 

consumed in this zone, progressive decalcification of C-S-H, Ettringite, and mon-

ocarbonate phases was observed. As a result, the pH of the pore solution drops 

from nearly 13.46 to 7.58. In addition, the porosity in the carbonation front (region 

next to the carbonated zone) decreases mainly due to the formation of Ettringite, 

which has a comparably higher molar volume. The dissolution front contrasts with 

the carbonation front, in which the decalcification of Portlandite and calcite pre-

cipitation are observed without significant changes in porosity. Carbonation does 

not affect the phase assemblage and porosity in the non-carbonated zone.  

Fig 4.15b illustrates simulated Portlandite and carbonate profiles for PC concrete 

after eight years of carbonation, along with the pH profile and carbonation depth. 

The Portlandite and carbonate contents are presented in total phase content as 

moles per 100g PC concrete. The simulated results show the progressive increase 

in carbonation depth through the dissolution of Portlandite and calcite precipita-

tion. Additionally, the pH decrease coincides with the zone where the Portlandite 

content decreases and calcite content increases. Numerical results indicate a lack 

of Portlandite phase in the carbonated zone due to complete decomposition by car-

bonation. However, gradual changes in calcite content were observed in the simu-

lated results, indicating carbonation continues through the reaction of transported 

CO2(g) with other phases, such as C-S-H, AFtss, or CO2-AFm phases, after the 

complete decomposition of the Portlandite phase.  
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Fig 4.15. Numerical results for PC concrete exposed to atmospheric conditions for eight years. 

(a) phase assemblage, carbonation depth (Cdep) and pH value, (b) total Portlandite (CH) and car-

bonate (CC) content. 

4.3.6.4 Carbonation depth profiles    

Using a phenolphthalein pH indicator, the measured carbonation depth at ten dif-

ferent positions on the exposed PC concrete panel after eight years of exposure to 

atmospheric conditions at DTI and the box plot for the measured values are shown 

in Fig 4.16. In this study, the average carbonation depth in the exposed PC concrete 

panel, calculated from measurements at ten different positions, is 0.233 mm. 

 

Fig 4.16. The carbonation depth in ten different positions in the exposed concrete panel after eight 

years of exposure 

The simulated partial pressure of CO2(g) gas inside the pores after 3, 6, and 9 years 

of carbonation is shown in Fig 4.17a. During carbonation, the partial pressure of 

CO2(g) increases with its dissolution and finally reaches a stable value close to the 

partial pressure of CO2(g) gas applied at the boundary. The region where a stable 

(a) (b)
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partial pressure value is nearly equal to the value at the boundary is consistent with 

the carbonation depth, which indicates a fully carbonated zone in a cement-based 

material. This study used experimentally measured carbonation depth in the ex-

posed PC concrete panel, using phenolphthalein pH indicator as presented in Fig 

4.17a, to adjust the initial tortuosity factor. Fig 4.17b compares simulated and ex-

perimentally measured carbonation depth in the exposed PC concrete. The pre-

sented results indicate excellent agreement between simulation and experimental 

results, with numerically simulated results well within the error margin of the phe-

nolphthalein measurement. 

Furthermore, numerically predicted results show that carbonation depth gradually 

increases in concrete nearly six years after exposure (Step-by-step increases in the 

simulated results show the simulated carbonation depth based on the refinement of 

finite element meshes). Due to concrete carbonation, initially, the surface of the 

concrete starts to carbonate, and the partial pressure of CO2(g) inside the pore at the 

surface gradually increases with the dissolution of CO2(g) , which limits the 

transport of CO2(g) to further depth.  Once the surface region of concrete reaches a 

state of complete carbonation, the carbonation depth gradually develops with the 

CO2(g) partial pressure in the pores. 

 

Fig 4.17. Numerical results for PC concrete samples during carbonation (a) partial pressure of 

CO2(g) in pores, (b) comparison between predicted and measured carbonation depth. 

 

(a) (b)
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5 Climate change and projections 

Chapter 5 outlines the past and recent drivers of climate change, observed changes 

in the climate system, and future climate changes in different scenarios based on 

data presented in the fifth assessment report of the Intergovernmental Panel on 

Climate Change (IPCC, 2014). Climate change can be defined as a change in the 

state of the climate that persists for an extended period, typically decades or cen-

turies. There is widespread concern that climate change is taking place today as a 

result of anthropogenic effects, especially related to greenhouse gas emissions.  

5.1 Past and recent drivers of climate change 

Recent anthropogenic emissions of greenhouse gases reached the highest level 

compared with recorded history, and recent climate changes impact more than be-

fore human and natural systems. The fifth assessment report of the Intergovern-

mental Panel on Climate Change (IPCC, 2014) indicated that atmospheric concen-

tration levels of GHG have risen over the last 800,000 years [194]. Fig 5.1 shows 

the observed changes in atmospheric greenhouse gas concentrations such as car-

bon dioxide, methane, and nitrous oxide. Especially the concentrations of carbon 

dioxide (CO2), methane (CH4) and nitrous oxide (N2O) in the atmosphere are re-

ported to have significantly increased, 40%, 150%, and 20%, respectively, after 

1750. The decadal rate change of CO2(g) concentrations increased by approxi-

mately 2.0 ± 0.1 ppm/yr between 2002 and 2011. The concentration of CH4 was 

reported as a stable level for one decade since the late 1990s. However, recent 

measurements since 2007 show an increase in the concentration level of CH4. The 

concentration of N2O over the last three decades has steadily increased at a rate of 

0.73 ± 0.03 ppb/yr.  

The radiative forcing of climate change during the industrial era (1750–2011) is 

given in Fig 5.2. Based on reported greenhouse gas emissions, the calculated total 

anthropogenic radiative forcing over 1750–2011 shows a warming effect of 2.3 

[1.1 to 3.3] W/m2, for which a rapid increase was observed after 1970. Carbon 

dioxide, among other greenhouse gases, is reported as the single most prominent 

contributor to anthropogenic radiative forcing between 1750–2011. The reported 

value of the total anthropogenic radiative forcing estimate for 2011 increased by 

43 percent compared with the value in the IPCC Fourth Assessment Report (AR4). 

A combination of continued growth in most GHG concentrations and an improved 

estimate of radiative forcing from aerosols causes this increase. 



75 

 

 

 

Fig 5.1. Observed changes in atmospheric greenhouse gas concentrations such as carbon dioxide 

(CO2, green), methane (CH4, orange), and nitrous oxide (N2O, red) [194]. 

 

Fig 5.2. Radiative forcing of climate change during the industrial era (1750–2011) [194]. 

5.2 Observed changes in the climate system 

5.2.1.1 Atmosphere 

Globally averaged combined land and ocean surface temperature anomalies rela-

tive to the average from 1986 to 2005 are given in Fig 5.3. The results indicate that 

Earth’s surface has been getting warmer continually in the last three decades com-

pared to any preceding decade since 1850. The IPPC 2014 reported that the period 

from 1983 to 2012 was likely the warmest 30-year period of the last 800 years in 

the Northern Hemisphere. In addition, the globally averaged surface temperature, 

including land and ocean, between 1880 to 2012 increased by 0.85 °C [0.65 to 

1.06]. Based on the most extended dataset available, the total increase between the 

average of the 1850-1900 period and the 2003-2012 period is 0.78 [0.72 to 0.85] 

°C. Changes in average precipitation over global land between 1901 and 1951 were 

reported as low. However, after 1951, it rose to a medium value. 
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Fig 5.3. Globally averaged combined land and ocean surface temperature anomalies relative to 

the average between 1986 and 2005 (Colors indicate different data sets) [194]. 

5.2.1.2 Ocean 

Fig 5.4 shows the energy accumulation within the Earth’s climate system, arctic 

(July to September average) and Antarctic (February) sea ice extent, and Global 

mean sea level relative to the mean between 1986–2005 for the longest-running 

data set. In the climate system, oceans are the primary source of energy storage, 

contributing to the earth getting warmer. It can be noticed that 90% of the total 

energy was accumulated in the ocean body between 1971 and 2010, whereas only 

1% was stored in the atmosphere. The surface of the ocean body, i.e., the upper 75 

m layer, shows an increase of 0.11 [0.09 to 0.13] °C per decade between 1971 to 

2010.  

In addition, salinity changes are observed on the surface of seawater. On the one 

hand, seawater becomes more saline due to the evaporation process, while on the 

other hand, with precipitation, seawater becomes fresher, and the salinity of sea-

water starts to reduce. These regional trends in ocean salinity provide indirect ev-

idence for changes in evaporation and precipitation over the oceans and, thus, for 

changes in the global water cycle. Moreover, the global mean sea level rose by 

0.19 [0.17 to 0.21] m between 1901-2010. The glacier mass loss and thermal ex-

pansion of the ocean body have been identified to contribute to about 75% of the 

observed global mean sea level rise after the 1970s. Between 1993 and 2010, the 

global mean sea level rise was, with high confidence, consistent with the sum of 

observed contributions from ocean thermal expansion due to warming, from 

changes in glaciers, the Greenland ice sheet, the Antarctic ice sheet, and land water 

storage. Seawater level changes mainly dominate seawater's salinity and pH value. 
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Fig 5.4. Observed data: (a) Energy accumulation within the Earth’s climate system, which is given 

relative to 1971 and from 1971 to 2010, (b) sea ice extent in the Arctic and Antarctic region, and 

(c) global mean sea level relative to 1986–2005 mean for the longest running data set, and with 

all data sets aligned to have the same value in 1993, the first year of satellite altimetry data [194]. 

5.3 Future climate changes 

5.3.1 The representative concentration pathways 

The continuous emission of GHG will be the leading cause of future warming and 

long-lasting climate changes, increasing the likelihood of severe, irreversible im-

pacts on people and ecosystems. An effort to limit greenhouse gas emissions is 

required worldwide to mitigate climate change and reduce infrastructure risks. The 

predicted greenhouse gas emissions for the future vary over a wide range, depend-

ing not only on socio-economic development such as population growth, lifestyle 

and behavioural changes, associated changes in energy and land usage, and tech-

nology but also on climate policies. Scenarios for climate projection are defined 

by a range of approaches and idealised experiments with Integrated Assessment 

Models (IAMs). Fig 5.5 shows that emissions of carbon dioxide (CO2(g)) in the 

Representative Concentration Pathways (RCPs) and the associated scenario cate-

gories used in working group III (WGIII). Based on GHG emissions and atmos-

(a)

(b)

(c)
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pheric concentrations, air pollutant emissions, and land use, four different path-

ways were defined as Representative Concentration Pathways (RCPs) for climate 

change projection. A wide range was covered by RCPs, such as a stringent mitiga-

tion scenario (RCP2.6), two intermediate scenarios (RCP4.5 and RCP6.0), and one 

scenario with very high GHG emissions (RCP8.5). These scenarios are used to 

assess the costs associated with emission reductions consistent with particular con-

centration pathways. For each defined scenario, climate change projection is ob-

tained using climate models such as GCMs and Earth System Models (ESMs), 

which are used to simulate the carbon cycle. The GCMs simulate many climate 

aspects, including the temperature of the atmosphere and the oceans, precipitation, 

winds, clouds, ocean currents, and sea-ice extent. These climate projections, in 

turn, are used for impact and adaptation assessment. 

 

Fig 5.5. Emissions of carbon dioxide (CO2) in the Representative Concentration Pathways (RCPs) 

(lines) and the associated scenario categories used in WGIII (coloured areas show a 5 to 95% 

confidence interval) [194]. 

5.3.2 Projected changes in the climate system 

5.3.2.1 Atmosphere 

The global average surface temperature change is shown in Fig 5.6. In all defined 

emission scenarios, increases in surface temperature were observed over the 21st 

century. In the predicted climate projection for the early 21st century, a similar 

trend was identified between 2016–2035 and 1986–2005 and will likely be in the 

range of 0.3°C to 0.7°C. Climate change after this period (2016–2035) depends on 

committed warming caused by past anthropogenic emissions, as well as future an-

thropogenic emissions and natural climate variability. By the mid and end of the 
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21st century, significant changes in the projected climate change were identified 

between emissions scenarios. Relative to 1850–1900, global surface temperature 

changes will exceed 1.5°C at the end of the 21st century (2081–2100) for RCP4.5, 

RCP6.0, and RCP8.5.  The increase of global mean surface temperature by the end 

of the 21st century (2081–2100) relative to 1986–2005 is likely to be 0.3°C to 1.7°C 

under RCP2.6, 1.1°C to 2.6°C under RCP4.5, 1.4°C to 3.1°C under RCP6.0 and 

2.6°C to 4.8°C under RCP8.5. For the 21st century, GCM model predictions show 

that more intense and frequent extreme precipitation events will occur in many 

regions and that the changes in precipitation will not be uniform. An increase in 

annual mean precipitation under the RCP8.5 scenario was identified for high lati-

tudes and the equatorial Pacific region, while mean precipitation will decrease in 

many mid-latitude and dry subtropical regions. At the same time, more intense and 

frequent extreme precipitation events are expected for most of the mid-latitude 

land masses.  

 

Fig 5.6. The global average surface temperature change from 2006 to 2100 determined by multi-

model simulations [194]. 

 

Fig 5.7. Change in average surface temperature based on multi-model mean projections for 2081–

2100 relative to 1986–2005 under the RCP2.6 (left) and RCP8.5 (right) scenarios. 
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Fig 5.8. Change in average precipitation based on multi-model mean projections for 2081–2100 

relative to 1986–2005 under the RCP2.6 (left) and RCP8.5 (right) scenarios [194]. 

5.3.2.2 Ocean, cryosphere, and sea level 

For the 21st century, continuous warming will occur globally in the ocean body, 

and in comparison, the most substantial warming is predicted for the surface of the 

ocean body in the tropical and Northern Hemisphere subtropical regions. In the 

Southern Ocean region, the warming will be most pronounced in the deeper depths 

of the ocean. The acidification of the ocean body is observed globally for all RCP 

scenarios by the end of the 21st century, whereas recovery of acidification is pre-

dicted after the mid-century under RCP2.6. The decrease in surface ocean pH is in 

the range of 0.06 to 0.07 (15 to 17% increase in acidity) for RCP2.6, 0.14 to 0.15 

(38 to 41%) for RCP4.5, 0.20 to 0.21 (58 to 62%) for RCP6.0 and 0.30 to 0.32 

(100 to 109%) for RCP8.5. Year-round reductions in Arctic sea ice are observed 

in all RCP scenarios, and a nearly ice-free Arctic Ocean will be minimum in Sep-

tember before mid-century for RCP8.5. The reduction of near-surface permafrost 

extent (in the upper 3.5 m) at high northern latitudes is caused by global mean 

surface temperature increases. The permafrost area near the surface will be reduced 

by 37% (RCP2.6) to 81% (RCP8.5). At the same time, the global glacier volume, 

excluding glaciers on the periphery of Antarctica, will decrease by 15 to 55% for 

RCP2.6 and 35 to 85% for RCP8.5. 

Due to changes in the global ocean temperature, glaciers, the Greenland ice sheet, 

the Antarctic ice sheet, and land water storage, the global mean sea level will rise 

faster than observed from 1971 to 2010 during the 21st century. For the period 

between 2081–2100, relative to 1986–2005, the rise will likely be in the range of 

0.26 to 0.55 m for RCP2.6 and 0.45 to 0.82 m for RCP8.5. By the end of the 21st 

century, the sea level will likely rise in more than 95% of the ocean area. About 

70% of the coastlines worldwide are projected to experience a sea level change 

within ±20% of the global mean. 
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Fig 5.9. Projections and a measure of uncertainty (shading) are shown for scenarios RCP2.6 (blue) 

and RCP8.5 (red): (a) Change in global mean sea level, (b) Change in ocean surface pH value 

[194].  

 

Fig 5.10. Change in average sea level based on multi-model mean projections for 2081–2100 

relative to the 1986–2005 period under the RCP2.6 (left) and RCP8.5 (right) scenarios [194].  

 

(a) (b)
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6 Impact of climate change on the deterio-

ration of concrete structures 

Chapter 6 presents an estimation of the impact of climate change on the deteriora-

tion of concrete structures related to reinforcement corrosion. Concrete specimens 

and the location of exposure stations introduced in Chapter 6 were used for the 

analysis. The numerical simulations presented in Chapter 6 are based on material 

properties, thermodynamic databases, model discretization, etc., previously de-

scribed and applied in Chapter 4. 

6.1 General outline 

The study investigated the impact of climate change on the deterioration of con-

crete structures, focusing on determining the critical climate projections that have 

the most influence on chloride ingress and carbonation of concrete. However, it 

should be noted that this approach for studying the impact of climate on the dete-

rioration of concrete excluded material property variations such as cement, content 

of SCM, water-to-binder ratio, etc. The impact of climate change on the deteriora-

tion of concrete structures due to seawater exposure and atmospheric exposure 

conditions was investigated through chloride profiles and carbonation depths, re-

spectively.  

To account for the impact of climate change on concrete deterioration, the ap-

proach was further integrated with the statistical results of state-of-the-art climate 

models. Climate models are established based on physical principles, and each 

model has strengths and weaknesses in the applied physical approach and spatial 

grid scales. Therefore, differences between climate projections obtained from var-

ious models can be observed. For this study, the multi-model ensembles of global 

circulation models (GCMs) projections under the high GHG emissions scenario 

(RCP8.5), which is produced by the Coupled Model Intercomparison Project phase 

5 (CMIP5) initiative, were used to investigate the impact of climate change on 

concrete structure deterioration in the period between 2020 and 2100. The selected 

General Circulation Models (GCMs) from the CMIP5 dataset for climate projec-

tion are summarized in . 
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Table 6.1. To avoid the biases and spatial resolution of these global projections 

that hinder their use in regional applications, using the observation data at the ser-

vice location of the concrete structure and historical data of the multi-model, cli-

mate projections at high spatial resolution were downscaled to local scales using 

the Delta statistical downscaling method [195]. The downscaled multi-model cli-

mate projections were statistically analysed to determine the distribution parame-

ters of climate projections. Using distribution parameters from the climate projec-

tion for the RCP8.5 scenario, random samples were generated using the Latin hy-

percube sampling (LHS) technique [196]. Using the developed integrated model-

ing framework, Monte Carlo simulations were performed to account for uncer-

tainty information in the climate projections involved, and subsequently, an ana-

lytical probabilistic design approach was developed to identify critical climate pro-

jection outputs driving concrete deterioration in future climate projections. 

Table 6.1. The details of employed GCM models from CMIP5 in this study. 

GCM Research centre 

BCC-CSMI-1 Beijing Climate Centre, China Meteorological Administration, China 

BCC-CSM1-1-M Beijing Climate Centre, China Meteorological Administration, China 

BNU-ESM 
College of Global Change and Earth System Science, Beijing Normal Uni-
versity, China 

CanESM2 Canadian Centre for Climate Modeling and Analysis, Canada 

CCSM4 National Centre of Atmospheric Research, USA 

CESM1-BGC Community Earth System Model Contributors, USA 

CESMI-CAMS Community Earth System Model Contributors, USA 

CESMI-
FASTCHEM 

Community Earth System Model Contributors, USA 

CESM1-WACCM Community Earth System Model Contributors, USA 

CMCC-CESM Centro Euro-Mediterranco per I Cambiamenti Climatici, Italy 

CMCC-CM Centro Euro-Mediterraneo per I Cambiamenti Climatici, Italy 

CMCC-CMS Centro Euro-Mediterranco per I Cambiamenti Climatici, Italy 

CNRM-CM5 National Centre of Meteorological Research, France 

CNRM-CM5-2 National Centre of Meteorological Research, France 

CSIRO-Mk3-6-0 
Commonwealth Scientific and Industrial Research Organization/Queens-
land Climate Change Centre of Excellence, Australia 

EC-EARTH EC-EARTH consortium, The Netherlands/Ireland 

FGOALS-g2 
LASG, Institute of Atmospheric Physics, Chinese Academy of Sciences, 
China 

FIO-ESM The First Institute of Oceanography, SOA. China 

GFDL-CM3 NOAA Geophysical Fluid Dynamics Laboratory, USA 

GFDL-ESM2G NOAA Geophysical Fluid Dynamics Laboratory, USA 
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GFDL-ESM2M NOAA Geophysical Fluid Dynamics Laboratory, USA 

GISS-E2-H NASA Goddard Institute for Space Studies, USA 

GISS-E2-H-CC NASA Goddard Institute for Space Studies, USA 

GISS-E2-R NASA Goddard Institute for Space Studies, USA 

GISS-E2-R-CC NASA Goddard Institute for Space Studies, USA 

HadCM3 Met Office Hadley Centre, UK 

HadGEM2-AO Met Office Hadley Centre, UK 

HadGEM2-CC Met Office Hadley Centre, UK 

HadGEM2-ES Met Office Hadley Centre, UK 

INMCM4 Institute for Numerical Mathematics, Russia 

IPSL-CM5A-LR Institute Pierre Simon Laplace, France 

IPSL-CM5A-MR Institute Pierre Simon Laplace, France 

IPSL-CM5B-LR Institute Pierre Simon Laplace, France 

MIROCS 
Atmosphere and Ocean Research Institute (The University of Tokyo), Na-
tional Institute for Environmental Studies, and Japan Agency for Marine-
Earth Science and Technology, Japan. 

MIROC-ESM 
Japan Agency for Marine-Earth Science and Technology. Atmosphere and 
Ocean Research Institute (The University of Tokyo), and National Institute 
for Environmental Studies, Japan 

MIROC-ESM-
CHEM 

Japan Agency for Marine-Earth Science and Technology, Atmosphere and 
Ocean Research Institute (The University of Tokyo), and National Institute 
for Environmental Studies, Japan 

MPI-ESM-LR Max Planck Institute for Meteorology. Germany 

MPI-ESM-MR Max Planck Institute for Meteorology, Germany 

MRI-CGCM3 Meteorological Research Institute, Japan 

NorESM1-M Norwegian Climate Centre, Norway 

 

6.2 Impact of climate change on concrete structure de-

terioration due to seawater exposure 

In this study, the PC-SF concrete beam, which was exposed at the Solsvek field 

station to investigate concrete deterioration under actual seawater exposure condi-

tions (see section 4.2), was selected to assess the impact of climate change on con-

crete deterioration due to chloride ingress. The material properties, input parame-

ters, thermodynamic database, and spatial and temporal discretization details pre-

sented in Section 4.2 were adapted for this numerical simulation. Furthermore, uti-

lizing both observational data from the Solsvek field station and historical data 

from a multi-model dataset, the multi-model projections of seawater temperature 
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and salinity at high spatial resolution for the period from 2020 to 2100 under the 

RCP8.5 scenario were downscaled to the Solsvek field station using the Delta sta-

tistical downscaling method. In the simulation, downscaled climate projections of 

seawater temperature and salinity were used to assign boundary conditions for the 

simulation. In this process, the uncertainty of downscaled projections of seawater 

temperature and salinity among the ensembles of the multi-model was assumed to 

be normally distributed, and distribution parameters of seawater temperature and 

salinity were determined from 2020 to 2100. Using the obtained distribution pa-

rameters, 500 random samples for seawater temperature and salinity projections 

were generated using the Latin hypercube sampling (LHS) technique from 2020 

to 2100. 

6.2.1 Impact of climate change based on the mean value of climate 
projection 

6.2.1.1 Input data for mean value analysis 

The estimation of the impact of climate change on the deterioration of concrete 

structures exposed to seawater is established through analysis based on the pro-

jected mean from generated random variables and reference values of temperature 

and salinity of seawater from 2020 to 2100. The reference data assumed constant 

climate projections between 2020-2100, i.e., keeping observed data from 2020 

constant over the period. The projected mean and the reference value of tempera-

ture and salinity of seawater at the Solsvek field station are shown in Fig 6.1a and 

b, respectively. The increase in mean value changes of sea temperature for RCP8.5 

was observed as nearly 4 °C in the year 2100, whereas salinity decreases continu-

ously due to water rise caused by changes in the global ocean temperature, glaciers, 

the Greenland ice sheet, the Antarctic ice sheet, and land water storage. 

6.2.1.2 Results and discussion for mean value analysis 

The comparison of predicted phase assemblage in the exposed PC-SF concrete in 

the year 2100 applying the reference and mean values of seawater temperature and 

salinity projections are shown in Fig 6.2. In both exposure conditions, C-S-H, hy-

drogarnet, Portlandite, and monocarbonate decompose with a continuous increase 

in calcite content. In addition, the formation of additional phases such as ferrihy-

drite-mc, brucite, MSHss, Ettringite, and natrolite is predicted near the surface of 

the exposed concrete due to the presence of sodium, sulfate, and magnesium in the 

seawater. However, significant differences in phase assemblage in the region near 

the exposed surface (0-0.5 cm section) were predicted in the simulation. For the 
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mean climate projection, the predicted phase assemblage indicates higher C-S-H 

dissolution and pH drop in the region close to the exposed surface. At the same 

time, decreases in porosity near the exposed surface were observed, which can be 

explained through the additional formation of Ettringite and MSHss (which have 

a comparably higher molar volume due to the temperature rise), whereas the for-

mation of gypsum was also predicted in the simulation. The reduction of porosity 

limits the ingress of ions into the concrete, while the dissolution of the C-S-H phase 

will increase chloride transport into deeper depths. 

The comparison of chloride ingress in the year 2100 applying the reference and 

mean values of water temperature and salinity projections is shown in Fig 6.3. The 

results indicate an increase in chloride ingress into concrete due to changes in tem-

perature and salinity of seawater. The results further illustrate the peak behaviour 

in the chloride profile near the exposed surface (0-1 cm section) of the concrete 

due to both climate projections. The application of mean climate projections leads 

to a lower chloride content in the closer region of the exposure surface (0-6 cm) 

compared to the reference climate projection. At the same time, an increase in 

chloride content was observed in more profound depths. The developed multi-spe-

cies reactive transport model can explain the observed variations in the predicted 

chloride profiles. Temperature increases lead to higher C-S-H dissolution, which 

results in a release of physically absorbed Cl− ions from the surface sites of C-S-

H. Subsequently, the released chloride is transported into the concrete due to in-

creasing electrochemical and potential gradients. Furthermore, a decrease in sea-

water salinity limits the ingress of ions into concrete. 
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Fig 6.1. Comparison between the mean and the reference value of projections of (a) seawater 

temperature and  (b) seawater salinity at the location of Solsvek field station based on the RCP8.5 

scenario. 

 

Fig 6.2. Comparison of solid phase composition of exposed concrete applying mean and reference 

value of climate projection. 

(a)

(b)

(a) (b)
[No climate change] [Climate change]
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Fig 6.3. Comparison of chloride profiles for concrete exposed to mean and the reference value of 

seawater temperature and seawater salinity at the location of Solsvek field station based on the 

RCP8.5 scenario. 

6.2.2 Impact of climate change analyses based on the uncertainty of 
climate projection 

6.2.2.1 Input data for uncertainty analyses 

The uncertainty of chloride profile and critical climate projections for concrete 

deterioration under seawater exposure is studied using the Monte-Carlo simulation 

approach with generated random variables from an ensemble of multi-model cli-

mate projections between 2020 and 2100. The generated 500 independent samples 

of seawater temperature and salinity from an ensemble of multi-model climate pro-

jections at the Solsvek field station between 2020-2100, under the RCP8.5 sce-

nario, are shown in Fig 6.4a and b, respectively. An increase in all generated tem-

perature samples for RCP8.5 was observed between 2020 and 2100, whereas sea-

water salinity continuously decreased. Nearly 8 °C differences at the end of the 

year 2100 are observed between the upper and lower values of generated temper-

ature samples, while the salinity level of samples spread over the range from 27 to 

37 g-salt/kg. 
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Fig 6.4. Five hundred independent samples were generated from an ensemble of multi-model 

climate projections at the Solsvek field station between 2020-2100: (a) seawater temperature and 

(b) salinity of seawater. 

The sensitivity indices analysis was conducted to identify critical climate projec-

tions for concrete deterioration under seawater exposure. Two different sensitivity 

indices analysis methods are employed: independent input and correlated input, 

depending on the correlation between the input data sets [197–199]. Therefore, 

initially, the generated data were analyzed to determine the correlation between 

projections of seawater temperature and salinity. A matrix plot for generated cli-

mate projection samples at the end of 2100 for RCP8.5 is shown in Fig 6.5, where 

the subplots in the diagonal show the histogram of the sample values while the 

subplots in the non-diagonal show the sample values of the two pairs of samples. 

The determined correlation coefficients among samples are shown in Table 6.2, 

indicating no significant correlation between climate projections for both temper-

ature and salinity of seawater. Therefore, the non-correlation method is employed 

to determine the sensitivity indices of climate projection in this study. 

(a)

(b)
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Fig 6.5. Correlation between temperature and salinity of seawater in 2100 for RCP8.5 emission 

scenario. 

Table 6.2. Determined correlation coefficients (CC) between temperature and salinity of seawater 

in the year 2100 for the RCP8.5 emission scenario. 

CC Temperature Salinity 

Temperature 1.0000 -0.0098 

Salinity -0.0098 1.0000 

 

6.2.2.2 Results and discussion for uncertainty analysis 

Using a Monte Carlo simulation approach, chloride profiles were simulated using 

the developed RTM framework for saturated conditions, applying randomly gen-

erated temperature and salinity projections under the RCP8.5 scenario. The pre-

dicted uncertainty chloride profiles at the end of the year 2100 are shown in Fig 

6.6. In addition, the mean, 5, and 95% confidence intervals of chloride profiles are 

also indicated in Fig 6.6. In the exposed concrete, the ingress of Cl is observed up 

to a depth of approximately 20cm, whereas the peak behaviour for chloride profiles 

is predicted at a certain depth from the exposure surface (at nearly 1cm depth). The 

peak value of chloride profiles varies in the range of 0.47-0.62 % of dry mass of 

concrete. A decrease in the width of confidence intervals for the chloride profiles 

is observed at a depth of approximately 6 cm, which can be explained through the 

drop in peak chloride content due to temperature increases and decreases in the 

salinity of seawater (see also Section 6.2.1). 
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Fig 6.6. Predicted uncertainty of chloride profiles at the end of the year 2100. 

In this study, predicted chloride profiles at a 95% confidence level are used to 

investigate the impact of climate on concrete deterioration under seawater expo-

sure. The spatial and temporal variation of predicted chloride profiles at a 95% 

confidence level are shown in Fig 6.7. Increases in chloride profile at deeper depths 

are identified with exposure time, while a reduction in peak chloride concentration 

is observed at the same time. This behaviour is caused by the dissolution of the C-

S-H phase near the exposure surface. In addition, the peak chloride concentration 

moves deeper into the concrete with exposure time, whereas a continuous decrease 

in chloride concentration in the vicinity of the exposure surface is predicted.  

 

Fig 6.7. The spatial and temporal variation of predicted chloride profile at a 95% confidence level. 
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A sensitivity analysis between chloride content and climate projections was con-

ducted to identify critical climate projections for concrete deterioration due to sea-

water exposure. In this study, variance-based sensitivity analysis was conducted 

using the binning method. For the sensitivity analysis, the predicted chloride con-

tents (Y) at a particular depth from the exposure surface were sorted according to 

each climate projections variable (Xi), such as temperature and salinity of sea-

water. Then, the sorted chloride content was subdivided into 25 subsets to deter-

mine the sensitivity indices. The average value of each subset was computed as 

equivalent to EXi (Y|Xi), whereas the variance was estimated by VXi (EXi (Y|Xi)). 

Finally, a first-order sensitivity indices, Si = VXi (EXi (Y|Xi)) / VY, was calculated 

by dividing the variance of subset averages by the variance of chloride content.  

Scatter plots of sorted chloride content at 3 and 8 cm depth from the exposure 

surface against values of each climate projection and calculated average chloride 

content for each subset are shown in Fig 6.8a and b, respectively. At both 3 and 8 

cm depths, clear trends between chloride content and climate projections are ob-

served. The analysis of the sensitivity indices of climate projections in 3 and 8 cm 

depth indicates that both increases in the seawater temperature and decreases in 

seawater salinity will be favourable to limiting total chloride content in shorter 

depths (0–6 cm). However, temperature increases will be identified as favourable, 

while the decreases in salinity will be unfavourable for increasing total chloride 

content in deeper depth (above 6cm depth). The calculated sensitivity indices of 

climate projections for chloride content at 3 and 8cm depth of exposure are given 

in Table 6.3. From the sensitivity indices values in Table 6.3 and subset averaging 

value trends in Fig 6.8, the impact of climate change on concrete deterioration 

under seawater exposure can be predicted and used to identify more robust design 

approaches and more resilient and adapted maintenance strategies for concrete in-

frastructure in a marine environment. This study shows that the temperature 

changes will mainly affect concrete deterioration in more shallow and profound 

depths. In both shallow and deeper depths from the exposed surface, the increase 

in seawater temperature is identified as the critical climate parameter for acceler-

ating concrete deterioration. On the other hand, a decrease in seawater salinity lim-

its concrete deterioration caused by seawater exposure at the Solsvek field station 

from 2020 to 2100. 
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Fig 6.8. Scatter plots of sorted chloride content against values for each climate projection and 

calculated average chloride content for each subset, (a) at 3 and (b) at 8 cm depth from the expo-

sure surface. 

Table 6.3. Sensitivity indices of climate projections.  

Depth [cm] Temperature Salinity 

3 0.729 0.327 

8 0.564 0.491 

(a)

(b)
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6.3 Impact of climate change on concrete carbonation 

due to atmospheric exposure 

In this study, the PC concrete panel, which was exposed at the DTI to investigate 

concrete deterioration under atmospheric environmental conditions (see section 

4.3), was selected to assess the impact of climate change on concrete deterioration 

due to carbonation. The material properties, input parameters, thermodynamic da-

tabase, and spatial and temporal discretization details presented in Section 4.3 were 

adapted for this numerical simulation. Furthermore, utilizing both observational 

data from the Roskilde Lufthavn weather station (SI-06170) belonging to the Dan-

ish Meteorological Institute (DMI) and historical data from a multi-model dataset, 

the multi-model projections of atmospheric temperature and relative humidity at 

high spatial resolution for the period from 2020 to 2100 under the RCP8.5 scenario 

were downscaled to the location of the DTI applying the Delta statistical downscal-

ing method. In the simulation, downscaled climate projections of atmospheric tem-

perature and relative humidity were used to assign boundary conditions for the 

simulation. In this process, the uncertainty of downscaled projections of atmos-

pheric temperature and relative humidity among the ensembles of the multi-model 

was assumed to be normally distributed, and distribution parameters of atmos-

pheric temperature and relative humidity were determined from 2020 to 2100. Five 

hundred random samples for atmospheric temperature and relative humidity pro-

jections were generated using the Latin hypercube sampling (LHS) technique from 

2020 to 2100 using the obtained distribution parameters. 

6.3.1 Impact of climate change based on the mean value of climate 
projection 

6.3.1.1 Input data for mean value analysis 

The impact of climate change on the carbonation of concrete exposed to an urban 

atmosphere was studied considering the projected mean from generated random 

variable and the reference values of atmospheric CO2(g)  concentration, tempera-

ture, and relative humidity. The reference data assumed constant climate projec-

tions between 2020-2100, i.e., keeping the observed data from 2020 constant over 

the period. The projected mean and the reference value of atmospheric CO2(g) con-

centration, temperature, and relative humidity at the DTI are shown in Fig 6.9a, b, 

and c, respectively. Increases in mean temperature for RCP8.5 were observed at 

nearly 4°C in the year 2100, whereas a slight decrease in atmospheric relative hu-

midity was found. However, the concentration of CO2(g) in the atmosphere for the 
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RCP8.5 scenario indicates a dramatic increase up to approximately 920 ppm at the 

end of year 2100. 

 

Fig 6.9. Comparison between the mean and reference projection for the DTI field station in the 

period 2020-2100 based on the RCP8.5 scenario: (a) temperature, (b) relative humidity, and (c) 

CO2(g) concentration.  

(a)

(b)

(c)
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6.3.1.2 Results of mean value analysis and discussion 

A comparison of the predicted phase assemblage in the reference concrete at the 

DTI field station in the year 2100 exposed to the mean and reference climate pro-

jections is shown in Fig 6.10. Under both exposure conditions, calcite, silica-gel, 

gibbsite, and natrolite mainly precipitate in the carbonated zone, while the decom-

position of hydrated phases such as Portlandite, Ettringite, monocarbonate, CSHss, 

hydrogarnet, and hydrotalcite is observed. In addition, ferrihydrite-mc, MSHss, 

and brucite formed as minor content. Increases in porosity were predicted in the 

carbonated zone as a result of the dissolution and precipitation of phases by car-

bonation reactions. At the same time, a decrease in porosity is predicted in the 

carbonation front caused by the formation of ettringite, which has a comparably 

higher molar volume. For concrete, under the scenario of mean climate projections, 

deeper carbonation depths were predicted compared with the reference climate 

projection. For the mean climate projection, the effect of an increase in both 

CO2(g) concentration and temperature, as well as a slight decrease in relative hu-

midity, lead to an increase in carbonation depth. 

A comparison of predicted carbonation depth in concrete under mean and refer-

ence scenarios of climate projection between 2020-2100 is shown in Fig 6.11. Gen-

erally, a higher carbonation depth for the mean scenario is predicted compared to 

the reference scenario. The results further show that the carbonation depth in the 

mean climate projection starts to deviate around 2050, which is mainly caused by 

a rapid increase of CO2(g) concentration in the atmosphere. For the year 2100, 

nearly a 6mm difference in carbonation depth is predicted for the mean and refer-

ence scenario, which corresponds to an approximately 20% increase due to climate 

change.   
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Fig 6.10. Comparison of the predicted phase assemblage in concrete at 2100 exposed to the mean 

and reference climate projections. 

 

Fig 6.11. Comparison of carbonation depth between 2020-2100 under mean and reference climate 

projection. 

6.3.2 Impact of climate change based on the uncertainty of climate 
projection 

6.3.2.1 Input data for uncertainty analyses 

The uncertainty of carbonation depth profiles and critical climate projections for 

concrete deterioration under atmospheric conditions are studied using the Monte-

Carlo simulation approach with generated random variables from an ensemble of 

multi-model climate projections between 2020 and 2100. The generated five hun-

dred independent samples of temperature, relative humidity, and CO2(g) concentra-

tion from an ensemble of multi-model climate projections at the DTI between 

(a) (b)
[No climate change] [Climate change]
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2020-2100, under the RCP8.5 scenario, are shown in Fig 6.12a, b, and c, respec-

tively. Based on reported greenhouse gas emissions, anthropogenic radiative forc-

ing is calculated, and subsequently, climate change is predicted based on the cal-

culated radiative forcing. Furthermore, the reported increase in atmospheric 

CO2(g) concentration for the RCP8.5 scenario is shown in Fig 6.9c. To cover a 

range of nearly ±100 ppm around the reported atmospheric CO2(g) concentration, 

the coefficient of variation (COV) for CO2(g) concentration was assumed to follow 

a linear function, increasing from 0 in 2020 to a maximum value of 0.03 in 2100 

for uncertainty analyses. In addition, the uncertainty of CO2(g) concentration was 

assumed to be normally distributed. An increase in all generated atmospheric tem-

peratures and CO2(g) concentration samples for RCP8.5 was observed between 

2020-2100, whereas a slight decrease in relative humidity was found for the same 

period. Nearly 10 °C temperature difference between the upper and lower values 

of generated temperature samples at the end of 2100 was observed, while the 

CO2(g) concentration for all samples spread over the range approximately from 800 

to 1000 ppm. 
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Fig 6.12. Generated 500 independent samples from an ensemble of multi-model climate projec-

tions for the DTI field station between 2020-2100 (a) temperature, (b) relative humidity, and (c) 

CO2(g) concentration. 

A sensitivity analysis was conducted to identify critical climate projections for 

concrete deterioration under atmospheric conditions. The generated data samples 

(a)

(b)

(c)
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were analysed to determine the correlation between projections of temperature, 

relative humidity, and CO2(g) concentration. A matrix plot for generated climate 

projection samples at the end of 2100 for RCP8.5 is shown in Fig 6.13, where the 

subplots in the diagonal show the histogram of the sample values while the sub-

plots in the non-diagonal show the sample values of the two pairs of samples. The 

determined correlation coefficients among samples are shown in Table 6.4, indi-

cating no significant correlation between the input data was identified (tempera-

ture, relative humidity, and CO2(g) concentration). Therefore, the non-correlation 

method is employed to determine the sensitivity indices of climate projections in 

this study. 

 

Fig 6.13. Correlation between CO2(g) concentrations, temperature, and relative humidity in 2100 

for the RCP8.5 emission scenario. 
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Table 6.4. Determined correlation coefficients (CC) between temperature, relative humidity and 

CO2(g) concentrations in 2100 for the RCP8.5 emission scenario. 

CC Temperature RH Con_CO2(g) 

Temperature 1.000 0.032 0.023 

RH 0.032 1.000 0.001 

Con_CO2(g) 0.023 0.001 1.000 

 

6.3.2.2 Results of uncertainty analysis and discussion 

Using a Monte Carlo simulation approach, carbonation depth profiles were simu-

lated using the developed RTM framework for saturated conditions, applying ran-

domly generated temperature, relative humidity, and CO2(g) concentration under 

the RCP8.5 scenario. The predicted uncertainty of the carbonation depth profiles 

is shown in Fig 6.14. In addition, the mean, 5, and 95% confidence level of car-

bonation depth profiles are also presented in Fig 6.14. In all simulations, a carbon-

ation depth of less than 25mm was observed. Generally, the rate of carbonation 

decreases due to a gradual drop in the partial pressure of CO2(g) in the pore void 

with depth from the exposure surface. However, in all simulations, a decrease in 

the carbonation rate is not identified nearly after 2050. At the same time, the un-

certainty of prediction of the carbonation depth continuously increases with expo-

sure time, which is mainly caused by a rapid increase in atmospheric CO2(g) con-

centration. 

 

Fig 6.14. Predicted uncertainty of carbonation depth profile. 



102 

 

A sensitivity analysis between carbonation depth and climate projections was con-

ducted to identify critical climate projections for concrete deterioration under at-

mospheric climate conditions. The method presented in section 6.2.2.2 to deter-

mine the sensitivity indices was adapted here. Scatter plots illustrate the sorted 

carbonation depth against each climate projection at the end of the year 2100, and 

subsequently, the average for each subset was calculated, as shown in Fig 6.15. 

The results indicate linear trends between carbonation depth and climate projec-

tions. An increase in atmospheric temperature and CO2(g) concentration leads to an 

increase in the carbonation depth, while increases in relative humidity limit con-

crete carbonation. From the presented results, it can be concluded that atmospheric 

changes in temperature and CO2(g) concentration will be unfavourable, while 

changes in relative humidity will decrease carbonation depth in concrete. The cal-

culated sensitivity indices of atmospheric climate projections for concrete carbon-

ation are provided in Table 6.5. From the sensitivity indices values in Table 6.5 

and subset averaging value trends in Fig 6.15, the impact of climate change on 

concrete deterioration under atmospheric exposure can be predicted and used to 

identify more robust design approaches and more resilient and adapted mainte-

nance strategies for concrete infrastructure in urban environments. Changes in 

CO2(g) concentration will play a significant role in the carbonation of concrete 

compared to other climate parameters, whereas temperature was identified as the 

second most important parameter. Finally, it should be noted that the results of the 

present uncertainty analysis indicate that changes in relative humidity do not show 

a significant influence on carbonation depth.  
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Fig 6.15. Scatter plots of sorted carbonation depth against selected climate projection parameters 

and the average value of carbonation depth for each subset. 

Table 6.5. Sensitivity indices of climate projections. 

Location CO2(g) Temp RH 

At DTI 0.432 0.307 0.261 

 

[At the end of 2100]
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7 Adaptations to climate change  

In this chapter, adaptations to climate change based on predicted results from 

Chapter 6 and current durability design specifications are discussed for concrete 

structures under seawater and atmospheric exposure conditions. Furthermore, 

Chapter 7 outlines limitations in current specifications for designing concrete 

structures to withstand climate change in selected locations, including the Solsvek 

and DTI field stations. 

7.1 General outline 

Scenarios of adaptations to climate change are described based on simulations for 

concrete structure deterioration due to the climate projections for higher emission 

scenarios (RCP8.5) presented in IPCC 2014. Adaptation methods to counteract the 

impact of climate change on deterioration may include changes in material and 

geometrical properties of elements of the concrete structures, as well as the appli-

cation of cathodic protection to prevent reinforcement corrosion. To protect con-

crete structures from deterioration due to the impact of climate change, an increase 

in cover thickness and concrete grade, choice of proper water-to-binder ratio, and 

binder composition are preferred options in the designing process without com-

promising reliability and serviceability.  

The time to reach a threshold value of chloride at the surface of reinforcement and 

carbonation depth to reach reinforcement can be increased by adjusting the cover 

thickness of the concrete element. When increasing the cover depth, the time to 

corrosion initiation will be delayed. Adjusting cover thickness in the concrete in-

frastructure design under changing climate is the most apparent adaptation, as it is 

an easy and effective method for delaying corrosion initiation. High-grade, dense 

concrete reduces chloride transport and carbonation through pores, eventually de-

laying corrosion initiation. Furthermore, different binder compositions, including 

SCM materials such as fly ash, blast furnace cement, silica fume, and others, can 

reduce the transport of ions and gaseous species, which may result in increased 

durability of concrete structure. Surface and cathodic protection limit the ingress 

of harmful substances through exposed concrete surfaces. However, the direct and 

subsequent maintenance costs of these approaches may be too high compared with 

other adaptation methods.  
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7.2 Current specifications for the durability design of 

concrete structures 

Current specifications for the durability design of concrete structures based on en-

vironmental classification, which can be used for the durability design of concrete 

structures, are briefly introduced. Current standards define a prescriptive system 

for specifying and ensuring the durability of (new) concrete structures. Within 

these prescriptive specifications, the durability of concrete structures is assumed 

to be guaranteed through the selection of concrete mix designs and construction 

methods, including parameters such as minimum cover thickness, water-to-cement 

ratio, minimum cement content, and minimum strength class of concrete to protect 

concrete structures from the different actions of the service environment.  

7.2.1 Environmental conditions 

For the durability design of (reinforced) concrete structures, environmental load-

ing is typically characterized by exposure classes in current standards. For exam-

ple, in EN206-1, the environmental loadings related to carbonation-induced and 

chloride-induced corrosion are described by exposure classes XC and XS, respec-

tively. Here, class XC for carbonation-induced corrosion is further subdivided into 

four classes depending on the prevailing moisture condition, while XS is divided 

into three classes based on the location of a structure in seawater. Exposure classes 

related to environmental conditions in accordance with EN 206-1 are shown in 

Table 7.1.  
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Table 7.1. Exposure classes related to environmental conditions in accordance with EN 206-1. 

Clas
s  

Description of the environment 
An informative example where exposure classes 
may occur 

Corrosion induced by carbonation 

XC1 Dry or permanently wet Concrete inside buildings with very low air humid-
ity, Concrete permanently submerged in water 

XC2 Wet, rarely dry Concrete surfaces are subject to long-term water 
contact; Many foundations 

XC3 Moderate humidity Concrete inside buildings with moderate or high air 
humidity; External concrete sheltered from rain 

XC4 Cyclic wet and dry Concrete surfaces subject to water contact, not 
within exposure class XC2 

Corrosion induced by chlorides from seawater 

XS1 Exposed to airborne salt but not in 
direct contact with seawater 

Structures near or on the coast 

 

XS2 Permanently submerged Parts of marine structures 

XS3 Tidal, splash, and spray zones Parts of marine structures 

 

7.2.2 Requirements for durability 

According to EN 206-1, the concrete cover is defined by the distance between the 

surface of the reinforcement closest to the nearest concrete surface (including links 

and stirrups and surface reinforcement where relevant). In the design approach, the 

nominal cover value, which includes the minimum cover and its deviation, is used 

for the execution and specifications. 

 Cnom = Cmin +  ∆Cdiv Eq 7.1 

Where Cnom is the nominal cover, Cmin is the minimum cover, and  𝐶𝑑𝑖𝑣 (mm) is 

the expected deviation, which depends on quality control, and where ∆𝐶𝑑𝑖𝑣 is equal 

to 1.645s; here, s is the standard deviation of a concrete cover following a normal 

distribution. For typical quality control, the standard deviation is taken as 6mm.  

Therefore, the allowance for deviation is considered as ∆Cdiv = 10.0mm for nom-

inal cover calculation.  

Concerning the durability of concrete, the minimum cover values for reinforce-

ment in normal-weight concrete, taking into account exposure classes and struc-

tural classes, are given by 𝐶𝑚𝑖𝑛,𝑑𝑢𝑟. For a design life of 50 years, structural class 4 
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(S4) is considered for all exposure classes. For different conditions such as work-

ing life, concrete strength, and element type, the recommended modifications to 

the structural class are given in Table 7.2. Based on each exposure classification 

and under the condition that a moderate level of maintenance is provided in EN 

1992, the specifications for minimum concrete cover, 𝐶𝑚𝑖𝑛,𝑑𝑢𝑟 are given in Table 

7.3. Each provided minimum concrete cover depends on the structural class (S1 to 

S6) and design service life (50 and 100 years). 

Table 7.2.  Recommended structural classification. 

Criterion Exposure Class 

 X0 XC1 XC2/XC3 XC4 XSI XS2/XS3 

Design life of 100 
years 

 

increase 
class by 
2 

increase 
class by 
2 

increase 
class by 
2 

increase 
class by 
2 

increase 
class by 
2 

increase 
class by 
2 

Strength class ≥ C30/37 

reduce 
class by 
1 

≥ C30/37 

reduce 
class by 
1 

≥ C35/45 

reduce 
class by 
1 

≥ C40/50 

reduce 
class by 
1 

≥ C40/50 

reduce 
class by 
1 

≥ C45/55 

reduce 
class by 
1 

Member with slab ge-
ometry (position of re-
inforcement not af-
fected by construction 
process) 

reduce 
class by 
1 

reduce 
class by 
1 

reduce 
class by 
1 

reduce 
class by 
1 

reduce 
class by 
1 

reduce 
class by 
1 

Special quality  control 
of the concrete pro-
duction ensured 

reduce 
class by 
1 

reduce 
class by 
1 

reduce 
class by 
1 

reduce 
class by 
1 

reduce 
class by 
1 

reduce 
class by 
1 

 

Table 7.3. Values of minimum cover, 𝐶𝑚𝑖𝑛,𝑑𝑢𝑟, requirements with regard to durability for rein-

forcement steel following EN 10080. 

Structural class Exposure Class 

X0 XC1 XC2/XC3 XC4 XS1 XS2 XS3 

S1 10 10 10 15 20 25 30 

S2 10 10 15 20 25 30 35 

S3 10 10 20 25 30 35 40 

S4 10 15 25 30 35 40 45 

S5 15 20 30 35 40 45 50 

S6 20 25 35 40 45 50 55 
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7.3 Chloride-induced deterioration 

Reinforced concrete structures under the RCP8.5 scenario could be more vulnera-

ble to the impact of climate change compared with other emission scenarios 

(RCP2.6, RCP 4.5, and RCP 6.5). Therefore, the adaption of methods to meet the 

challenges of, e.g., reinforcement corrosion under the RCP8.5 scenario, may be 

adequate to protect reinforced concrete under other climate change in other RCP 

scenarios. For different chloride threshold values, the vulnerability region for re-

inforcement corrosion initiation is predicted using a 95% confidence level plot (see 

Fig 6.7) for climate change in the RCP8.5 scenario, see Fig 7.1. The presented 

results allow choosing the nominal cover requirement based on the service life 

design (50 or 100 years) based on the minimum chloride threshold value. Accord-

ing to the current specifications in EN206-1, the nominal cover requirement for 50 

and 100 years of service life of concrete structures under the XS2 exposure class 

is 40 and 50mm based on strength classes S4 and S6, respectively (see Table 7.3. 

Considering 50 years of service life, the predicted results under the RCP8.5 emis-

sion scenario show that 58, 50, 44, and 40mm covers are required for 0.2, 0.24, 

0.28, and 0.32 chloride thresholds, respectively. Results of the numerical simula-

tions indicate that concrete structures with a chloride threshold higher than 0.32 

will be unaffected by the impact of climate change. However, the defined mini-

mum cover thickness should be increased by 18, 10, and 4mm for 0.2, 0.24, and 

0.28 chloride threshold values, respectively, to withstand the impact of climate 

change. 
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Fig 7.1. Predicted vulnerability region to chloride-induced reinforcement corrosion using a 95% 

confidence interval for different chloride threshold values. 

For studying the impact of climate change on the service life of concrete exposed 

to seawater, the chloride content in different depths under reference and RCP8.5 

climate change scenario is compared; see Fig 7.2. The numerical studies indicate 

that the time to corrosion initiation will be reduced in materials with lower chloride 

threshold values compared to the reference climate scenario. However, for mate-

rials with a higher chloride threshold value, the impact of climate change will be 

favourable, leading to a delay in corrosion initiation time. The increase in time to 

corrosion initiation is caused by the release of chloride due to the decomposition 

of the C-S-H phase in the vicinity of the exposure surface. The reduction in time 

to corrosion initiation increases with cover thickness for particular chloride thresh-

old values, which means that the impact of climate change on deterioration is 

mainly observed for concrete with larger cover thicknesses.  

(a) (b)

(c) (d)

(58 mm)

(44 mm)

(50 mm)

(40 mm)



110 

 

By means of example, the reduction in time (in years and percentage) to initiation 

of reinforcement corrosion for different cover thicknesses and 0.2 and 0.24 thresh-

old chloride values is given in Table 7.4 and Table 7.5, respectively. The presented 

results indicate that the reduction in time to corrosion initiation increases with 

cover thickness for both. Predicted changes are thereby in the range of 11.7-16.5% 

and 9.0-10.9% for materials with 0.20 and 0.24 chloride threshold values, respec-

tively, implying that the impact of climate change on corrosion initiation decreases 

with the chloride threshold value. 

The adaption of cover thickness appears to be the most accessible and straightfor-

ward design approach to reduce the impact of climate change on concrete deterio-

ration. However, an increase in cover thickness is neither cost-effective nor sus-

tainable due to increased material and resource consumption, which will also affect 

structural and architectural design. Therefore, other approaches for adaption, 

mainly connected to material selection, are required to reduce and counteract the 

impact of climate change. The ionic transport of aggressive species can be con-

trolled by adjusting inherent material properties, such as the transport properties 

of substances. If the mix design of the material is conducted based on the concept 

of lowering the pore void without compromising strength and other material prop-

erties, the ingress of ions and gases can be reduced. As a result, the time for corro-

sion initiation will be delayed. In practice, selecting a higher strength grade of con-

crete is one approach to reduce the pore void and thus ingress, in addition to en-

hancing its mechanical properties. Yet, such an approach is again accompanied by 

an increase in material and resource consumption due to the higher cement content 

in the mix design. 

On the other hand, rather than simply adjusting the concrete mix design and cover 

thickness, limiting the ionic and gas transport into deeper sections of concrete by 

increasing the chemical and physical binding of chloride ions with hydrated phases 

will be a more viable and cost-effective method to counteract climate change. For 

example, the presented RTM framework indicates that chlorides are chemically 

(e.g., Friedel's salt) and physically bound by the hydrated phase in the vicinity of 

the exposure surface, limiting the transport of chloride into more profound depths. 

However, the increase in chloride content in deeper depth is observed due to the 

decomposition of Friedel's salt and the C-S-H phase. Therefore, increasing the 

bound behaviour of chloride with hydrated phases using SCMs and other binder 

materials will be an advanced and cost-effective method to counteract climate 

change.    
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Fig 7.2. Predicted chloride content at different depths for reference and climate change scenario 

(RCP8.5). 

Table 7.4.  Reduction in service life based on chloride threshold (0.20%). 

Cover depth  
[cm]  

Unchanged  
condition  
[year] 

Climate change 
condition  
[year] 

Reduction in cor-
rosion initiation  
[year] 

Reduction in corro-
sion initiation  
[%] 

2 2026.0 2025.3 0.7 11.7 

3 2033.5 2031.7 1.8 13.3 

4 2046.8 2042.9 3.9 14.5 

5 2061.7 2054.8 6.9 16.5 

 

Table 7.5. Reduction in service life based on chloride threshold (0.24%). 

Cover depth  
[cm]  

Unchanged  
condition  
[year] 

Climate change 
condition  
[year] 

Reduction in corro-
sion initiation  
[year] 

Reduction in corro-
sion initiation  
[%] 

2 2027.5 2026.8 0.7 9.0 

3 2036.5 2034.9 1.6 9.8 

4 2054.6 2050.6 4.0 11.7 

5 2071.3 2065.7 5.6 10.9 
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7.4 Carbonation-induced deterioration 

For studying the impact of climate change on the service life of concrete due to 

carbonation, predicted carbonation depths under reference and RCP8.5 climate 

change scenarios (95% confidence interval) were compared; see Fig 7.3. Results 

of the numerical studies indicate an increase in the difference in carbonation depth 

with exposure time. Generally, the carbonation rate reduces with time due to a drop 

in partial pressure in the pore void. However, this reduction in the carbonation rate 

is not observed under exposure to climate change scenarios in contrast to the ref-

erence scenario. The observed behaviour for the carbonation rate under climate 

change scenarios can be explained by the rapid increase of CO2(g) concentration 

at the boundary surface of the concrete.   

Similar to the approach presented for chloride-induced deterioration, the minimum 

cover requirement can be based on the service life design (e.g., 50 or 100 years) 

and the results of the numerical simulations for the carbonation depth under cli-

mate change scenarios. According to current specifications in EN206-1 for car-

bonation-induced corrosion, the nominal cover requirement for 50 and 100 years 

of service life of concrete structures under the XC4 exposure class is 30 and 40mm 

based on strength class S4 and S6, respectively (see Table 7.3). Considering 50 

years of service life, the predicted results for the RCP8.5 emission scenario show 

that the 20mm minimum cover thickness is sufficient to protect concrete exposed 

at the DTI field station from carbonation-induced corrosion. In general, the numer-

ical simulations indicate that current guidelines for durability in terms of defined 

cover thickness are sufficient to withstand the impact of climate change. The pri-

mary reason for this observation is related to the annual relative humidity, which 

is above 75% compared to other regions in northern Europe. As a result, moisture 

occupies most of the pore space, which limits the CO2(g) transport through pores. 

This behaviour can be identified clearly in the sensitivity indices study for the rel-

ative humidity, as illustrated in Fig 6.15. Therefore, the relative humidity in the 

DTI field station protects the concrete from carbonation-induced corrosion due to 

climate change. However, the impact of climate change on concrete deterioration 

is mainly in concrete exposed to atmospheric conditions with low relative humid-

ity. 

The increase in carbonation depth (in percentage) due to climate change at the end 

of 2100 based on the reference scenario is provided in Table 7.6. The presented 

results indicate a continuous increase in carbonation depth with exposure time. 
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After 20 years of exposure, a 12.6% increase in carbonation depth is observed, 

which increases to 36.5% at the end of 2100. Even for concrete exposed to higher 

relative humidity, an increase of approximately 1/3 in carbonation depth is pre-

dicted. Therefore, the impact of climate change on carbonation-induced concrete 

deterioration in regions where a lower relative humidity is dominant will be con-

siderably higher compared to regions with higher annual relative humidity, such 

as e.g. northern Europe.  

To protect concrete exposed in regions with lower relative humidity, other meth-

ods than adjusting cover thickness (as described in section 7.3) can also effectively 

counteract concrete carbonation due to climate change. The design of concrete ma-

terials with lower porosity will increase the saturation level and reduce the mois-

ture loss through the concrete surface. As a result, even if the concrete is exposed 

to lower relative humidity, the diffusion of CO2(g) through the pore void will re-

duce. Therefore, the reduction of porosity method mitigates the impact of climate 

change on concrete deterioration. In the context of chemical binder compositions, 

the design of materials with higher content of hydrated phases and lower reaction 

rates with carbonates such as C-S-H, AFm, and AFt will also be an effective 

method to delay carbonation and reduce the rate of carbonation.  

 

Fig 7.3. Predicted carbonation depth for reference scenario and RCP8.5 emission scenario (95% 

confidence interval). 
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Table 7.6. Increase in carbonation depth due to climate change. 

Age  
[years]  

Reference 
scenario  
[mm] 

Climate change 
scenario  
[mm] 

Increase in car-
bonation depth  
[mm] 

Increase in car-
bonation depth 
[%] 

20 6.05 6.81 0.8 12.6 

40 9.29 11.47 2.2 23.4 

60 12.11 15.67 3.6 29.3 

80 14.22 19.41 5.2 36.5 
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8 Conclusions and suggestions for further 

work 

The overall objective of this thesis was to establish a modeling framework to pre-

dict, mitigate, and adapt to the impact of climate change on the material deteriora-

tion of civil infrastructure. The research findings are presented in Chapters 2 to 7. 

This chapter provides a summary and conclusions of the research findings of this 

study and how they relate to the overall objectives of the thesis. The chapter also 

discusses the current stage of the model framework for analysing the impact of 

climate change on concrete deterioration and the challenges and limitations that 

need to be addressed in future studies. 

8.1 Summary  

A conceptual framework for predicting, mitigating, and adapting to the impacts of 

climate change on the durability of concrete infrastructure was developed, thereby 

enabling the establishment of more robust design approaches as well as more re-

silient and adapted maintenance strategies for existing concrete infrastructures. In-

itially, a multi-species reactive transport model (RTM) was established, including 

mass transport coupled with chemical equilibrium, for predicting the deterioration 

of cement-based material through pore solution and solid phase changes under dif-

ferent environmental conditions. The prediction of concrete deterioration under 

actual environmental conditions, where concrete infrastructure is located in the 

real field, is more complex and often hardly comparable to results observed in lab-

scale experiments, which may be due to fluctuations of climate conditions with 

time and the complex effect of boundary conditions. Therefore, the developed 

modeling framework was calibrated and tested in two case studies: i) data from the 

Solsvik field station, Norway, including observations of submerged concrete dete-

rioration for more than 16 years, and ii) data from the Danish Technological Insti-

tute field station data, Denmark, including observations of concrete carbonation 

under atmospheric conditions for nearly eight years.  

To account for the impact of climate change on concrete deterioration, the ap-

proach was further integrated with the statistical results of state-of-the-art climate 

models. For this study, the multi-model ensembles of global circulation models 

(GCMs) projections under the very high GHG emissions scenario (RCP8.5), which 
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is produced by the Coupled Model Intercomparison Project phase 5 (CMIP5) ini-

tiative, were used to investigate the impact of climate change on concrete structure 

deterioration in the period between 2020 and 2100. To avoid the biases and spatial 

resolution of these global projections that hinder their use in regional applications, 

the multi-model climate projections at high spatial resolution were downscaled to 

local scales using the Delta statistical downscaling method. The downscaled multi-

model climate projections were statistically analysed to determine the uncertainty 

of climate projections, i.e., atmospheric temperature, relative humidity, and tem-

perature and salinity level of seawater. Using distribution parameters from the cli-

mate projection for the RCP8.5 scenario, random samples were generated using 

the Latin hypercube sampling (LHS) technique. Using an integrated modeling 

framework, Monte Carlo simulations were performed to account for uncertainty 

information in the climate projections involved, and subsequently, an analytical 

probabilistic design approach was developed to identify essential climate projec-

tion outputs driving concrete deterioration in future climate projections. Finally, 

the results from the probabilistic design approach were used to investigate and 

identify more robust design approaches and more resilient and adapted mainte-

nance strategies for concrete infrastructure, anticipating, mitigating, and adapting 

to the impacts of climate change on material deterioration. 

8.2 Conclusions 

The main conclusions of this Ph.D. thesis are presented in the following. Conclu-

sions are drawn regarding the development of the RTM framework and its appli-

cation to assess the impacts of climate change on concrete deterioration. 

Development of a multi-species reactive transport model 

Chapter 3 dealt with developing a multi-species reactive transport model for ce-

ment-based material and defining the relevant boundary conditions for different 

environmental conditions. Furthermore, Chapter 4 demonstrates the applicability 

of the developed RTM to predict concrete deterioration under actual environmen-

tal conditions, where concrete is exposed to natural field conditions, comparing 

predicted results with experimental data obtained from two field stations, i.e., 

Solsvik field station in Norway and Rødbyhavn field station in Denmark. From the 

work presented in Chapters 3 and 4, the following conclusion can be drawn: 
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 For understanding the deterioration of concrete through the pore solution com-

position and phase assemblage changes in cement-based materials, a reactive 

transport modeling framework is developed, including multi-component gas, 

multi-ionic, and moisture transport coupled with a chemical equilibrium com-

putation. 

 A set of modified Poisson Nernst-Planck equations for multi-ionic transport 

through an uncharged, ‘free water’ and charged, ‘the electrical double layer,’ 

including the effect of temperature, pore solution property, and pore structure 

changes, have been introduced for multi-ionic transport.  

 A comprehensive method has been illustrated for determining the diffusion co-

efficient at infinite dilution of the aqueous species present in the pore solution 

in a cementitious material. 

 The two-phase moisture transport model, which considers pore structure 

changes, is introduced with capillary pressure as the primary variable parameter. 

 The consideration of boundary conditions and moisture flux through the ex-

posed surface is demonstrated separately for wetting and drying conditions. 

 Using Henry's law, the multi-component gas transport model was developed, 

including gas dissolution into the pore solution.  

 A modeling approach for moisture conductivity and gas and ionic diffusivity 

based on the pore structure and moisture storage was presented to account for 

pore structure changes in mass transport. 

 The significance of employing a surface complexation model is emphasized to 

predict the actual changes in the composition of the pore solution and evaluate 

the implications of these changes on steel corrosion. 

 Numerical simulations were compared to experimental data to demonstrate the 

applicability of the RTM under saturated, drying-wetting, and atmospheric ex-

posure conditions. 

Impact of climate change on concrete deterioration 

Chapter 6 highlights the impact of future climate change on concrete deterioration 

under different environmental conditions and sensitivity indices analysis to deter-

mine critical climate projections for concrete deterioration. Furthermore, Chapter 

7 presents the adaptation methods to climate change based on predicted results 
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from Chapter 6 and outlines limitations in current specifications for designing con-

crete structures to withstand climate change in selected case study locations, in-

cluding the Solsvek and DTI field stations. From the work presented in Chapters 

6 and 7, the following conclusion can be drawn: 

 Total chloride concentration decreased due to climate change in the region 

closer to the exposed surface (0-6cm), whereas an increase in chloride content 

was observed in more profound depths (above 6cm depth). Therefore, the effect 

of climate change on chloride ingress can be observed at deeper depths in con-

crete exposed to seawater.  

 The sensitivity indices analysis of climate change on concrete deterioration in-

dicated that both temperature increases and decreases in the salinity of seawater 

are favourable to limiting corrosion initiation in depths between 0-6cm. How-

ever, temperature increases were identified as favourable, while the decreases 

in salinity were unfavourable for corrosion initiation in deeper depths (above 

6cm depth). Furthermore, temperature changes are identified as a critical cli-

mate parameter to increase concrete deterioration in more profound depths. 

 An increase in carbonation depth in concrete due to the projected atmospheric 

climate change. However, the predicted carbonation depth is less than 20mm. 

The rate of carbonation typically decreases over time. However, under the ex-

posure of climate projection scenarios, such a decrease in the carbonation rate 

was not identified, which was mainly associated with a rapid increase in atmos-

pheric CO2(g) concentration.  

 A linear trend between carbonation depth and atmospheric climate projection is 

observed. Further, the increase in atmospheric temperature and CO2(g) concen-

tration increases the carbonation depth, while a decrease in relative humidity 

limits concrete carbonation. Atmospheric temperature and CO2(g) concentration 

changes will be unfavourable for concrete deterioration, while changes in rela-

tive humidity will be beneficial for concrete carbonation. Further, the deter-

mined sensitivity indices showed that changes in CO2(g) concentration will play 

a significant role compared with other climate parameters for concrete carbon-

ation, whereas temperature is the second most important parameter. 

 According to a comparison of numerical predictions and values provided in the 

current EN206-1 specifications, model predictions indicated that reinforced 

concrete structures exposed to seawater at the Solsvik field station, Norway, 

could be vulnerable to the impact of climate change. Concrete materials with a 

chloride threshold larger than 0.32 are less impacted by climate change. For 
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concrete materials with a chloride threshold value lower than 0.32, the defined 

minimum cover thickness in the specification should be increased to withstand 

the impact of climate change. Further, the reduction in time to corrosion initia-

tion based on the reference climate scenario varies approximately in the range 

of 11.7-16.5% and 9.0-10.9% for materials with 0.20 and 0.24 threshold chlo-

ride values, respectively. The difference in predicted time to corrosion initiation 

illustrated that the impact of climate change on corrosion initiation decreases 

with the chloride threshold value.  

 According to the current EN206-1 specifications, numerical simulations for 

concrete exposed to the atmosphere at the DTI field station show that a 20mm 

minimum cover thickness is sufficient to protect concrete from carbonation-in-

duced corrosion. Futhermore, the carbonation depth continuously increases with 

exposure time. Comparing the reference and RCP8.5 climate scenario, a 12.6% 

increase in carbonation depth was observed after 20 years of exposure, while an 

increase to 36.5% was found at the end of 2100. 

8.3 Future studies 

The developed multi-species RTM based on gas-ion-solid phase interaction was 

used to predict the deterioration of cement-based material under different environ-

mental conditions. Further, the impact of climate change on concrete deterioration 

and critical climate projection outputs driving the material deterioration of civil 

infrastructure in the future were investigated. Based on the findings and conclu-

sions of this study, the following recommendations for future work are listed: 

 A calcite layer forms on the exposed concrete surface for long-term concrete 

exposure to seawater due to the direct reaction between leached ions and the 

hydrated cement phase. As a result, significant changes in phase assemblage 

and pore structure can be observed in the exposed concrete surface. In chemical 

equilibrium calculation, the reaction between the leaching of ions and the hy-

drated cement phase at the exposed surface should be considered to improve 

prediction results.  

 The assumption is made that chemical equilibrium between the gaseous phase 

in pores, pore solution, and hydrated solid phases is achieved within the as-

signed time step calculation. Further, dissolution and precipitation reaction rates 

are assumed to be equal for all concrete phases. However, the reaction rate of 

each phase in concrete is different, and phases with a higher dissolution rate 
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disappear immediately. Therefore, the kinetic behaviour of phases should be 

considered in chemical equilibrium calculation to predict changes in phase as-

semblage.  

 Cracks may form in concrete when exposed to severe environmental conditions. 

The mass transport of ions, moisture, and gases is significantly affected in 

cracked concrete compared with uncracked concrete. The current reactive 

transport model is designed to simulate concrete deterioration under uncracked 

conditions. In future studies, the diffusion parameters for ions and gases, as well 

as the conductivity terms for moisture in the mass transport equation, should be 

updated to account for cracked concrete. 

 Boundary conditions in the tidal and splash zones are complex due to changes 

in seawater levels and wave propagation. Consequently, the mechanism of ion 

ingress through the concrete's boundary surface is not fully understood. There-

fore, it is essential to thoroughly investigate the capability of the developed 

RTM approach to simulate the deterioration of cement-based materials under 

these complex environmental conditions by comparing numerical and experi-

mental results. 

 Considering the computational time, three environmental climate parameters, 

CO2(g) concentration, temperature, and relative humidity were chosen for the 

Monte-Carlo simulation to analyse the impact of climate change on the carbon-

ation of concrete. However, uncertainties related to other parameters, such as 

wind speed, wind direction, and precipitation, were not included in the simula-

tion. Therefore, future studies should investigate the combined effects of all cli-

mate parameters. 

 The present study did not include the impact of climate change on concrete de-

terioration under various environmental conditions, such as atmospheric condi-

tions and the tidal and splash zones of offshore concrete structures. Therefore, 

future studies should investigate the effects of climate change on concrete dete-

rioration under these complex environmental conditions. 



121 

 

9 References 

[1] A. Michel, M.R. Geiker, M. Lepech, H. Stang, Coupled hygrothermal, electrochemical, 

and mechanical modeling for deterioration prediction in reinforced cementitious materials, 

Proc. 7th Int. Conf. Coupled Probl. Sci. Eng. COUPLED Probl. 2017. 2017-Janua (2017) 

345–356. http://www.dtu.xn--dk-92t (accessed October 6, 2022). 

[2] American Society of Civil Engineers, ASCE, 2013 Report Card for America’s 

Infrastructure, Committee on Ameri-ca’s Infrastructure, American Society of Civil 

Engineers, 2013. 

[3] G.H. Koch, M.P.H. Brongers, N.G. Thompson, Y.P. Virmani, J.H. Payer, Corrosion Cost 

and Preventive, 2002. 

https://ntrl.ntis.gov/NTRL/dashboard/searchResults/titleDetail/PB2002106409.xhtml. 

[4] C. Giorno, Meeting Infrastructure Needs in Australia, Organisation for Economic Co-

operation and Development (OECD), Working Paper No. 851, 2011. 

[5] A. Emilie Anusha, Corrosion-induced Cracking in Reinforced Concrete Structures-a 

numerical study, (2018). https://orbit.dtu.dk/en/publications/corrosion-induced-cracking-

in-reinforced-concrete-structures-a-nu (accessed October 6, 2022). 

[6] M.D. Lepech, M. Geiker, H. Stang, Probabilistic design and management of 

environmentally sustainable repair and rehabilitation of reinforced concrete structures, 

Cem. Concr. Compos. 47 (2014) 19–31. 

https://doi.org/10.1016/J.CEMCONCOMP.2013.10.009. 

[7] C. Giorno, Meeting Infrastructure Needs in Australia, OECD Econ. Surv. Aust. (2011). 

https://doi.org/10.1787/5KGG7SX3P7Q0-EN. 

[8] R.K. Pachauri, M.R. Allen, V.R. Barros, J. Broome, W. Cramer, R. Christ, J.A. Church, 

L. Clarke, Q. Dahe, P. Dasgupta, N.K. Dubash, O. Edenhofer, I. Elgizouli, C.B. Field, P. 

Forster, P. Friedlingstein, J. Fuglestvedt, L. Gomez-Echeverri, S. Hallegatte, G. Hegerl, 

M. Howden, K. Jiang, B. Jimenez Cisneroz, V. Kattsov, H. Lee, K.J. Mach, J. Marotzke, 

M.D. Mastrandrea, L. Meyer, J. Minx, Y. Mulugetta, K. O’Brien, M. Oppenheimer, J.J. 

Pereira, R. Pichs-Madruga, G.-K. Plattner, H.-O. Pörtner, S.B. Power, B. Preston, N.H. 

Ravindranath, A. Reisinger, K. Riahi, M. Rusticucci, R. Scholes, K. Seyboth, Y. Sokona, 

R. Stavins, T.F. Stocker, P. Tschakert, D. van Vuuren, J.-P. van Ypserle, Climate Change 

2014: Synthesis Report. Contribution of Working Groups I, II and III to the Fifth 

Assessment Report of the Intergovernmental Panel on Climate Change, Epic. Switzerland, 

IPCC, 151 p., Pp. 151, ISBN 978-92-9169-143-2. (2014). 

https://www.ipcc.ch/pdf/assessment-report/ar5/syr/SYR_AR5_FINAL_full_wcover.pdf 

(accessed October 5, 2022). 

[9] P.R. Epstein, Climate and health, Science (80-. ). 285 (1999) 347–348. 

https://doi.org/10.1126/SCIENCE.285.5426.347/ASSET/CB034619-8F6F-4837-A6FE-

CB531E11515C/ASSETS/GRAPHIC/347-1.GIF. 

[10] C. Dye, P. Reiter, Climate change and malaria: temperatures without fevers?, Science. 289 

(2000) 1697–8. http://www.ncbi.nlm.nih.gov/pubmed/11001735 (accessed October 5, 

2022). 

[11] C. Holden, Climate change: Higher temperatures seen reducing global harvests, Science 

(80-. ). 323 (2009) 193. 

https://doi.org/10.1126/SCIENCE.323.5911.193/ASSET/5802FDAF-5668-49EC-8F1F-

FEAD8E01E535/ASSETS/GRAPHIC/193-1.GIF. 



122 

 

[12] C.J. Vörösmarty, P. Green, J. Salisbury, R.B. Lammers, Global water resources: 

Vulnerability from climate change and population growth, Science (80-. ). 289 (2000) 

284–288. https://doi.org/10.1126/science.289.5477.284. 

[13] F. Rendell, Deteriorated concrete : inspection and physicochemical analysis /, Thomas 

Telford, London :, 2002. 

[14] J. Lehne, F. Preston, Chatham House Report Making Concrete Change Innovation in Low-

carbon Cement and Concrete #ConcreteChange, (2018). 

http://awsassets.panda.org/downloads/englishsummary__lr_ (accessed September 26, 

2022). 

[15] Jean Pierre Jacobs, Sustainable Benefits of Concrete Structures, Eur. Concr. Platf. ASBL. 

(2009) 40. 

[16] Why Does Concrete Need Reinforcement? — Practical Engineering, (n.d.). 

https://practical.engineering/blog/2018/8/1/why-does-concrete-need-reinforcement 

(accessed September 29, 2022). 

[17] Why Concrete is Reinforced with Steel: The Complete Guide, (n.d.). 

https://www.builderspace.com/why-concrete-is-reinforced-with-steel-the-complete-

guide (accessed September 29, 2022). 

[18] Then & Now - The Sydney Opera HouseThis City Knows | Urban Trekkers, (n.d.). 

https://www.thiscityknows.com/then-and-now-the-sydney-opera-house/ (accessed 

January 27, 2023). 

[19] Precast Concrete School Result of Architect’s Educated Decision - NPCA, (n.d.). 

https://precast.org/2019/06/precast-concrete-school-building-a-result-of-architects-

educated-decision/ (accessed January 27, 2023). 

[20] How Big Is the Hoover Dam? - AZ Animals, (n.d.). https://a-z-animals.com/blog/how-

big-is-the-hoover-dam/ (accessed January 27, 2023). 

[21] Premium Photo | Sheikh zayed bridge abu dhabi united arab emirates, (n.d.). 

https://www.freepik.com/premium-photo/sheikh-zayed-bridge-abu-dhabi-united-arab-

emirates_23294870.htm (accessed January 27, 2023). 

[22] A. Vollpracht, B. Lothenbach, R. Snellings, J. Haufe, The pore solution of blended 

cements: a review, Mater. Struct. Constr. 49 (2016) 3341–3367. 

https://doi.org/10.1617/s11527-015-0724-1. 

[23] Reinforcement in Concrete, ACI J. Proc. 66 (1969). https://doi.org/10.14359/7353. 

[24] M.G. Stewart, X. Wang, M.N. Nguyen, Climate change impact and risks of concrete 

infrastructure deterioration, Eng. Struct. 33 (2011) 1326–1337. 

https://doi.org/10.1016/J.ENGSTRUCT.2011.01.010. 

[25] S. Ahmad, Reinforcement corrosion in concrete structures, its monitoring and service life 

prediction - A review, Cem. Concr. Compos. 25 (2003) 459–471. 

https://doi.org/10.1016/S0958-9465(02)00086-0. 

[26] R. Caspeele, L. Taerwe, D.M. Frangopol, Coupled mass transport, chemical, and 

mechanical modeling in cementitious materials: A dual-lattice approach, (2018) 965–672. 

https://doi.org/10.1201/9781315228914-120. 

[27] B. Pease, M. Geiker, H. Stang, J. Weiss, Influence of concrete cracking on ingress and 

reinforcement corrosion, (2011). 

[28] Z. Yang, W. Weiss, J. Olek, Interaction Between Micro-Cracking, Cracking, and Reduced 

Durability of Concrete: Developing Methods for Considering Cumulative Damage in Life-



123 

 

Cycle Modeling, (2004). https://doi.org/10.5703/1288284313255. 

[29] C. Andrade, A. Poursaee, B. Ross, The Role of Cracks in Chloride-Induced Corrosion of 

Carbon Steel in Concrete&mdash;Review, Corros. Mater. Degrad. 2022, Vol. 3, Pages 

258-269. 3 (2022) 258–269. https://doi.org/10.3390/CMD3020015. 

[30] S. Robuschi, O.L. Ivanov, M. Geiker, I. Fernandez, K. Lundgren, Impact of cracks on 

distribution of chloride-induced reinforcement corrosion, Mater. Struct. Constr. 56 (2023) 

1–22. https://doi.org/10.1617/S11527-022-02085-6/FIGURES/14. 

[31] F.U.A. Shaikh, Effect of Cracking on Corrosion of Steel in Concrete, Int. J. Concr. Struct. 

Mater. 12 (2018) 1–12. https://doi.org/10.1186/S40069-018-0234-Y/FIGURES/15. 

[32] A. Michel, Reinforcement Corrosion : Numerical Simulation and Service Life Prediction, 

2012. 

[33] V. Jiménez-Quero, P. Montes-García, T.W. Bremner, Influence of concrete cracking on 

the corrosion of steel reinforcement, 2010. https://doi.org/10.1201/b10552-46. 

[34] U. Nations, Causes and Effects of Climate Change | United Nations, (n.d.). 

https://www.un.org/en/climatechange/science/causes-effects-climate-change (accessed 

October 11, 2022). 

[35] 9.7 Combining Evidence of Anthropogenic Climate Change - AR4 WGI Chapter 9: 

Understanding and Attributing Climate Change, (n.d.). 

https://archive.ipcc.ch/publications_and_data/ar4/wg1/en/ch9s9-7.html (accessed 

October 11, 2022). 

[36] Climate Change, Clim. Chang. (2020). https://doi.org/10.17226/25733. 

[37] A. Engels, Energy and Emission Control Technologies Dovepress Anthropogenic climate 

change: how to understand the weak links between scientific evidence, public perception, 

and low-carbon practices, Energy Emiss. Control Technol. (2016) 4–17. 

https://doi.org/10.2147/EECT.S63005. 

[38] AR5 Synthesis Report: Climate Change 2014 — IPCC, (n.d.). 

https://www.ipcc.ch/report/ar5/syr/ (accessed October 12, 2022). 

[39] AR5 Synthesis Report: Climate Change 2014 — IPCC, (n.d.). 

https://www.ipcc.ch/report/ar5/syr/ (accessed October 11, 2022). 

[40] AR4 Climate Change 2007: Synthesis Report — IPCC, (n.d.). 

https://www.ipcc.ch/report/ar4/syr/ (accessed October 11, 2022). 

[41] G. Chen, Y. Lv, Y. Zhang, M. Yang, Carbonation depth predictions in concrete structures 

under changing climate condition in China, Eng. Fail. Anal. 119 (2021) 104990. 

https://doi.org/10.1016/J.ENGFAILANAL.2020.104990. 

[42] P.M. Kumar, Durability of Concrete--Fifty Years of Progress?, Spec. Publ. 126 (1991) 1–

32. https://doi.org/10.14359/1998. 

[43] I.S. Yoon, O. Çopuroǧlu, K.B. Park, Effect of global climatic change on carbonation 

progress of concrete, Atmos. Environ. 41 (2007) 7274–7285. 

https://doi.org/10.1016/J.ATMOSENV.2007.05.028. 

[44] M.G. Stewart, X. Wang, M.N. Nguyen, Climate change adaptation for corrosion control 

of concrete infrastructure, Struct. Saf. 35 (2012) 29–39. 

https://doi.org/10.1016/J.STRUSAFE.2011.10.002. 

[45] L. Peng, M.G. Stewart, Climate change and corrosion damage risks for reinforced concrete 

infrastructure in China, Https://Doi.Org/10.1080/15732479.2013.858270. 12 (2014) 499–

516. https://doi.org/10.1080/15732479.2013.858270. 



124 

 

[46] J. Peng, M.G. Stewart, Carbonation-induced corrosion damage and structural safety for 

concrete structures under enhanced greenhouse conditions, Cent. Infrastucture Perform. 

Reliab. - Res. Rep. (2008) 294. 

[47] S. Talukdar, N. Banthia, J.R. Grace, Carbonation in concrete infrastructure in the context 

of global climate change – Part 1: Experimental results and model development, Cem. 

Concr. Compos. 34 (2012) 924–930. 

https://doi.org/10.1016/J.CEMCONCOMP.2012.04.011. 

[48] S. Talukdar, N. Banthia, J.R. Grace, S. Cohen, Carbonation in concrete infrastructure in 

the context of global climate change: Part 2 - Canadian urban simulations, Cem. Concr. 

Compos. 34 (2012) 931–935. https://doi.org/10.1016/J.CEMCONCOMP.2012.04.012. 

[49] S. Talukdar, N. Banthia, Carbonation in concrete infrastructure in the context of global 

climate change: Development of a service lifespan model, Constr. Build. Mater. 40 (2013) 

775–782. https://doi.org/10.1016/J.CONBUILDMAT.2012.11.026. 

[50] C. Jiang, X. Gu, Q. Huang, W. Zhang, Carbonation depth predictions in concrete bridges 

under changing climate conditions and increasing traffic loads, Cem. Concr. Compos. 93 

(2018) 140–154. https://doi.org/10.1016/J.CEMCONCOMP.2018.07.007. 

[51] A. Schweikert, P. Chinowsky, X. Espinet, M. Tarbert, Climate Change and Infrastructure 

Impacts: Comparing the Impact on Roads in ten Countries through 2100, Procedia Eng. 

78 (2014) 306–316. https://doi.org/10.1016/J.PROENG.2014.07.072. 

[52] U S Department of Transportation, Impacts of climate change and variability on 

transportation systems and infrastructure: The gulf coast study, phase 2, Task 1 Assess. 

Infrastruct. Crit. Mobile, AL. (2011) 1–101. 

[53] A.M. Melvin, P. Larsen, B. Boehlert, J.E. Neumann, P. Chinowsky, X. Espinet, J. 

Martinich, M.S. Baumann, L. Rennels, A. Bothner, D.J. Nicolsky, S.S. Marchenko, 

Climate change damages to Alaska public infrastructure and the economics of proactive 

adaptation, Proc. Natl. Acad. Sci. U. S. A. 114 (2017) E122–E131. 

https://doi.org/10.1073/PNAS.1611056113/SUPPL_FILE/PNAS.201611056SI.PDF. 

[54] P.S. Chinowsky, A.E. Schweikert, N.L. Strzepek, K. Strzepek, Infrastructure and climate 

change: a study of impacts and adaptations in Malawi, Mozambique, and Zambia, Clim. 

Change. 130 (2015) 49–62. https://doi.org/10.1007/S10584-014-1219-8/TABLES/2. 

[55] T.R.B. and N.R. Council, Potential Impacts of Climate Change on U.S. Transportation: 

Special Report 290, TR News. (2008) 21–24. https://doi.org/10.17226/12179. 

[56] RESEARCH2020 — Uddannelses- og Forskningsministeriet, (n.d.). 

https://ufm.dk/en/publications/2012/research2020 (accessed October 12, 2022). 

[57] S. Sharmilan, H. Stang, A. Michel, Enhancement of a multi-species reactive transport 

model for cement-based materials under cyclic wetting and drying conditions, J. Build. 

Eng. 77 (2023) 107532. https://doi.org/10.1016/J.JOBE.2023.107532. 

[58] K. De Weerdt, H. Justnes, M.R. Geiker, Changes in the phase assemblage of concrete 

exposed to sea water, Cem. Concr. Compos. 47 (2014) 53–63. 

https://doi.org/10.1016/J.CEMCONCOMP.2013.09.015. 

[59] J. Kim, W.J. McCarter, B. Suryanto, S. Nanukuttan, P.A.M. Basheer, T.M. Chrisp, 

Chloride ingress into marine exposed concrete: A comparison of empirical- and 

physically- based models, Cem. Concr. Compos. 72 (2016) 133–145. 

https://doi.org/10.1016/J.CEMCONCOMP.2016.06.002. 

[60] J. Kim, W.J. McCarter, B. Suryanto, Performance assessment of reinforced concrete after 

long-term exposure to a marine environment, Constr. Build. Mater. 192 (2018) 569–583. 



125 

 

https://doi.org/10.1016/J.CONBUILDMAT.2018.10.151. 

[61] U.H. Jakobsen, K. De Weerdt, M.R. Geiker, Elemental zonation in marine concrete, Cem. 

Concr. Res. 85 (2016) 12–27. https://doi.org/10.1016/J.CEMCONRES.2016.02.006. 

[62] K. De Weerdt, D. Orsáková, A.C.A. Müller, C.K. Larsen, B. Pedersen, M.R. Geiker, 

Towards the understanding of chloride profiles in marine exposed concrete, impact of 

leaching and moisture content, Constr. Build. Mater. 120 (2016) 418–431. 

https://doi.org/10.1016/J.CONBUILDMAT.2016.05.069. 

[63] K. De Weerdt, A. Colombo, L. Coppola, H. Justnes, M.R. Geiker, Impact of the associated 

cation on chloride binding of Portland cement paste, Cem. Concr. Res. 68 (2015) 196–

202. https://doi.org/10.1016/J.CEMCONRES.2014.01.027. 

[64] Z. Shi, M.R. Geiker, B. Lothenbach, K. De Weerdt, S.F. Garzón, K. Enemark-Rasmussen, 

J. Skibsted, Friedel’s salt profiles from thermogravimetric analysis and thermodynamic 

modeling of Portland cement-based mortars exposed to sodium chloride solution, Cem. 

Concr. Compos. 78 (2017) 73–83. 

https://doi.org/10.1016/J.CEMCONCOMP.2017.01.002. 

[65] K. De Weerdt, B. Lothenbach, M.R. Geiker, Comparing chloride ingress from seawater 

and NaCl solution in Portland cement mortar, Cem. Concr. Res. 115 (2019) 80–89. 

https://doi.org/10.1016/J.CEMCONRES.2018.09.014. 

[66] A. Mesbah, J.-P. Rapin, M. Fran@ois, C. Cau-Dit-Coumes, F. Frizon, F. Leroux, G. 

Renaudin, Crystal Structures and Phase Transition of Cementitious Bi‐Anionic AFm‐

(Cl−, CO32−) Compounds, Wiley Online Libr. Mesbah, JP Rapin, M François, C Cau‐dit‐

Coumes, F Frizon, F Leroux, G RenaudinJournal Am. Ceram. Soc. 2011•Wiley Online 

Libr. 94 (2011) 261–268. https://doi.org/10.1111/j.1551-2916.2010.04050.x. 

[67] M. Balonis, B. Lothenbach, G. Le Saout, F.P. Glasser, Impact of chloride on the 

mineralogy of hydrated Portland cement systems, Cem. Concr. Res. 40 (2010) 1009–1022. 

https://doi.org/10.1016/J.CEMCONRES.2010.03.002. 

[68] K. De Weerdt, D. Orsáková, M.R. Geiker, The impact of sulphate and magnesium on 

chloride binding in Portland cement paste, Cem. Concr. Res. 65 (2014) 30–40. 

https://doi.org/10.1016/J.CEMCONRES.2014.07.007. 

[69] P.K. Mehta, Concrete in the Marine Environment, Concr. Mar. Environ. (1991). 

https://doi.org/10.4324/9780203498255. 

[70] M. Eglinton, Resistance of Concrete to Destructive Agencies, Lea’s Chem. Cem. Concr. 

(1998) 299–342. https://doi.org/10.1016/B978-075066256-7/50019-9. 

[71] H. Zibara, Binding of external chlorides by cement pastes, (2001). 

https://tspace.library.utoronto.ca/handle/1807/15366 (accessed October 23, 2022). 

[72] A. Steopoe, Z. Tonind, W. Lerch, F.W. Ashton, R.H. Bogue, L.S. Wells, . F Clarke, I.F. 

Mcmurdic, A Crystalline Hydrated Magnesium Silicate formed in the Breakdown of a 

Concrete Sea-wall, Nat. 1953 1714347. 171 (1953) 354–355. 

https://doi.org/10.1038/171354a0. 

[73] J. Marchand, E. Samson, D. Burke, P. Tourney, N. Thaulow, S. Sahu, Predicting the 

Microstructural Degradation of Concrete in Marine Environment, Am. Concr. Institute, 

ACI Spec. Publ. SP-212 (2003) 1127–1154. 

[74] Scopus - Document details - Microstructural surface deterioration of concrete exposed to 

seawater: Results after 2 years exposure | Signed in, (n.d.). 

https://www.scopus.com/record/display.uri?eid=2-s2.0-84908104346&origin=inward 

(accessed October 24, 2022). 



126 

 

[75] K. De Weerdt, H. Justnes, The effect of sea water on the phase assemblage of hydrated 

cement paste, Cem. Concr. Compos. 55 (2015) 215–222. 

https://doi.org/10.1016/J.CEMCONCOMP.2014.09.006. 

[76] Mineralogical and thermodynamic processes by... - Google Scholar, (n.d.). 

https://scholar.google.com/scholar_lookup?title=Mineralogical and Thermodynamic 

Processes by Sulfate and Seawater Attack of Danish Concrete&author=I. 

Juel&publication_year=2002 (accessed October 25, 2022). 

[77] T. Sibbick, D. Fenn, N. Crammond, The occurrence of thaumasite as a product of seawater 

attack, Cem. Concr. Compos. 25 (2003) 1059–1066. https://doi.org/10.1016/S0958-

9465(03)00128-8. 

[78] E. L’Hôpital, B. Lothenbach, K. Scrivener, D.A. Kulik, Alkali uptake in calcium alumina 

silicate hydrate (C-A-S-H), Cem. Concr. Res. 85 (2016) 122–136. 

https://doi.org/10.1016/J.CEMCONRES.2016.03.009. 

[79] A. Küter, Management of Reinforcement Corrosion: A Thermodynamic Approach, 

Citation. (2009). www.byg.dtu.dk (accessed October 13, 2022). 

[80] B. Huet, V. L’Hostis, F. Miserque, H. Idrissi, Electrochemical behavior of mild steel in 

concrete: Influence of pH and carbonate content of concrete pore solution, Electrochim. 

Acta. 51 (2005) 172–180. https://doi.org/10.1016/J.ELECTACTA.2005.04.014. 

[81] A. Vollpracht, B. Lothenbach, R. Snellings, J. Haufe, The pore solution of blended 

cements: a review, Mater. Struct. Constr. 49 (2016) 3341–3367. 

https://doi.org/10.1617/S11527-015-0724-1/FIGURES/26. 

[82] X. Wang, M. Nguyen, M.G. Stewart, M. Syme, A. Leitch, Analysis of climate change 

impacts on the deterioration of concrete infrastructure–part 1: mechanisms, practices, 

modeling and simulations–a review, Publ. by CSIRO, Canberra. ISBN. 9780 (2010) 8. 

[83] A. Michel, Reinforcement Corrosion: Numerical Simulation and Service Life Prediction, 

Technical University of Denmark, 2011. https://doi.org/10.1088/1751-8113/44/8/085201. 

[84] X. Zhu, G. Zi, W. Lee, S. Kim, J. Kong, Probabilistic analysis of reinforcement corrosion 

due to the combined action of carbonation and chloride ingress in concrete, Constr. Build. 

Mater. 124 (2016) 667–680. https://doi.org/10.1016/J.CONBUILDMAT.2016.07.120. 

[85] J. Geng, D. Easterbrook, Q.F. Liu, L.Y. Li, Effect of carbonation on release of bound 

chlorides in chloride-contaminated concrete, Https://Doi.Org/10.1680/Jmacr.15.00234. 

68 (2016) 353–363. https://doi.org/10.1680/JMACR.15.00234. 

[86] M. Xie, P. Dangla, K. Li, Reactive transport modeling of concurrent chloride ingress and 

carbonation in concrete, Mater. Struct. Constr. 54 (2021) 1–19. 

https://doi.org/10.1617/S11527-021-01769-9/FIGURES/11. 

[87] X. han Shen, W. qiang Jiang, D. Hou, Z. Hu, J. Yang, Q. feng Liu, Numerical study of 

carbonation and its effect on chloride binding in concrete, Cem. Concr. Compos. 104 

(2019) 103402. https://doi.org/10.1016/J.CEMCONCOMP.2019.103402. 

[88] L. Coppola, S. Beretta, M.C. Bignozzi, F. Bolzoni, A. Brenna, M. Cabrini, S. Candamano, 

D. Caputo, M. Carsana, R. Cioffi, D. Coffetti, F. Colangelo, F. Crea, S. De Gisi, M.V. 

Diamanti, C. Ferone, P. Frontera, M.M. Gastaldi, C. Labianca, F. Lollini, S. Lorenzi, S. 

Manzi, M. Marroccoli, M. Notarnicola, M. Ormellese, T. Pastore, M. Pedeferri, A. 

Petrella, E. Redaelli, G. Roviello, A. Telesca, F. Todaro, The Improvement of Durability 

of Reinforced Concretes for Sustainable Structures: A Review on Different Approaches, 

Mater. (Basel, Switzerland). 15 (2022). https://doi.org/10.3390/MA15082728. 

[89] A. Kenny, A. Katz, Steel-concrete interface influence on chloride threshold for corrosion 



127 

 

– Empirical reinforcement to theory, Constr. Build. Mater. 244 (2020) 118376. 

https://doi.org/10.1016/J.CONBUILDMAT.2020.118376. 

[90] C. Chalhoub, R. François, M. Carcasses, Critical chloride threshold values as a function 

of cement type and steel surface condition, Cem. Concr. Res. 134 (2020) 106086. 

https://doi.org/10.1016/J.CEMCONRES.2020.106086. 

[91] U. Angst, B. Elsener, C.K. Larsen, Ø. Vennesland, Critical chloride content in reinforced 

concrete - A review, Cem. Concr. Res. 39 (2009) 1122–1138. 

https://doi.org/10.1016/J.CEMCONRES.2009.08.006. 

[92] S. Poulsen, Chloride Threshold Values State of the art, (2012). 

[93] (PDF) Chloride threshold values from concrete blocks exposed at Rødbyhavn field 

exposure site, (n.d.). 

https://www.researchgate.net/publication/318420354_Chloride_threshold_values_from_

concrete_blocks_exposed_at_Rodbyhavn_field_exposure_site (accessed October 14, 

2022). 

[94] G.N. Gopu, S.A. Joseph, Corrosion Behavior of Fiber-Reinforced Concrete&mdash;A 

Review, Fibers 2022, Vol. 10, Page 38. 10 (2022) 38. 

https://doi.org/10.3390/FIB10050038. 

[95] V. Shah, S. Bishnoi, Understanding the Process of Carbonation in Concrete using 

Numerical Modeling, J. Adv. Concr. Technol. 19 (2021) 1148–1161. 

https://doi.org/10.3151/jact.19.1148. 

[96] Q.T. Phung, N. Maes, D. Jacques, G. De Schutter, G. Ye, J. Perko, Modeling the 

carbonation of cement pastes under a CO2 pressure gradient considering both diffusive 

and convective transport, Constr. Build. Mater. 114 (2016) 333–351. 

https://doi.org/10.1016/J.CONBUILDMAT.2016.03.191. 

[97] Y. Gu, A. Machner, K. De Weerdt, A. Šajna, L. Hanžič, A. Müller, B. Bary, Modeling the 

durability of novel cementitious materials prepared with CEM II/C-M exposed to drying 

and carbonation, Constr. Build. Mater. 401 (2023) 132625. 

https://doi.org/10.1016/J.CONBUILDMAT.2023.132625. 

[98] B. Zhang, A. Senouci, V. Medvedev, A. Pustovgar, A Review of Concrete Carbonation 

and Approaches to Its Research under Irradiation, Build. 2023, Vol. 13, Page 1998. 13 

(2023) 1998. https://doi.org/10.3390/BUILDINGS13081998. 

[99] W. Stumm, J.J. Morgan, Aquatic Chemistry : Chemical Equilibria and Rates in Natural 

Waters., (2012) 1827. https://www.wiley.com/en-

us/Aquatic+Chemistry%3A+Chemical+Equilibria+and+Rates+in+Natural+Waters%2C+

3rd+Edition-p-9781118591482 (accessed October 25, 2022). 

[100] D.M. Kern, The hydration of carbon dioxide, J. Chem. Educ. 37 (1960) 14–23. 

https://doi.org/10.1021/ED037P14. 

[101] K. Adamczyk, M. Prémont-Schwarz, D. Pines, E. Pines, E.T.J. Nibbering, Real-time 

observation of carbonic acid formation in aqueous solution, Science. 326 (2009) 1690–

1694. https://doi.org/10.1126/SCIENCE.1180060. 

[102] K. De Weerdt, G. Plusquellec, A. Belda Revert, M.R. Geiker, B. Lothenbach, Effect of 

carbonation on the pore solution of mortar, Cem. Concr. Res. 118 (2019) 38–56. 

https://doi.org/10.1016/J.CEMCONRES.2019.02.004. 

[103] S. von Greve-Dierfeld, B. Lothenbach, A. Vollpracht, B. Wu, B. Huet, C. Andrade, C. 

Medina, C. Thiel, E. Gruyaert, H. Vanoutrive, I.F. Saéz del Bosque, I. Ignjatovic, J. Elsen, 

J.L. Provis, K. Scrivener, K.C. Thienel, K. Sideris, M. Zajac, N. Alderete, Ö. Cizer, P. 



128 

 

Van den Heede, R.D. Hooton, S. Kamali-Bernard, S.A. Bernal, Z. Zhao, Z. Shi, N. De 

Belie, Understanding the carbonation of concrete with supplementary cementitious 

materials: a critical review by RILEM TC 281-CCC, Mater. Struct. Constr. 53 (2020) 1–

34. https://doi.org/10.1617/s11527-020-01558-w. 

[104] V. De Choudens-Sánchez, L.A. Gonzalez, Calcite and aragonite precipitation under 

controlled instantaneous supersaturation: Elucidating the role of CACO3 saturation state 

and Mg/Ca ratio on calcium carbonate polymorphism, J. Sediment. Res. 79 (2009) 363–

376. https://doi.org/10.2110/JSR.2009.043. 

[105] L. Fernández-Díaz, Á. Fernández-González, M. Prieto, The role of sulfate groups in 

controlling CaCO3 polymorphism, Geochim. Cosmochim. Acta. 74 (2010) 6064–6076. 

https://doi.org/10.1016/J.GCA.2010.08.010. 

[106] C.Y. Tai, F.B. Chen, Polymorphism of CaCO3, precipitated in a constant-composition 

environment, AIChE J. 44 (1998) 1790–1798. https://doi.org/10.1002/AIC.690440810. 

[107] A. Belda Revert, K. De Weerdt, K. Hornbostel, M.R. Geiker, Carbonation-induced 

corrosion: Investigation of the corrosion onset, Constr. Build. Mater. 162 (2018) 847–856. 

https://doi.org/10.1016/J.CONBUILDMAT.2017.12.066. 

[108] O.P. Kari, J. Puttonen, E. Skantz, Reactive transport modeling of long-term carbonation, 

Cem. Concr. Compos. 52 (2014) 42–53. 

https://doi.org/10.1016/J.CEMCONCOMP.2014.05.003. 

[109] B. Šavija, M. Luković, Carbonation of cement paste: Understanding, challenges, and 

opportunities, Constr. Build. Mater. 117 (2016) 285–301. 

https://doi.org/10.1016/j.conbuildmat.2016.04.138. 

[110] G. Rimmelé, V. Barlet-Gouédard, O. Porcherie, B. Goffé, F. Brunet, Heterogeneous 

porosity distribution in Portland cement exposed to CO2-rich fluids, Cem. Concr. Res. 38 

(2008) 1038–1048. https://doi.org/10.1016/J.CEMCONRES.2008.03.022. 

[111] K.C. Reddy, N.S. Melaku, S. Park, Thermodynamic Modeling Study of Carbonation of 

Portland Cement, Mater. (Basel, Switzerland). 15 (2022). 

https://doi.org/10.3390/MA15145060. 

[112] C.W. Hargis, B. Lothenbach, C.J. Müller, F. Winnefeld, Carbonation of calcium 

sulfoaluminate mortars, Cem. Concr. Compos. 80 (2017) 123–134. 

https://doi.org/10.1016/J.CEMCONCOMP.2017.03.003. 

[113] B. Lagerblad, Carbon Dioxide Uptake during Concrete Life Cycle - State of the Art, 

Undefined. (2005). 

[114] E. Possan, E.F. Felix, W.A. Thomaz, CO2 uptake by carbonation of concrete during life 

cycle of building structures, J. Build. Pathol. Rehabil. 1 (2016). 

https://doi.org/10.1007/S41024-016-0010-9. 

[115] J. Shen, P. Dangla, M. Thiery, Reactive transport modeling of CO2 through cementitious 

materials under CO2 geological storage conditions, Int. J. Greenh. Gas Control. 18 (2013) 

75–87. https://doi.org/10.1016/J.IJGGC.2013.07.003. 

[116] E. Dubina, L. Korat, L. Black, J. Strupi-Šuput, J. Plank, Influence of water vapour and 

carbon dioxide on free lime during storage at 80 °C, studied by Raman spectroscopy, 

Spectrochim. Acta Part A Mol. Biomol. Spectrosc. 111 (2013) 299–303. 

https://doi.org/10.1016/J.SAA.2013.04.033. 

[117] Z. Shi, B. Lothenbach, M.R. Geiker, J. Kaufmann, A. Leemann, S. Ferreiro, J. Skibsted, 

Experimental studies and thermodynamic modeling of the carbonation of Portland cement, 

metakaolin and limestone mortars, Cem. Concr. Res. 88 (2016) 60–72. 



129 

 

https://doi.org/10.1016/J.CEMCONRES.2016.06.006. 

[118] X. Zhu, G. Zi, Z. Cao, X. Cheng, Combined effect of carbonation and chloride ingress in 

concrete, Constr. Build. Mater. 110 (2016) 369–380. 

https://doi.org/10.1016/J.CONBUILDMAT.2016.02.034. 

[119] Y. Wang, S. Nanukuttan, Y. Bai, P.A.M. Basheer, Influence of combined carbonation and 

chloride ingress regimes on rate of ingress and redistribution of chlorides in concretes, 

Constr. Build. Mater. 140 (2017) 173–183. 

https://doi.org/10.1016/J.CONBUILDMAT.2017.02.121. 

[120] H. Chang, Chloride binding capacity of pastes influenced by carbonation under three 

conditions, Cem. Concr. Compos. 84 (2017) 1–9. 

https://doi.org/10.1016/J.CEMCONCOMP.2017.08.011. 

[121] (PDF) Effect of Carbonation on the Microstructure and Moisture Properties of Cement-

Based Materials, (n.d.). 

https://www.researchgate.net/publication/261660913_Effect_of_Carbonation_on_the_M

icrostructure_and_Moisture_Properties_of_Cement-Based_Materials (accessed October 

14, 2022). 

[122] E. Drouet, S. Poyet, P. Le Bescop, J.M. Torrenti, X. Bourbon, Carbonation of hardened 

cement pastes: Influence of temperature, Cem. Concr. Res. 115 (2019) 445–459. 

https://doi.org/10.1016/J.CEMCONRES.2018.09.019. 

[123] C. Maia Pederneiras, C. Brazão Farinha, R. Veiga, Carbonation Potential of Cementitious 

Structures in Service and Post-Demolition: A Review, CivilEng. 3 (2022) 211–223. 

https://doi.org/10.3390/CIVILENG3020013. 

[124] Carbonation of Concrete - In-depth Overview - Structural Guide, (n.d.). 

https://www.structuralguide.com/carbonation-of-concrete/ (accessed November 10, 

2022). 

[125] D.A. Hausmann, STEEL CORROSION IN CONCRETE -- HOW DOES IT OCCUR?, 

Mater. Prot. (1967). 

[126] G. Liu, Y. Zhang, Z. Ni, R. Huang, Corrosion behavior of steel submitted to chloride and 

sulphate ions in simulated concrete pore solution, Constr. Build. Mater. 115 (2016) 1–5. 

https://doi.org/10.1016/J.CONBUILDMAT.2016.03.213. 

[127] B. Huet, V. L’Hostis, L. Tricheux, H. Idrissi, Influence of alkali, silicate, and sulfate 

content of carbonated concrete pore solution on mild steel corrosion behavior, Mater. 

Corros. 61 (2010) 111–124. https://doi.org/10.1002/MACO.200905244. 

[128] K. Maekawa, T. Ishida, T. Kishi, Multi-Scale Modeling of Structural Concrete, Multi-

Scale Model. Struct. Concr. (2008) 1–655. 

https://doi.org/10.1201/9781482288599/MULTI-SCALE-MODELING-

STRUCTURAL-CONCRETE-KOICHI-MAEKAWA. 

[129] B. Johannesson, Y. Hosokawa, K. Yamada, Numerical calculations of the effect of 

moisture content and moisture flow on ionic multi-species diffusion in the pore solution 

of porous materials, Comput. Struct. 87 (2009) 39–46. 

https://doi.org/10.1016/j.compstruc.2008.08.011. 

[130] B. Johannesson, Ionic diffusion and kinetic homogeneous chemical reactions in the pore 

solution of porous materials with moisture transport, Comput. Geotech. 36 (2009) 577–

588. https://doi.org/10.1016/j.compgeo.2008.10.002. 

[131] B. Johannesson, Comparison between the Gauss’ law method and the zero current method 

to calculate multi-species ionic diffusion in saturated uncharged porous materials, 



130 

 

Comput. Geotech. 37 (2010) 667–677. https://doi.org/10.1016/j.compgeo.2010.04.005. 

[132] B. Johannesson, Development of a generalized version of the Poisson-Nernst-Planck 

equations using the hybrid mixture theory: Presentation of 2D numerical examples, 

Transp. Porous Media. 85 (2010) 565–592. https://doi.org/10.1007/s11242-010-9578-8. 

[133] M.M. Jensen, K. De Weerdt, B. Johannesson, M.R. Geiker, Use of a multi-species reactive 

transport model to simulate chloride ingress in mortar exposed to NaCl solution or sea-

water, Comput. Mater. Sci. 105 (2015) 75–82. 

https://doi.org/10.1016/j.commatsci.2015.04.023. 

[134] M.M. Jensen, B. Johannesson, M. Geiker, A coupled chemical and mass transport model 

for concrete durability, in: Civil-Comp Proc., 2012: p. 19. 

https://doi.org/10.4203/ccp.100.17. 

[135] M.M. Jensen, B. Johannesson, M.R. Geiker, Framework for reactive mass transport: Phase 

change modeling of concrete by a coupled mass transport and chemical equilibrium model, 

Comput. Mater. Sci. 92 (2014) 213–223. 

https://doi.org/10.1016/j.commatsci.2014.05.021. 

[136] A. Michel, V. Marcos-Meson, W. Kunther, M.R. Geiker, Microstructural changes and 

mass transport in cement-based materials: A modeling approach, Cem. Concr. Res. 139 

(2021) 106285. https://doi.org/10.1016/j.cemconres.2020.106285. 

[137] Y. Hosokawa, K. Yamada, B. Johannesson, L.O. Nilsson, Development of a multi-species 

mass transport model for concrete with account to thermodynamic phase equilibriums, 

Mater. Struct. Constr. 44 (2011) 1577–1592. https://doi.org/10.1617/s11527-011-9720-2. 

[138] O.P. Kari, Y. Elakneswaran, T. Nawa, J. Puttonen, A model for a long-term diffusion of 

multispecies in concrete based on ion-cement-hydrate interaction, J. Mater. Sci. 48 (2013) 

4243–4259. https://doi.org/10.1007/s10853-013-7239-3. 

[139] L.S. Bennethum, J.H. Cushman, Multicomponent, multiphase thermodynamics of 

swelling porous media with electroquasistatics: I. Macroscale field equations, Transp. 

Porous Media. 47 (2002) 309–336. https://doi.org/10.1023/A:1015558130315. 

[140] L.S. Bennethum, J.H. Cushman, Multicomponent, multiphase thermodynamics of 

swelling porous media with electroquasistatics: II. Constitutive theory, Transp. Porous 

Media. 47 (2002) 337–362. https://doi.org/10.1023/A:1015562614386. 

[141] D. Parkhurst, User’s guide to PHREEQC - A computer program for speciation, reaction-

path, advective-transport, and inverse geochemical calculations, 1995. 

http://pubs.usgs.gov/wri/1995/4227/report.pdf. 

[142] D.L. Parkhurst, C.A.J. Appelo, Description of input and examples for PHREEQC Version 

3 — A computer program for speciation, batch-reaction, one-dimensional transport, and 

inverse geochemical calculations, 2013. https://doi.org/10.3133/tm6A43. 

[143] S.R. Charlton, D.L. Parkhurst, Modules based on the geochemical model PHREEQC for 

use in scripting and programming languages, Comput. Geosci. 37 (2011) 1653–1663. 

https://doi.org/10.1016/j.cageo.2011.02.005. 

[144] Y. Elakneswaran, A. Iwasa, T. Nawa, T. Sato, K. Kurumisawa, Ion-cement hydrate 

interactions govern multi-ionic transport model for cementitious materials, Cem. Concr. 

Res. 40 (2010) 1756–1765. https://doi.org/10.1016/j.cemconres.2010.08.019. 

[145] C.A.J. Appelo, P. Wersin, Multicomponent diffusion modeling in clay systems with 

application to the diffusion of tritium, iodide, and sodium in opalinus clay, Environ. Sci. 

Technol. 41 (2007) 5002–5007. https://doi.org/10.1021/es0629256. 



131 

 

[146] A. Anderko, M.M. Lencka, Computation of Electrical Conductivity of Multicomponent 

Aqueous Systems in Wide Concentration and Temperature Ranges, Ind. Eng. Chem. Res. 

36 (1997) 1932–1943. https://doi.org/10.1021/ie9605903. 

[147] J.F. Chambers, J.M. Stokes, R.H. Stokes, Conductances of concentrated aqueous sodium 

and potassium chloride solutions at 25°, J. Phys. Chem. 60 (1956) 985–986. 

https://doi.org/10.1021/j150541a040. 

[148] K.A. Snyder, X. Feng, B.D. Keen, T.O. Mason, Estimating the electrical conductivity of 

cement paste pore solutions from OH-, K+ and Na+ concentrations, Cem. Concr. Res. 33 

(2003) 793–798. https://doi.org/10.1016/S0008-8846(02)01068-2. 

[149] K. Nakarai, T. Ishida, K. Maekawa, Multi-Scale Physicochemical Modeling of Soil-

Cementitious Material Interaction, Soils Found. 46 (2006) 653–663. 

https://doi.org/10.3208/SANDF.46.653. 

[150] A. Hatanaka, Y. Elakneswaran, K. Kurumisawa, T. Nawa, The impact of tortuosity on 

chloride ion diffusion in slag-blended cementitious materials, J. Adv. Concr. Technol. 15 

(2017) 426–439. https://doi.org/10.3151/jact.15.426. 

[151] Y. Hosokawa, K. Yamada, B. Johannesson, L.O. Nilsson, Development of a multi-species 

mass transport model for concrete with account to thermodynamic phase equilibriums, 

Mater. Struct. Constr. 44 (2011) 1577–1592. https://doi.org/10.1617/S11527-011-9720-

2/FIGURES/10. 

[152] S. Sharmilan, H. Stang, A. Michel, A multi-species reactive transport model based on ion-

solid phase interaction for saturated cement-based materials, Cem. Concr. Res. 159 (2022) 

106861. https://doi.org/10.1016/J.CEMCONRES.2022.106861. 

[153] A. Michel, V. Marcos-Meson, W. Kunther, M.R. Geiker, Microstructural changes and 

mass transport in cement-based materials: A modeling approach, Cem. Concr. Res. 139 

(2021) 106285. https://doi.org/10.1016/J.CEMCONRES.2020.106285. 

[154] M. Addassi, B. Johannesson, Reactive mass transport in concrete including for gaseous 

constituents using a two-phase moisture transport approach, Constr. Build. Mater. 232 

(2020) 117148. https://doi.org/10.1016/J.CONBUILDMAT.2019.117148. 

[155] A. Soive, V.Q. Tran, V. Baroghel-Bouny, Requirements and possible simplifications for 

multi-ionic transport models – Case of concrete subjected to wetting-drying cycles in 

marine environment, Constr. Build. Mater. 164 (2018) 799–808. 

https://doi.org/10.1016/J.CONBUILDMAT.2018.01.015. 

[156]  a. M. Neville, Properties of Concrete, Fifth Edition, Pearson Education Limited 

Edinburgh Gate Harlow Essex CM20 2JE England, Printed in Malaysia (CTP-VVP), 

(2011) 597–602. 

[157] T. Dyer, Concrete Durability, (2014). https://doi.org/10.1201/B16793. 

[158] T. ISHIDA, K. MAEKAWA, MODELING OF PH PROFILE IN PORE WATER BASED 

ON MASS TRANSPORT AND CHEMICAL EQUILIBRIUM THEORY, Doboku 

Gakkai Ronbunshu. 2000 (2000) 203–215. https://doi.org/10.2208/JSCEJ.2000.648_203. 

[159] J. jae-dong, K. Hirai, H. Mihashi, モルタルの中性化速度に及ぼす温度・湿度の影響

に関する実験的研究, コンクリート工学論文集. 1 (1990) 85–94. 

https://doi.org/10.3151/CRT1990.1.1_85. 

[160] Carbon dioxide uptake during concrete life cycle - State of the art | Request PDF, (n.d.). 

https://www.researchgate.net/publication/285309293_Carbon_dioxide_uptake_during_c

oncrete_life_cycle_-_State_of_the_art (accessed November 3, 2022). 



132 

 

[161] J.P. Broomfield, Corrosion of Steel in Concrete: Understanding, Investigation and Repair, 

Second Edition, (2006) 296. 

http://books.google.co.uk/books/about/Corrosion_of_Steel_in_Concrete.html?id=kjTzl9

NVHsQC&pgis=1 (accessed November 4, 2022). 

[162] P.V. G., V.C. G., F.M. N., Fundamental Modeling and Experimental Investigation of 

Concrete Carbonation, ACI Mater. J. 88 (1991) 363–373. 

[163] Y. Chen, P. Liu, Z. Yu, Effects of Environmental Factors on Concrete Carbonation Depth 

and Compressive Strength, Materials (Basel). 11 (2018). 

https://doi.org/10.3390/MA11112167. 

[164] J.H.M. Visser, Influence of the carbon dioxide concentration on the resistance to 

carbonation of concrete, Constr. Build. Mater. 67 (2014) 8–13. 

https://doi.org/10.1016/J.CONBUILDMAT.2013.11.005. 

[165] A.S. AL-Ameeri, M.I. Rafiq, O. Tsioulou, O. Rybdylova, Impact of climate change on the 

carbonation in concrete due to carbon dioxide ingress: Experimental investigation and 

modeling, J. Build. Eng. 44 (2021). https://doi.org/10.1016/J.JOBE.2021.102594. 

[166] I.-S. Yoon, O. Çopuroğlu, K.-B. Park, I.-S. Yoon, O. Çopuroğlu, K.-B. Park, Effect of 

global climatic change on carbonation progress of concrete, AtmEn. 41 (2007) 7274–

7285. https://doi.org/10.1016/J.ATMOSENV.2007.05.028. 

[167] S. Kashef-Haghighi, Y. Shao, S. Ghoshal, Mathematical modeling of CO2 uptake by 

concrete during accelerated carbonation curing, Cem. Concr. Res. 67 (2015) 1–10. 

https://doi.org/10.1016/J.CEMCONRES.2014.07.020. 

[168] C. Jiang, X. Gu, W. Zhang, W. Zou, Modeling of carbonation in tensile zone of plain 

concrete beams damaged by cyclic loading, Constr. Build. Mater. 77 (2015) 479–488. 

https://doi.org/10.1016/J.CONBUILDMAT.2014.12.088. 

[169] X. Zha, M. Yu, J. Ye, G. Feng, Numerical modeling of supercritical carbonation process 

in cement-based materials, Cem. Concr. Res. 72 (2015) 10–20. 

https://doi.org/10.1016/J.CEMCONRES.2015.02.017. 

[170] P. Liu, Z. Yu, Y. Chen, Carbonation depth model and carbonated acceleration rate of 

concrete under different environment, Cem. Concr. Compos. 114 (2020) 103736. 

https://doi.org/10.1016/J.CEMCONCOMP.2020.103736. 

[171] A. Fabbri, N. Jacquemet, D.M. Seyedi, A chemo-poromechanical model of oilwell cement 

carbonation under CO2 geological storage conditions, Cem. Concr. Res. 42 (2012) 8–19. 

https://doi.org/10.1016/J.CEMCONRES.2011.07.002. 

[172] O. Omikrine Metalssi, A. Aït-Mokhtar, P. Turcry, A proposed modeling of coupling 

carbonation-porosity-moisture transfer in concrete based on mass balance equilibrium, 

Constr. Build. Mater. 230 (2020) 116997. 

https://doi.org/10.1016/J.CONBUILDMAT.2019.116997. 

[173] T. ISHIDA, K. MAEKAWA, Modeling of Ph Profile in Pore Water Based on Mass 

Transport and Chemical Equilibrium Theory, Japan Soc. Civ. Eng. 2000 (2000) 203–215. 

https://doi.org/10.2208/jscej.2000.648_203. 

[174] K. Maekawa, T. Ishida, T. Kishi, Multi-Scale Modeling of Structural Concrete, Multi-

Scale Model. Struct. Concr. (2008) 1–655. https://doi.org/10.1201/9781482288599. 

[175] N. Seigneur, E. Kangni-Foli, V. Lagneau, A. Dauzères, S. Poyet, P. Le Bescop, E. 

L’Hôpital, J.B. d’Espinose de Lacaillerie, Predicting the atmospheric carbonation of 

cementitious materials using fully coupled two-phase reactive transport modeling, Cem. 

Concr. Res. 130 (2020) 105966. https://doi.org/10.1016/J.CEMCONRES.2019.105966. 



133 

 

[176] L.S. Bennethum, J.H. Cushman, Multicomponent, multiphase thermodynamics of 

swelling porous media with electroquasistatics: II. Constitutive theory, Transp. Porous 

Media. 47 (2002) 337–362. https://doi.org/10.1023/A:1015562614386. 

[177] L.S. Bennethum, J.H. Cushman, Multicomponent, multiphase thermodynamics of 

swelling porous media with electroquasistatics: I. Macroscale field equations, Transp. 

Porous Media. 47 (2002) 309–336. https://doi.org/10.1023/A:1015558130315. 

[178] D.L. Parkhurst, C.A.J. Appelo, Description of input and examples for PHREEQC version 

3: a computer program for speciation, batch-reaction, one-dimensional transport, and 

inverse geochemical calculations, Tech. Methods. (2013). 

https://doi.org/10.3133/TM6A43. 

[179] A. Yapparova, G.D. Miron, D.A. Kulik, G. Kosakowski, T. Driesner, An advanced 

reactive transport simulation scheme for hydrothermal systems modeling, Geothermics. 

78 (2019) 138–153. https://doi.org/10.1016/J.GEOTHERMICS.2018.12.003. 

[180] V.J. Azad, C. Li, C. Verba, J.H. Ideker, O.B. Isgor, A COMSOL-GEMS interface for 

modeling coupled reactive-transport geochemical processes, Comput. Geosci. 92 (2016) 

79–89. https://doi.org/10.1016/J.CAGEO.2016.04.002. 

[181] V.Q. Tran, A. Soive, V. Baroghel-Bouny, Modelisation of chloride reactive transport in 

concrete including thermodynamic equilibrium, kinetic control and surface complexation, 

Cem. Concr. Res. 110 (2018) 70–85. 

https://doi.org/10.1016/J.CEMCONRES.2018.05.007. 

[182] A. López-Ortega, R. Bayón, J.L. Arana, Evaluation of Protective Coatings for High-

Corrosivity Category Atmospheres in Offshore Applications, Mater. 2019, Vol. 12, Page 

1325. 12 (2019) 1325. https://doi.org/10.3390/MA12081325. 

[183] K. De Weerdt, Investigation of concrete from Solsvik field station, (n.d.). 

[184] I. Fukumori, I. Fenty, G. Forget, P. Heimbach, C. King, A.T. Nguyen, C. Piecuch, R.M. 

Ponte, N. Vinogradov, O. Wang, Data sets used in ECCO Version 4 Release 3, (2019). 

https://dspace.mit.edu/handle/1721.1/120472 (accessed November 11, 2022). 

[185] Norwegian Meteorological Institute, EMEP Rep. 1/2018. (2018). https://www.met.no/en 

(accessed November 11, 2022). 

[186] F.J. Millero, R. Feistel, D.G. Wright, T.J. McDougall, The composition of Standard 

Seawater and the definition of the Reference-Composition Salinity Scale, Deep Sea Res. 

Part I Oceanogr. Res. Pap. 55 (2008) 50–72. https://doi.org/10.1016/J.DSR.2007.10.001. 

[187] F.J. Millero, History of the equation of state of seawater, Oceanography. 23 (2010) 18–

33. https://doi.org/10.5670/oceanog.2010.21. 

[188] H.F.W. Taylor, Distribution of sulfate between phases in Portland cement clinkers, Cem. 

Concr. Res. 29 (1999) 1173–1179. https://doi.org/10.1016/S0008-8846(98)00241-5. 

[189] H.F.W. Taylor, Distribution of sulfate between phases in Portland cement clinkers, Cem. 

Concr. Res. 29 (1999) 1173–1179. https://doi.org/10.1016/S0008-8846(98)00241-5. 

[190] Y. Elakneswaran, A. Iwasa, T. Nawa, T. Sato, K. Kurumisawa, Ion-cement hydrate 

interactions govern multi-ionic transport model for cementitious materials, Cem. Concr. 

Res. 40 (2010) 1756–1765. https://doi.org/10.1016/J.CEMCONRES.2010.08.019. 

[191] C. Pade, Concrete Blocks for Exposure Site at Rødbyhavn, (2011). 

[192] S. Fjendbo, H.E. Sørensen, K. De Weerdt, U.H. Jakobsen, M.R. Geiker, Correlating the 

development of chloride profiles and microstructural changes in marine concrete up to ten 

years, Cem. Concr. Compos. 131 (2022) 104590. 



134 

 

https://doi.org/10.1016/J.CEMCONCOMP.2022.104590. 

[193] DMI, Danish Meteorological Institute - Open Data - DMI Open Data - Confluence, (2021). 

https://confluence.govcloud.dk/display/FDAPI/Danish+Meteorological+Institute+-

+Open+Data (accessed November 12, 2022). 

[194] IPCC, Activities. Fifth Assessment Report, (2013). 

http://ipcc.ch/activities/activities.shtml#.Uh1JfT9c1r8 (accessed November 13, 2022). 

[195] N. Salehnia, F. Hosseini, A. Farid, S. Kolsoumi, A. Zarrin, M. Hasheminia, Comparing 

the Performance of Dynamical and Statistical Downscaling on Historical Run 

Precipitation Data over a Semi-Arid Region, Asia-Pacific J. Atmos. Sci. 55 (2019) 737–

749. https://doi.org/10.1007/S13143-019-00112-1/FIGURES/7. 

[196] J.C. Helton, F.J. Davis, Latin hypercube sampling and the propagation of uncertainty in 

analyses of complex systems, Reliab. Eng. Syst. Saf. 81 (2003) 23–69. 

https://doi.org/10.1016/S0951-8320(03)00058-9. 

[197] S. Kucherenko, S. Tarantola, P. Annoni, Estimation of global sensitivity indices for 

models with dependent variables, Comput. Phys. Commun. 183 (2012) 937–946. 

https://doi.org/10.1016/J.CPC.2011.12.020. 

[198] T.A. Mara, S. Tarantola, P. Annoni, Non-parametric methods for global sensitivity 

analysis of model output with dependent inputs, Environ. Model. Softw. 72 (2015) 173–

183. https://doi.org/10.1016/J.ENVSOFT.2015.07.010. 

[199] T. Most, Variance-based sensitivity analysis in the presence of correlated input variables, 

(2012). 

 

 

  



135 

 

10 Appended Papers 



Paper I 

“A multi-species reactive transport model based on ion-solid phase interaction 

for saturated cement-based materials” 

Suntharalingam Sharmilan, Henrik Stang, and Alexander Michel 

Published: Cement and Concrete Research 









































Paper II 

“Enhancement of a multi-species reactive transport model for cement-based 

materials under cyclic wetting and drying conditions” 

Suntharalingam Sharmilan, Henrik Stang, and Alexander Michel 

Published: Journal of Building Engineering 















































Paper III 

“A multi-species reactive transport model based on gas-ion-solid phase 

interaction for the carbonation of cement-based materials” 

Suntharalingam Sharmilan, Henrik Stang, and Alexander Michel 

Submitted to: Cement and Concrete Research. 

 



1 

 2 

Suntharalingam Sharmilan a,*, Henrik Stang b, Alexander Michel a 3 
a Technical University of Denmark (DTU), Department of Environmental and Resource Engineering, 2800 Kgs. Lyngby, Denmark 4 
b Technical University of Denmark (DTU), Department of Civil and Mechanical Engineering, 2800 Kgs. Lyngby, Denmark 5 
 6 

Abstract 7 

This study presents a reactive transport modelling framework for understanding carbonation 8 
processes through pore solution composition, phase assemblage changes in cement-based 9 
materials, and pore solution composition changes on steel corrosion. The study emphasizes the 10 
significance of considering pore structure changes on mass transport and utilizing a surface 11 
complexation model for predicting changes in pore solution composition and comprehending its 12 
influence on steel corrosion. A clear enrichment in sodium and potassium content in carbonated 13 
regions is observed upon carbonation, which leads to a decrease in alkali concentration in the pore 14 
solution, and alkali ions are transported toward the carbonated zone. Simultaneously, the opposite 15 
behaviour is observed for both the sulphur and chloride content. The increase in the concentration 16 
of sulphur and chloride in the pore solution was observed upon the decomposition of the solid 17 
phase. Calcium ions are transported to the carbonated zone, further increasing calcite formation 18 
near the exposed surface. 19 

Keywords Multi-component gas transport, carbonation process, gas dissolution, reactive transport 20 
model, chemical equilibrium. 21 

1. Introduction 22 

In many different civil engineering applications, reinforced concrete structures are widely used. A 23 
high alkalinity pore solution with a pH value between 12.5 and 14 is formed when the solution in 24 
the pores and solid phases of the typical Portland cement reach equilibrium [1]. The high pH value 25 
in the pore solution facilitates the formation of a passive layer, which acts as a barrier and 26 
minimises the corrosion of steel reinforcement embedded in concrete [2,3]. The pH value starts to 27 
drop with the rapid dissolution of gaseous CO2 into the alkaline pore solution during carbonation 28 
[4]. As a result of the change in the pore solution's alkaline environment, the passive layer becomes 29 
unstable [5 7], which is one of the major issues with the long-term durability of concrete structures 30 
[8 10]. In marine environmental conditions, chloride ingress co-occurs with carbonation, and their 31 
combined impact results in the severe corrosion of reinforced concrete structures [11 14]. Since 32 
concrete carbonation is critical for ensuring a long and durable service life of concrete structures, 33 
the study of the durability of concrete associated with carbonation has received much attention, 34 
especially when concrete is made with low-clinker blends [1,4,15 17].  35 

The carbonation of cement-based material is defined as a reactive transport process in which the 36 
saturation level of pore solution in the pores reduces the diffusion of gaseous CO2 through the non-37 



water-filled pore space. At the same time, the potential of carbon dioxide for dissolution and 38 
reaction with ionic species in the pore solution is also subject to water availability in the pores 39 
[16]. Once CO2 enters cement-based materials at pH > 10, gaseous CO2 starts to dissolve into the 40 
pore solution, which after that transforms into the forms of bicarbonate (HCO3

-) and carbonate 41 
ions (CO3

2-). At pH < 8, the CO2 is directly hydrated as carbonic acid (H2CO3), which can then 42 
further break into two components: HCO3

- and CO3
2-. Since CO2 dissolves into the pore solution 43 

at pH 8 10, both mechanisms are possible [4,16]. In the pore solution, calcium ions that have been 44 
re-solubilized from the solid products like Portlandite (Ca(OH)2) react with carbonate ions to 45 
precipitate calcium carbonate [4,17 19]. Similarly, while the destabilisation of Ettringite occurs 46 
due to carbonation, other substances like gypsum, calcite, and aluminium hydroxide start 47 
precipitating [4,16]. Moreover, carbonation leads to decalcifying calcium silicate hydrate (C-S-H) 48 
[20]. The ability of the C-S-H phase to absorb alkali ions such as Na+ and K+ increases due to the 49 
Ca/Si ratio decreasing during carbonation [4,21]. As a result of carbonation, the solid phases 50 
undergo variations that also affect the pore structure and the chemical composition of the pore 51 
solution. The amount of alkali ions in the pore solution decreases due to the sorption of alkali ions 52 
by the decalcified C-S-H. Meanwhile, the free Cl content increases as a result of the decomposition 53 
of the C-S-H phase, whereas the sulphate concentration increases upon the carbonation of 54 
Ettringite [21]. 55 

As a result of the dissolution and/or precipitation of solid phases during carbonation, the porosity 56 
and pore size distribution undergo significant changes, which has a considerable influence on mass 57 
transport [22 24]. Moreover, changes in the pore solution composition in cement-based materials 58 
may be fundamental for understanding the carbonation process and the corrosion mechanism of 59 
embedded steel in concrete structures. Therefore, studying the pore solution composition changes 60 
due to carbonation is particularly interesting for monitoring concrete structures. However, 61 
relatively few studies and information are available on pore solution composition changes upon 62 
carbonation [4,25]. Concrete is often carbonated in a dry environment, resulting in minimal free 63 
water in pores and challenging pore solution extraction [4,25,26]. Furthermore, the deterioration 64 
of concrete and understanding the governing mechanism for carbonation through accelerated 65 
experimental studies where samples are exposed to higher CO2 concentrations may be vastly 66 
different and thus difficult to interpret [27 30]. Therefore, numerical simulations can be a 67 
compelling method to predict the deterioration of concrete structures and gain insight into the 68 
underlying phenomena driving the carbonation processes through the pore solution composition 69 
and phase assemblage changes [8,16,31 34]. In addition, numerical tools that can predict changes 70 
in cement-based materials throughout the service life can be used to select environmentally 71 
suitable binder and mix designs, reduce infrastructure costs, and estimate the lifespan of buildings 72 
that are located in different environmental conditions, such as marine environments, urban 73 
environments, etc. 74 

Over the last few decades, several reactive transport models (RTMs) have been established to 75 
predict concrete carbonation [8,31,32,35]. Among others, RTMs have been established that 76 
combine gaseous, multi-ionic, and moisture transport models with a chemical equilibrium [31]. 77 
Simple diffusion or diffusion-advection equations are used for gaseous transport through the non-78 
water-filled pore space. For ion mass transport in porous media, the Poisson-Nernst-Planck (PNP) 79 



equation is typically used, which is derived from a hybrid mixture theory [36,37], whereas 80 
chemical equilibrium calculations are performed through specialized tools such as PHREEQC 81 
[38 40] or GEMS [41 43]. However, current modelling approaches are limited by considering 82 
simplified assumptions about the processes involved in the carbonation of cement-based materials, 83 
for example, mass exchange mechanisms between gas phases and pore solution during the 84 
transport calculation, diffusion of gases associated with their dissolution process with pore 85 
solution, mass flux through boundary surfaces, and the integration effect of boundary condition. 86 
Also, predictive competencies are inadequate due to the lack of fundamental relationships between 87 
phase assemblage changes, pore structure changes, and mass transport through pores. Therefore, 88 
a practical interpretation of the relations between phase assemblage, pore structure, and mass 89 
transport is also needed to consider the impact of pore structure change on mass transport due to 90 
carbonation. In addition, current RTM models without considering ion absorption on the pore 91 
surface are insufficient to predict the actual changes in the phase assemblage and composition of 92 
pore solutions due to the carbonation process and the effects of carbonation on ionic transport, for 93 
example, to analyse chloride ingress together with carbonation in concrete exposed to marine 94 
environmental conditions [44 46]. The dissolution of the C-S-H phase upon carbonation leads to 95 
the release or absorption of ions and alters the charge on the pore surface and the pore solution 96 
composition. As a result, ionic transport through the pore solution, as well as the rate of steel 97 
corrosion, will be affected by the pore solution composition. The lack of consideration of the 98 
interaction between the pore solution and the surface sites of the C-S-H phase on the pore surface 99 
in current models does not represent actual changes in pore solution composition upon 100 
carbonation, especially regarding free chloride concentration. 101 

This study aimed to develop a reactive transport modelling framework, including multi-component 102 
gas, multi-ionic, moisture transport, and chemical equilibrium computation for understanding 103 
carbonation processes through the pore solution composition and phase assemblage changes in 104 
cement-based materials that are exposed to different boundary conditions and the effect of the 105 
composition of pore solution change on steel corrosion. To achieve this goal, the reactive transport 106 
modelling framework described in [47] is expanded to account for the carbonation of cement-107 
based materials, including multi-component gas and ionic transport coupled with moisture 108 
transport. To accurately replicate the variations in pore solution composition and the subsequent 109 
impact of these changes on steel corrosion, a surface complexation model is employed in this 110 
study, which includes the formation of the electrical double layer and exchange interactions among 111 
the ionic solution in pores and the C-S-  Therefore, chemical equilibrium 112 
calculations include the equilibrium between the gas phases, aqueous species in the pore solution, 113 
hydrated solid phases, and ionic absorption on the pore surface. For interconnecting phase 114 
assemblage changes and mass transport, models for moisture conductivity, gas, and ionic 115 
diffusivity are based on the properties of pore structure and storage of liquid water in pores, taking 116 
into account the impact of the pore structure and moisture content changes on mass transport. 117 
Finally, two numerical studies were conducted. In the first numerical study, numerically predicted 118 
results were compared to experimentally measured values reported in [17] for understanding 119 
carbonation processes through the pore solution composition and phase assemblage changes in 120 
cement-based materials and the influence of pore solution composition changes on steel corrosion. 121 
In order to demonstrate the applicability of the RTM to predict the carbonation of cement-based 122 



materials prepared with a different water-to-cement ratio under various environmental conditions, 123
the reported carbonation test results in [48] were compared to simulated results in a second 124
numerical study.125

2. Modelling approach for carbonation of cement-based materials126

Outline of proposed RTM127

The framework presented in [47] for an RTM in saturated cement-based material was extended to 128
allow for analyzing the carbonation of cement-based materials by adapting additional sub-models,129
such as the multi-component gas and ionic transport models, which are fully coupled with moisture 130
transport, a model to include the gas phase in chemical equilibrium calculations, a hysteresis model 131
for determining the moisture storage in pores, a conductivity model for moisture, and a diffusivity 132
model for multi-component gas transport. The framework for an RTM for simulating the 133
carbonation of cement-based materials is outlined in Fig 1a. The RTM framework is addressed in 134
two distinct time domains: the initial stage involving cement-based materials during the curing 135
period and the subsequent deterioration processes upon carbonation.  In Fig 1a, regions A and B 136
represent the modelling of early-stage material development and material deterioration, 137
respectively. Using the proposed RTM for simulating the carbonation of cement-based materials, 138
the following parameters can be predicted: the spatial and temporal changes in the concentration 139
and partial pressure of gaseous phase in pores, moles of dissolved gas, moisture content, vapour 140
and liquid pressure, internal relative humidity, ionic composition in free water and the electrical 141
double layer (EDL), and phase assemblage such as pure phases (EQ) and solid solution phases 142
(SS) for cement-based material under carbonation. The accessible pore space in pore structure for 143
ionic, moisture, and gaseous transport and a graphical description of mass transport due to 144
carbonation of cement-based material are demonstrated in Fig 1b and Fig 1c, respectively. The 145
following sections provide explanations of the ion, moisture, and gas transport, considerations of 146
chemical equilibrium, and simulation studies conducted using the proposed RTM approach for 147
analyzing carbonation in mortar specimens.148



149

Fig 1.a Framework of the proposed RTM for carbonation of cement-based materials. b. The 150
accessible pore space in the pore structure for ionic, moisture, and gas transport. c. A graphical 151
description of mass transport due to carbonation of cement-based material. CC: calcite, CH: 152
Portlandite, AFt: Ettringite, AFm-CO3: monocarbonate, Gp: gypsum, CSH: calcium silicate 153
hydrate, MSHss: magnesium silicate hydrate, and SI-gel: Silica-gel.154

Governing system of equations for mass transport 155

2.2.1 General outline156

Multi-ionic, moisture, and gas transport through a pore in unsaturated cement-based material are 157
constructed using a one-dimensional FEM technique. For any time and spatial discretization, the 158
ionic and gas concentration, vapour pressure, capillary pressure, relative humidity in the non-159
water-filled pore space, and pore solution distribution in the pore structure are simulated according 160
to ionic, gas, and moisture transport models and applied boundary conditions. In this study, the 161
cement-based material is assumed to be a non-deformable and rigidly porous material with 162



constant porosity within the transport calculations. Therefore, the porosity changes are not 163 
considered during the mass transport calculation. However, at the end of each time step of chemical 164 
equilibrium calculation, the porosity changes corresponding to phase assemblage changes are 165 
implicitly taken into account in the subsequent mass transport calculation. Furthermore, pore 166 
solution and gaseous components such as vapour and CO2(g) are expected to occupy all pores in 167 
the material under unsaturated conditions. As a result, the following relationships apply in this 168 
situation: are the volume fractions of the solid 169 
and void parts in the material, respectively,  is the total porosity, and is the saturation 170 
of the pore solution and void in the pore, respectively.  171 

2.2.2 Moisture transport model 172 

Modelling of moisture transport for an unsaturated cement-based material is developed 173 
considering two-phase moisture transport, i.e., pore water and vapour, through porous media. In 174 
the present modelling approach, the governing equation for moisture transport was derived 175 
according to the total moisture mass balance of vapour and pore water in gel and capillary pores 176 
[49]. The mass balance equation of moisture transport with capillary pressure as a primary variable 177 
is given as 178 

Where  is the total porosity,  the saturation of pore water,  the density of pore water , 179 
 and  represent the conductivity of vapour and pore water , 180 

respectively,  the capillary pressure, and  the term used to describe water loss by hydration and 181 
differences in pore water distribution brought on by porosity changes. It is assumed that there are 182 
no hydration and pore structure changes during the transport calculation, i.e., . The vapour 183 
conductivity and liquid water conductivity proposed by Maekawa et al. [24] are adopted in the 184 
present RTM. 185 

2.2.3 A multi-species ionic transport model coupled with moisture fluctuations 186 

Due to the formation of the EDL in cement-based material, the diffusion of ions will follow a 187 
different path within the pore solution. Most anions and cations diffuse through free water space 188 
and the EDL, respectively [47]. For ion transport through free water (uncharged water) and the 189 
EDL (charged water) under unsaturated conditions, the previously presented set of modified 190 
Poisson-Nernst-Planck (PNP) equations in [47] are further enhanced to account for the influence 191 
of moisture fluctuation in the pores. Free water is typically present within the pore's middle region, 192 
while the electric double layer (EDL) develops on the pore's surface. Due to the no-slip condition, 193 
the velocity of liquid water near the pore surface can be neglected, and the thickness of the EDL 194 
is small compared to the typical pore diameter (see Fig 1b). Hence, the water in the EDL is 195 
considered non-moveable water in the present approach. Therefore, the effect of liquid water flow 196 
through pores on ionic transport is considered only for ions in free water. Moreover, pores with a 197 
diameter smaller than approximately 7 nm are completely covered by an EDL [50]. Due to the 198 



formation of a fully covered EDL and the presence of high electrical potentials on the pore surface, 199 
an assumption is made that pores with a radius below a certain threshold ( ) are inaccessible for 200 
multi-ionic transport [51], even if the pores are saturated (see Fig 1b). In this study, the threshold 201 
porosity ( ) and the surface area of pores below the threshold pore radius ( ) are calculated 202 
based on the distribution of pores and an assumed threshold pore radius. Similarly, the portion of 203 
a pore's surface ( ) that is covered by the pore solution is computed based on the distribution of 204 
pores and the pore radius ( ) corresponding to the point at which an interface between the pore 205 
solution and vapour phase is formed (see Fig 1b). In free water, the governing equation for multi-206 
ionic transport under the velocity condition is: 207 

 (2) 

  

Where  and  are the mole concentrations and activity coefficient of the  ion in free water, 208 

 the saturation of free water, the velocity of water 209 

 the valence of the  ion, and  and  are the diffusion coefficient and mobility of the  210 
ion, respectively. Similarly, the governing equation for ions transport in the EDL according to the 211 
velocity condition is given by,  212 

 (3) 

  

Where  is the concentration of the  ion in the EDL,213 

, and  214 
. Gauss's law is used to calculate the intensity of electric potential in the EDL 215 

and free water (  and  individually. The equation for free water's acquired electric potential 216 
is, 217 



 (4) 

The following equation can be used to represent the electric potential for the EDL. 218 

 (5) 

Where  and  are the relative and vacuum dielectricity coefficients, respectively, and  the 219 

Faraday constant. In this study, the effective diffusion coefficient,  and ionic 220 

mobility, , introduced in [47] are used, accounting for pore structure, pore solution properties, 221 

and temperature changes.   222 

 (6) 

(7) 

Where is the diffusion coefficient at infinite dilution of the  ion at a reference temperature 223 

( ,  the tortuosity factor, and  and  correction factors for temperature and ionic strength, 224 
respectively. 225 

2.2.4 A multi-component gas transport model coupled with moisture transport 226 

Due to concentration gradients as well as a total gas pressure gradient, gas components can be 227 
transported through the non-water-filled pore space (see Fig 1b). Concentration gradients cause 228 
molecular diffusion, Knudsen diffusion, and surface diffusion of gases, whereas the differences in 229 
total pressure drive a bulk flow of the gaseous phase through unsaturated pores. In the present 230 
study, surface diffusion (since its contribution to the overall transport is hard to assess precisely) 231 
and total pressure gradient are neglected [52,53]. Moreover, due to the low density of the gaseous 232 
phase and the stable atmospheric pressure at the boundary, the convection term is excluded from 233 
the transport equation for the gas phase. This is because the relatively lower momentum of the gas 234 
phase is insufficient to generate sufficient force for driving convection flow through the non-water-235 
filled pore space [31]. As a result, the mass balance equation for the components of the  gas in 236 
the pore is given as follows: 237 

 (8) 

   



Where  is the density of the  gas phase, which can be written as , where  238 
and  are the mass and volume of  gas phase in the non-water-filled pore space, respectively, 239 

and  the effective diffusion of the  gas constituent through the non-water-filled pore 240 

space. The first term on the left-hand side of Eq. (8) defines the gas capacity in a representative 241 
volume (REV), the gas content in the non-water-filled pore space. Gas flux by a diffusion process 242 
is described by the first term in Eq. (8) on the right. The gas mass exchange between the gas and 243 

pore solution is indicated by the parameter . It is assumed that no reaction takes place between 244 

the dissolved gaseous phase and hydrated phases during mass transport calculations. However, gas 245 
dissolution into the pore solution co-occurs with the gaseous transport through the non-water-filled 246 
pore space. Therefore, the mass transfer term between the gas phase in the non-water-filled pore 247 

space and the dissolved gas phase in the pore solution,  in gas transport Eq. (8) cannot be 248 

neglected during transport calculation. In this study, the gas mass exchange term,   is defined 249 

as the dissolution mass of gases in the pore solution as, 250 

  (9) 

Where  and  are the interfacial gas transfer coefficient of the  gas constituent between 251 
the gas phase and pore solution and the contact surface area between the gas phase and pore 252 

solution, and  the density of the dissolved  gas phase in the pore solution. As the water 253 

saturation in the pores increases, the diffusion of gaseous CO2 through the non-water-filled pore 254 
space and the contact area available to dissolve gaseous CO2 into the pore solution decreases. To 255 

account for these mechanisms, the parameters such as  and  are adapted to limit the 256 

diffusion and dissolution of gaseous CO2, respectively, in this gas transport model. Henry's law 257 
[54], which describes the relation between gas solubility in the pore solution and partial pressure 258 
of the gas phase, is used to illustrate the equilibrium between the gaseous and dissolved gas phases. 259 

  (10) 

Where  is the molality of the  gas constituent,   Henry's law constant,  the fugacity 260 

coefficient,  the activity coefficient of the  gas phase in pore solution, and  the partial 261 

pressure of the  gas phase in the non-water-filled pore space. The ideal gas law of the  gas 262 
phase in terms of the mass density of the  gas phase in the non-water-filled pore space is, 263 

  (11) 



Where  is the mole mass of the  gas phase and  the gas constant . By using 264 

Henry's law Eq. (10) and the ideal gas law Eq. (11), the gas mass exchange term Eq. (9) can be 265 
written in terms of the density of the  gas phase in the non-water-filled pore space as, 266 

  (12) 

 Where  

   

The mass concentration  and the mole concentrations  are related through . 267 

Combining Eqs. (8) and (12) yield the multi-gas transport in the non-water-filled pore space 268 
represented in mole quantities as, 269 
 270 

 (13) 

   

2.2.4.1 Diffusion coefficient of gas 271 

In the case of gas transport through a narrow pore, gas molecules will frequently collide with the 272 
pore walls. Thus, Knudsen diffusion theory is applied to account for the colloidal effect of gas in 273 
the non-water-filled pore space. The effective diffusion of the  gas constituent through the non-274 

water-filled pore space,   for an arbitrary temperature, , is formulated as follows, 275 

accounting for the dependence of gas diffusivity on pore-structure saturation (see Fig 1a) [24,55].  276 

(14) 

 Where 



Where  is the gas diffusivity in free air space at temperature  ,  the tortuosity 277 
factor,  the three-dimensional tortuosity of a pore ,  the Knudsen number,  the 278 
mean free path of gas molecules ,  the pore radius  at the liquid and vapour contact, and 279 

 the volume of vacant micro-pore space for gas transport . For the binary mixture of the  280 
gas constituent and air, the following formula is used to compute the mean free path of   gas 281 
constituent in the air ( ) at temperature  [56]. 282 

 (15) 

Where  is the Boltzmann constant,  the total pressure,  and  the collision diameters for 283 

the  gas constituent and air, respectively, and  and  the molecular weights of the  gas 284 
constituent and air, respectively. By considering phase assemblage changes, the chemical 285 
equilibrium calculation determines the variations in porosity, which are subsequently employed to 286 
compute the tortuosity [57].  287 

 (16) 

Where  represents the tortuosity factor at time step ,  the initial tortuosity factor,  a shape 288 

factor, and the ratio of the total porosity at time step , , and the starting porosity,  is defined 289 

as the penalty factor, . The diffusion coefficient of the  gas constituent,  is evaluated 290 
through the kinetic gas theory applying the Wilke and Lee method [58], 291 

  (17) 

 Where 

Where  and  are molecular weights of  gas constituent and air, respectively [g/mol],  292 

the pressure [bar],  the characteristic length of the intermolecular force law [ ], and  the 293 
diffusion collision integral. 294 



2.2.5 Finite element formulation295

The finite element method (FEM) was used to solve the governing equations for ion, gaseous, and 296
moisture transport under unsaturated environments. Using a weight function for the spatial 297
domain and a weight function for the time domain, the governing equations Eqs. (1)-(5), and 298
(13) are separated into a spatial domain and a time domain for the finite element formulation.299
Utilizing Galerkin's approximation, the one-dimensional spatial scheme with linear spatial 300
components was discretized [59,60]. The Green-Gauss theorem was applied to separate the 301
boundary flow conditions in the mass transport. Every step implicitly solves the problem in the 302
time domain. To prevent the staggering schemes between individual solutions of state variables, 303
the entire connected set of equations was solved at once. A modified Newton-Raphson iteration 304
strategy was adapted to enhance the FEM solution of the system equations while also speeding up 305
computation [61,62]. 306

Chemical equilibrium model307

The geochemical PhreeqcRM algorithm was employed in the chemical equilibrium computation, 308
enabling efficient parallel processing while ensuring compatibility between the transport and 309

chemical modules. This algorithm was used to solve the mass exchange terms. , , and 310

from the governing equations (1)-(3) and (13), accounting for the chemical interactions between 311
gas, ions, and hydrated phases [38 40,63]. In the geochemical solver, the chemical equilibrium 312
calculation for interactions between gas phases, aqueous species in pore solution, and hydrated313
solid phases, including surface absorption, is performed using the mass action laws derived from 314
thermodynamics [47]. Here, the heterogeneous mass-action equations in terms of partial pressure 315
and an equation for total pressure describe the equilibrium between the multi-component gas and 316
aqueous phases [39]. Furthermore, all gas components in the gas phase are expected to be 317
substances of ideal gas behaviour.318

3. Numerical examples319

Two numerical studies were conducted. The first numerical study investigated carbonation 320
processes through the pore solution composition and phase assemblage changes in cement-based 321
materials using experimental results for white Portland cement (wPc) under specific environmental 322
conditions reported in [17] and the influence of the pore solution composition changes on steel 323
corrosion. Results of the experimental study comprise the content of Portlandite and carbonate 324
phases over time for specimens exposed to a controlled CO2(g) environmental condition and the 325
carbonation depths as measured by phenolphthalein. In order to show the applicability of RTM to 326
predict the carbonation of cement-based materials prepared with a different water-to-cement ratio 327
under various environmental conditions, a second numerical study was conducted. The second 328
numerical simulation used the reported carbonation test results for mortar specimens under various 329
temperature and humidity conditions [47]. In the experimental studies [48], carbonation tests were330
conducted using a constant temperature and relative humidity test tank with a carbon dioxide gas 331
concentration of 10% to determine the effect of relative humidity and temperature on the 332
carbonation of mortar specimens. Materials and measurements used in these two investigations are 333



briefly summarized here, while [17] and [48] provide more details on preparing the mortar 334
specimens, environmental conditions, and testing methods for numerical examples 1 and 2, 335
respectively.336

Materials 337

In the experimental study [17] used for the first numerical simulation, mortar samples were338
prepared in 40×40×160 mm3 moulds using white Portland cement (wPc, CEMI 52.5N). A water-339
to-cement mass ratio of 0.50 and a binder-to-sand mass ratio of 1:3 were used to prepare the wPc 340
mortars. The mortar samples underwent a 24-hour curing process in a humid cabinet that was kept 341
at a humidity level of 90% and a temperature of 20±1 °C. The mortar specimens were demolded 342
and then cured in demineralized water for 91 days at 20 °C. Table 1 provides the mix design for 343
the wPC mortar. White Portland cement (wPc), categorized in CEMI 52.5N, with a chemical 344
composition determined in c, is shown in Table 2 for numerical example 1.345

Furthermore, in the experimental study presented in [48] and adapted for the second numerical 346
simulation, experiments were conducted, selecting different temperature and humidity levels as347
external environmental conditions and water-cement ratios as factors for internal material 348
conditions. The mortar specimens were prepared using Portland cement (PC) with various water-349
cement ratios, namely w/c-55% (PC55), w/c-60% (PC60), w/c-65% (PC65), and w/c-70% (PC70), 350
in 40×40×160 mm³ moulds for carbonation tests. The mortar specimens were demolded after 24 351
hours of air curing. After demolding, standard curing was performed for 28 days at 20°C 352
temperature. Before exposure to carbonation, aerial curing was performed for about ten days in a 353
constant temperature and humidity room with a relative humidity of 50% until mass equilibrium 354
was nearly accomplished. Table 1 provides information about the PC mortar's mix design. For 355
numerical example 2, the chemical composition of Portland cement (PC) classified in CEMI 52.5N 356
was obtained from [64] and given in Table 2.357

Table 1. Mix design of mortars, after [17] and [48].358
Mix Composition
Mass [kg/m3]

Example 1 Example 2

wPc50 PC55 PC60 PC65 PC70
Cement 511.1 504.1 459.9 424.9 403.7
Water 255.5 277.3 275.9 276.2 282.6
Sand 1533.2 1441.8 1481.0 1508.6 1509.7

Table 2. Chemical composition [wt%] and physical characteristics of (white) Portland cement359
(wPc), after [17] and [64].360

Details
Example 1 Example 2

wPc PC
Chemical composition analysis [wt%]
SiO2 21.81 20.23
Al2O3 3.56 5.39
Fe2O3 0.24 3.04
CaO 66.13 64.64
MgO 1.10 0.92
K2O 0.43 0.31
Na2O 0.04 0.30
SO3 3.37 1.91
CO2(g) 0.37 1.65



CaCO3 3.10 3.75
Gypsum 4.10 2.44
Free lime 1.91 -
Cl 0.03 0.025
LOI 950C 2.40 2.40
Density [kg/m3] 3080 3160
Blaine fineness [m2/kg] 387 330

Exposure conditions361

In the experimental study presented in [17], which is used as the basis for the first numerical 362
simulation, wPc mortar specimens were kept in a controlled environment with 1% CO2(g) 363
concentration (v/v) for 280 days at 57 ± 1% relative humidity and 20 °C. After exposure to CO2364
for 0, 7, 14, 21, 28, 56, 91, and 280 days, carbonation depths were measured using phenolphthalein. 365
In addition, thermo-gravimetric analysis (TGA) was used to assess Portlandite and carbonate 366
content relative to 100g mass of ignited mortar samples at 800 °C in the carbonated and non-367
carbonated areas of exposed mortars after 28 and 91 days. In the experimental study conducted in 368
[48] and used for the second numerical simulation, the carbonation test for mortar specimens was 369
carried out by using a constant temperature and humidity test tank with a carbon dioxide gas 370
concentration of 10% and promoting tests under four different temperatures, i.e., 15.0 °C, 22.5 °C, 371
30.0 °C, and 37.5 °C, and four different relative humidity, i.e., 35% RH, 50% RH, 65% RH, and 372
80% RH. After 1, 3, 7, 14, 28, 42, and 56 days of exposure, carbonation depths were measured by 373
spraying a 1% phenolphthalein solution on a split section of mortar specimens. 374

Input parameters and databases for numerical studies375

In the two numerical studies, specimen size and boundary conditions are simulated according to 376
the experiments' descriptions. In both experiments, one side of the mortar specimens was exposed 377
to carbonation, and the other surfaces were sealed with epoxy resin. Upon carbonation, moisture 378
loss or gain in the mortar specimens occurs through the exposed surface. However, due to the lack 379
of pore solution continuity with the exposure environment, ionic ingress or leaching through the 380
exposed surface does not occur in the exposed mortar specimens. Therefore, the mass transport 381
calculations consider gaseous ingress and moisture flux (in the form of vapour phase) through the 382
exposed surface.383

The hydration of the binder was computed from the degree of hydration of each clinker in the 384
cement. For numerical examples 1 and 2, the main clinker contents, such as alite, belite, 385
aluminates, and ferrites, were measured using MAS NMR Spectroscopy [17] and XRD-Rietveld 386
[64], respectively. The proposed approach of Taylor [65] and chemical analyses are used to 387
determine minor contents, which include soluble alkali sulfates ( and ), non-388
dissolved alkali oxides ( and ), magnesium oxide ( ), and gypsum. The calculated 389
clinker content in wPC and PC cement, which are used in example 1 and example 2, respectively,390
is shown in Table 3.391

Table 3. Clinker composition of the white Portland cement (wPc) and Portland cement (Pc) [wt%]392
Phase composition [wt%] Present as a solid solution in the clinker phases [wt%]

wPc (Example 1) Pc (Example 2) wPc (Example 1) Pc (Example 2)



 65.6 58.60  1.97 0.00 
 14.9 17.20  1.13 0.77 

 9.30 6.97  0.04 0.10 

) 0.75 9.90  0.02 0.20 

 3.15 3.75  0.99 1.19 

 0.00 2.01    
 4.54 0.43    

 0.74 1.66    

 0.04 0.69      

a - Determined by MAS NMR [17] and XRD [64]. d - Calculated from total (Table 2) and soluble alkali content [65]. 
b - Calculated from the content Table 2. e - Calculated from the Free CaO content Table 2 
c - Calculated from the chemical analysis. f - Calculated from the distribution of sulfate [65]. 

In the numerical studies, the multi-ionic transport contained 74 ions in total and the CO2(g) gas 393 
phase in the gas transport, whereas two-phase moisture, i.e., liquid and vapour, were adapted in 394 
moisture transport calculation. The reactions among gas, ions, and hydrated phases present in the 395 
cement-based material and their thermodynamic properties were defined using the CEMDATA18 396 
database [66] (http://www.empa.ch/cemdata) in the chemical equilibrium model. In addition, the 397 
thermodynamic data for zeolite phases that contain K and Na such as phillipsite(K), 398 
phillipsite(Na), clinoptilolite(K), clinoptilolite(Na), chabazite(K), chabazite(Na), mordenite(K), 399 
mordenite(Na) and natrolite  [67 69] were adapted for the database. The CSHQss model [70,71] 400 
for the major hydrated component (C-S-H) in cement-based material was incorporated for the 401 
numerical studies. At the same time, KSiOH and NaSiOH are also included as endmembers for 402 
the C-S-H phase to enhance simulation results of the pore solution composition as well as pH value 403 
[66]. The thermodynamic database also included calcite (CC), Ettringite (AFtss), monocarbonate 404 
(CO3-AFm), Portlandite (CH), hemicarbonate (HC), hydrotalcite (Ht), and hydrogarnet (HGss). 405 
To model the carbonation of mortar specimens, other phases were included in the database, 406 
including zeolite phases, gypsum (Gp), aluminium hydroxide (Al(OH)mic), silica-gel (Silicaam), 407 
brucite, Friedel salt, Kuzel salt, ferrihydrite-mc (FeOOH), magnesite (Mgs) and magnesium 408 
silicate hydrate (MSHss). Table A. 1 summarises the reaction processes and their equilibrium 409 
constants employed in the numerical analysis. The introduced surface complexation model in [47], 410 
including the absorption reaction of the surface site -S-H phase with ions in the 411 
pore solution and their equilibrium constants, was adapted in the numerical simulations. Table 4 412 
provides information on the spatial and temporal discretization and the tortuosity factor for ions 413 
and gas movement, gas transfer coefficient, and other parameters for the numerical simulations. 414 
For considering accuracy and computational cost in numerical examples 1 and 2, the 15 mm and 415 
30 mm 1D domains of mortar specimens are discretized using 50 and 60 elements with a growth 416 
factor method to create a finer mesh near the surface of the exposed boundary, respectively. 417 
Sensitivity analyses for the carbonation of mortar were used to define the time step accounting for 418 
the duration of exposure, computational time, accumulation of charge imbalance of ions in the 419 
pore solution, and the truncation error in the exposed surface node [72].  420 

Table 4. Model parameters for the numerical investigations. 421 

Model parameters 
Example 1 Example 2 
wPc50 PC55 PC60 PC65 PC70 

No of spatial elements 50 60 60 60 60 
Growth factor of spatial elements 2 2 2 2 2 
Total spatial distance,  15 30 30 30 30 



Total exposure time, 360 42 42 42 42
Time step, 6 6 6 6 6
Threshold pore radius, 2 2 2 2 2
Initial tortuosity factor, 0.05 0.06 0.075 0.08 0.085

Initial gas tortuosity factor, 0.05 0.06 0.075 0.08 0.085

Shape parameter, 1 1 1 1 1
Interfacial gas transfer coefficient, 100 300 300 300 300

4. Results and discussion422

Numerical example 1423

The simulation results for wPc mortar specimens after 91 days of sealed curing at 20°C are 424
presented in Fig 2. According to the model proposed by Parrot and Killo [73] for clinker hydration, 425
the results of the hydration model show that over 95% of the alite and aluminate clinker is hydrated, 426
while belite exhibits a slower reaction in wPc mortar specimens (see Fig 2a). As shown in Fig 2b, 427
the simulated phase assemblage consists of C-S-H, Portlandite, Ettringite, monocarbonate, 428
hemicarbonate, hydrogarnet, hydrotalcite, and unreacted cement. Moreover, the numerical 429
prediction indicates that around 12% of the volume of mortar specimens is pore space after 91 430
days of sealed curing, whereas nearly 31% of the whole mortar volume comprises both hydrated 431
and unreacted cement. Fig 2c highlights the numerically determined composition of the pore 432
solution of the wPc mortar specimen. Since the faster rate of alkali sulphate dissolution compared 433
to the dissolution of the main clinkers, the composition of the pore solution in wPc mortar is 434
dominated by alkali ions, such as and . Due to the solubility of major hydrated phases such 435
as Portlandite and C-S-H, the concentration of calcium (Ca) in the pore solution is comparatively 436
higher than that of other elements. Meanwhile, the precipitation of hydrotalcite and hydrogarnet 437
phases decreases the concentrations of iron (Fe) and magnesium (Mg), respectively. According to 438
the simulated results, the pH of the pore solution in the wPc mortar is approximately 13.03, which 439
is in the reported range of pH values in [1]. Fig 2d illustrates the predicted cumulative pore volume 440
and pore size distribution of wPc cement mortars after 91 days of curing at 20 °C. Numerical 441
results indicate that nearly one-third (1/3) and two-thirds (2/3) of the total pore volumes, excluding 442
interlayer porosity, are occupied by gel and capillary pores, respectively, whereas two threshold 443
pore radii were observed in pore distribution. According to the distribution of the pores for non-444
exposed wPc mortar specimens, the peak appears to be in the range of 0.1 to 1 µm. The threshold 445
and peak pore radius considerably affect the ionic, gas, and moisture transport in the RTM model.446

447

448



 449 

Fig 2. Numerical results for wPc 450 
hydration of clinkers and average hydration of cement over 91 days of the curing period, (b) phase 451 
assemblage, (c) composition of the pore solution, and (d) pore size distribution. 452 

4.1.1 Moisture isotherm and transport parameters 453 

The predicted pore distribution of wPc mortar at a depth of 0.1 mm from the exposed surface is 454 
compared in Fig 3a before and after 360 days of exposure to 1% CO2(g) at 20 °C and 57% RH. 455 
The mass transport parameters, such as the moisture conductivity and the diffusion coefficient of 456 
the gas phase, primarily governing the carbonation rate of cement-based materials are directly 457 
impacted by the pore structure changes. The numerical simulation of carbonation in wPc mortar 458 
shows an increase in porosity near the exposed surface (in the fully carbonated zone), followed by 459 
a decrease within the continuous carbonation region (see Fig 5). The simulated porosity changes 460 
demonstrate a comparable trend to that observed in other published experimental findings, e.g., 461 
[74 77]. Additionally, numerically predicted results showing the cumulative pore volume indicate 462 
that the effect is more pronounced in completely carbonated wPc mortar, where the carbonation 463 
of hydrated phases increases the capillary pore space near the exposed surface. During the 464 
carbonation process, a continuous decrease is observed in the interlayer and gel pores, which can 465 
be attributed to the decalcification of the C-S-H phase and its subsequent transformation into silica 466 

(a) (b)

(c) (d)

(pH = 13.03)



gel. The distribution of pore sizes is also predicted to move towards larger pore diameters. As a 467 
result, the peak radius in the pore distribution increases five times compared to non-exposed wPc 468 
mortar. The computed moisture isotherms based on the pore structure development of wPc mortar 469 
before and after CO2(g) gas exposure are presented in Fig 3b. As illustrated, the computed moisture 470 
isotherms show significant differences for wPc mortar before and after carbonation. Moreover, it 471 
is shown that the water saturation level for carbonated mortar is lower than for non-carbonated 472 
mortar at particular relative humidities. The simulation results illustrate that CO2(g) exposure 473 
significantly affects moisture conductivity and gas diffusivity parameters of wPc mortar, as shown 474 
in Fig 3c and Fig 3d, respectively. The results indicate that the carbonation of wPc mortar close to 475 
the exposed surface has increased mass transport parameters over the entire moisture range. 476 
Moreover, the carbonation of wPc mortar shows considerable effects on CO2(g) diffusivity at 477 
lower saturation levels and significant increases in moisture conductivity at higher saturation 478 
levels. A similar trend in the simulated transport parameters, including moisture conductivity and 479 
gas diffusivity, was observed in the experimental findings as reported, e.g., in [78 80].  480 

 481 
Fig 3. Numerical results for wPc mortar samples at a depth of 0.1 mm from the exposed surface in 482 
absorption and desorption after 91 2(g) at 20 483 
°C and 57% RH for 360 days. (a) pore size distribution, (b) moisture isotherms, (c) CO2(g) gas 484 
diffusion, and (d) moisture conductivity.  485 

(a) (b)

(c) (d)



4.1.2 Carbonation depth profiles    486 

This study used experimentally measured carbonation depths in exposed wPc mortar specimens 487 
[17], using phenolphthalein pH-indicator as presented in Fig 4a, to adjust the initial tortuosity 488 
factor. A more significant deviation between simulated and measured values is found after 91 days 489 
of exposure. However, numerically simulated results are well within the error margin of the 490 
phenolphthalein measurement. Furthermore, numerically simulated results indicate a continuous 491 
reduction of carbonation rate over time, governed by the development of the CO2(g) partial 492 
pressure in the pores with depth from the exposed surface. The simulated partial pressure of CO2(g) 493 
gas inside the pores after 28, 91, and 360 days of exposure is shown in Fig 4b. Upon carbonation 494 
of the wPc mortar specimen, the partial pressure of CO2(g) in the pores gradually increases due to 495 
its dissolution into the pore solution. Subsequently, the developed partial pressure in the pores 496 
helps transport CO2 gas to greater depths from the exposed surface. The region of developed partial 497 
pressure in the pores is compatible with the carbonation depth and pH value drops, indicating a 498 
fully carbonated zone in cement-based material. 499 

 500 

Fig 4. Numerical results for wPc mortar samples during carbonation (a) simulated carbonation 501 
depth compared with measured carbonation depth [17], and (b) partial pressure of CO2(g) in pores. 502 

4.1.3 Solid phase composition of carbonated mortar 503 

The phase changes in wPc mortar caused by carbonation were determined using the proposed 504 
modelling approach. Fig 5 shows the results of the numerical studies, including phase assemblage, 505 
pH value, and total porosity for wPc mortar specimens exposed to 1% CO2(g) at 20 °C and 57% 506 
RH for 28, 91, and 360 days. The phase assemblage in the non-carbonated portion is shown on the 507 
right side of the figures, while the impact of carbonation on the exposed mortar specimen is 508 
presented on the left. The carbonation depth in Fig 5 is represented by dotted lines, based on the 509 
pH value dropping below 9.7 in the pore solution. The carbonation and dissolution fronts gradually 510 
move with exposure time toward the inside of the material. In Fig 5, the numerically predicted 511 
results show the experimentally identified zones and their progressive behaviour [9]. In the 512 
carbonated zone, calcite, silica-gel, gypsum, aluminium hydroxide, ferrihydrite-mc, magnesite, 513 
magnesium silicate hydrate, and zeolite phases such as clinoptilolite(K) and mordenite(Na) mainly 514 

(a) (b)



precipitate, while the decomposition of existing hydrated phases such as Portlandite, Ettringite, 515 
monocarbonate, hemicarbonate, C-S-Hss, hydrogarnet, and hydrotalcite is observed. The numerical 516 
simulation shows that alkali binds with the decalcification of the C-S-H phase, leading to the 517 
formation of zeolite phases such as clinoptilolite(K) and mordenite(Na) during the carbonation 518 
process, which is consistent with the experimentally reported findings [4,81]. The thin layer in 519 
front of the carbonated zone is known as the carbonation front. The pH value of the pore solution 520 
subsequently decreases from approximately 13.03 to 7.83. Moreover, the simulated range of pH 521 
value drop in the pore solution upon carbonation is consistent with reported results in [4,82]. In 522 
addition, the porosity in the carbonation front decreases mainly due to the formation of Ettringite, 523 
which has a comparably higher molar volume. The dissolution front contrasts with the carbonation 524 
front, in which the decalcification of Portlandite and calcite precipitation is predicted, showing a 525 
gradual decrease in porosity.  526 

 527 

Fig 5. Numerical predictions of phase assemblage, carbonation depth, and pH value for wPc mortar 528 
specimens during carbonation for 28, 91, and 360 days. CZ: carbonated zone, CF: carbonation 529 
front, DF: dissolution front, and NC: non-carbonated zone. 530 

(c)
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Fig 6a and b compare the predicted and measured contents of Portlandite and carbonate for mortar 531 
specimens after 28 and 91 days of carbonation, respectively. The total phase content of the 532 
Portlandite and carbonate is shown as moles per 100g of ignited mortars (800 °C). Most parts of 533 
the spatial and temporal domains show high agreement between predicted and measured 534 
Portlandite and calcite content. Moreover, the experimental results validate numerical predictions 535 
on the gradual increase in carbonation depth caused by the dissolution of Portlandite and calcite 536 
precipitation. Additionally, a pH reduction occurs in the region where the amount of calcite 537 
increases and the amount of Portlandite decreases, consistent with results described in [4,17,83]. 538 
Upon carbonation, numerical results indicate a complete decomposition of the Portlandite phase 539 
in the region of carbonation depth. However, increases in calcite content were observed even after 540 
pH values dropped below 9.7, which indicates carbonation continues due to the transported CO2 541 
reacting with other phases, such as C-S-H, AFtss, and CO2-AFm phases, after the complete 542 
decomposition of the Portlandite phase.  543 

 544 

Fig 6. Comparison of experimental measurements [17] and numerical predictions of total 545 
Portlandite (CH), carbonate (CC), and the fraction of carbonate (CCo) formed by carbonation of 546 
phases apart from Portlandite after 28 and 91 days of carbonation. The data are given in terms of 547 
molar contents per 100 g of ignited mortars (800 °C). 548 

The underlying mechanisms of the carbonation process of various phases and the development of 549 
pH are challenging to study through a single-phase assemblage presented in Fig 5. Therefore, the 550 
dissolution of phases and calcite precipitation, including the pH profile, at 1mm depth from the 551 
exposure surface were studied, and predicted results are presented in Fig 7. According to the 552 
anticipated results, Portlandite is the first major hydration product to decompose and transform 553 
into calcite after around 20 days of exposure, while other hydrated phases are stable during 554 
carbonation. The results further illustrate a stable pH of approximately 13.03 during the 555 
carbonation process, identified as the dissolution front (see Fig 7). Once all accessible Portlandite 556 
has been decomposed, the higher Ca/Si (2.25) CSHQ-JenD phase begins to decalcify down to a 557 
Ca/Si ratio of 1.33, 1.25, and 0.67, similar to the Ca/Si ratio of the CSHQ-JenH, CSHQ-TobD, and 558 
CSHQ-TobH phase, respectively. As a result, the total C-S-H phase, except for CSHQ-JenD phase 559 
content, increases due to the decalcification of the CSHQ-JenD phase up to nearly 27 days of 560 
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exposure. At the same time, the decomposition of monocarbonate and the formation of Ettringite 561 
are also predicted. However, the decalcification process of CSHQ-JenD and other phase changes 562 
does not significantly alter the pH of the pore solution. After 27 days of exposure, CSHQ-JenH 563 
and CSHQ-TobD start to decompose, whereas CSHQ-TobH and AFt phases continuously increase 564 
up to 33 days of exposure. As numerical results indicate, the pH value in the pore solution starts 565 
to decrease gradually, which is shown as the first drop in Fig 7. The second drop in pH to 9.74 is 566 
observed after nearly 33 days of exposure once almost all C-S-H except CSHQ-TobH and AFtss 567 
are decomposed by carbonation. Afterwards, mainly decalcification of the CSHQ-TobH phase 568 
continues up to 38 days of exposure at a nearly stable pH of 9.74. Finally, a third drop in pH value 569 
to 7.26 is predicted alongside the complete decomposition of the CSHQ-JenH, CSHQ-TobD, and 570 
CSHQ-TobH phase. 571 

 572 

Fig 7. Numerical results illustrating changes in the phase content and pH profile at 1mm depth of 573 
exposed wPc mortar. 574 

4.1.4 Elemental profiles 575 

The modeling approach results, including changes in elemental composition, free water and EDL 576 
concentration, absorbed ions on the pore surface, and surface sites of the C-S-H phase for the 577 
mortar specimen after 360 days of carbonation, are given in Fig 8. The elemental profile of the 578 
unaffected core is shown on the right side of the figures, while the carbonation impact on the 579 
mortar sample is presented on the left. As shown in Fig 8a, the decomposition of hydrated phases 580 
and the precipitation of new solid phases lead to significant changes in the elemental composition 581 
of the carbonated zone. The increase in C elemental profile is predicted up to a depth of 582 
approximately 0.8cm due to CO2(g) transport in the gaseous and dissolved state. Fig 8b illustrates 583 
an increase in the moles of dissolved CO2(g) gas through the elemental content of C in both free 584 
water and the EDL, which is consistent with the developed partial pressure of CO2(g) gas in the 585 
pores (see Fig 8a).  586 

Upon carbonation, a clear enrichment in both sodium and potassium content is observed as a result 587 
of the formation of zeolite phases that contain Na (mordenite(Na)) and K (clinoptilolite(K))  in the 588 
carbonated zone due to the interaction of the released absorbed sodium from the pore surface and 589 
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the decalcification of the C-S-H phase (see Fig 5 and Fig 8d). As a result, the concentration of both 590 
sodium and potassium starts to decrease in the pore solution (see Fig 8b and c), and subsequently, 591 
both Na and K in the pore solution of the non-carbonated zone are transported to the carbonated 592 
zone due to the concentration difference in the pore solution between the carbonated and non-593 
carbonated zones. Thus, an increase in sodium content in the carbonated zone is observed in Fig 594 
8a. At the same time, the opposite behaviour is observed for both the sulphur and chloride content. 595 
The concentration of sulphur and chloride in free water increases due to the decomposition of the 596 
AFtss phase and C-S-H phase as well as the release of both absorbed sulphur and chloride from the 597 
pore surface through the decomposition of the C-S-H phase (see Fig 6 and Fig 8d), which results 598 
in a concentration gradient (of approximately more than two orders of magnitude) in the pore 599 
solution between the carbonated and non-carbonated zone. As a result, sulphur and chloride 600 
content decrease in the carbonated zone due to the transport toward the non-carbonated zone.  601 

The direct comparison of the predicted free Na, K, S, and Cl content in the pore solution of wPc 602 
mortar specimens (non-shaded bars) with the measured pore solution composition in the Pc 603 
(CEM1) mortar specimens by cold water extraction (CWE) before and after carbonation [4] 604 
(shaded bars) is shown in Fig 9. For both non-carbonated and carbonated mortar, the proposed 605 
RTM framework underestimates the free Na, K, S, and Cl content compared to the measured 606 
amounts [4]. This can be attributed to a discrepancy in consideration of alkali ions as well as other 607 
ions' absorption by the surface sites of the C-S-H phase in the surface complexation model used 608 
and/or the release of some of the loosely absorbed ions from the pore surface during cold water 609 
extraction. However, a similar trend between the predicted pore solution composition in wPc 610 
mortar specimens and the measured amounts in Pc mortar specimens [4] can be observed. Upon 611 
carbonation, the numerical simulation indicates a gradual decrease in the concentration of free 612 
alkali, particularly sodium and potassium, along with an increase in sulfur and chlorine 613 
concentration.  614 

Due to the formation of the MSHss and magnesite phases due to the dissolution of hydrotalcite (Fig 615 
5), the concentration of Mg in the pore solution increased, which indicates the instability in the 616 
Mg elemental profile in the carbonated zone. In the carbonated zone, the precipitation of a calcite 617 
phase during the carbonation slightly reduces the  ion concentration in the pore solution. As 618 
a result,  ions in the non-carbonated zone are transported by a concentration gradient to the 619 
carbonated zone, increasing further calcite formation.   620 
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Fig 8. Profiles for wPc mortar specimens during carbonation for 360 days. a) elemental 622 
composition, which is the summation of the element included in the free pore solution, the EDL, 623 
hydrates, and surface sites, b) free water composition, c) EDL composition, d) surface absorption, 624 
and e) surface sites on the C S H phase. 625 

 626 
Fig 9. Comparison of the predicted free Na, K, S, and Cl content in the pore solution of wPc mortar 627 
(w/b-0.50) with the measured pore solution composition in the Pc mortar (w/b-0.55) [4] before 628 
and after carbonation.  (UC: non-carbonated, C: carbonated). The non-shaded and shaded bars 629 
represent the predicted and measured results, respectively.  630 

4.1.5 Free chloride concentration due to carbonation 631 

Under marine environments, the carbonation of cement-based materials promotes chloride ingress, 632 
subsequently increasing the risk of corrosion for embedded steel reinforcement. The capability of 633 
the proposed RTM modelling framework, including the surface complexation model, was used to 634 
investigate the interaction mechanism between free chloride concentration and carbonation. The 635 
predicted free chloride concentration in the wPc mortar specimen before and after carbonation 636 
with (WEDL) and without considering EDL formation (WOEDL) is presented in Fig 10. When 637 
considering the EDL formation, the predicted result shows an increase in free chloride 638 
concentration upon carbonation, consistent with the measured chloride concentration in the 639 
carbonated Pc mortar specimen [4] (see Fig 9). However, when the EDL formation is not 640 
considered, no considerable changes in the free chloride concentration within the pore solution are 641 
observed. By incorporating the surface complexation model, the proposed modeling framework 642 
can explain the experimentally observed increase in chloride concentration. Initially, the pore 643 
surface absorbs chloride ions through the interaction between ions and surface sites of the C-S-H. 644 
Upon the carbonation, the pore surface releases the absorbed chloride ions as a consequence of the 645 
decomposition of the C-S-H phase. As a result, a free chloride concentration increase in the pore 646 
solution is observed during carbonation. Hence, for a more accurate prediction of the changes in 647 
free chloride concentration in the pore solution (and, ultimately, initiation of reinforcement 648 
corrosion), incorporating the interaction between the pore solution and pore surface is crucial in 649 
the RTM modelling framework. 650 

 651 



 652 

Fig 10. Predicted chloride concentration in wPc mortar specimens before and after carbonation 653 
with (WEDL) and without considering EDL formation (WOEDL). (UC: non-carbonated, C: 654 
carbonated). 655 

4.1.6 Effect of composition of pore solution on corrosion due to carbonation 656 

Upon carbonation of cement-based material, several factors can influence the corrosion of steel 657 
reinforcement. Among these, the composition of the pore solution is of utmost importance for 658 
understanding the corrosion process of embedded steel reinforcement in concrete. Upon 659 
carbonation of wPc mortar for 360 days of exposure, Fig 11 illustrates the simulated changes in 660 
molar ratios of [Cl ]/[OH ], [SO4

2-]/[OH ], and [CO3 ]/[HCO ] with (WEDL) and without 661 
considering EDL formation (WOEDL), as well as pH value and carbonation depth. Increases in the 662 
corrosion rate of steel reinforcement [84] may be observed for concentrations of chlorides and 663 
sulfates higher in relation to the hydroxyl concentration [85,86] and carbonate concentrations 664 
lower than bicarbonate in the pore solution. In the pore solution of non-carbonated mortar, the 665 
molar ratios of [Cl ]/[OH ]  and [SO4

2-]/[OH ] are below the corrosion threshold levels. However, 666 
the pore solution mainly contains carbonates, leading to an exceptionally high [CO3 ]/[HCO ] 667 
ratio. When EDL formation is taken into consideration during the carbonation of mortar, the 668 
simulation results indicate that the molar ratios of [Cl ]/[OH ] and [SO4

2-]/[OH ] start to increase 669 
above the threshold values of 0.6 and 1.5, respectively, while [CO3 ]/[HCO ]  decreases below 670 
the threshold value of 0.1. Consequently, these changes are anticipated to accelerate the corrosion 671 
of reinforcement. In addition, the region where the molar ratio changes upon carbonation of mortar 672 
are consistent with the carbonation depth, and the pH value drops. When the formation of the EDL 673 
is not taken into account, the molar ratios of [Cl ]/[OH ] in both carbonated and non-carbonated 674 
regions are above the threshold value of 0.6. However, changes in the molar ratios of [SO4

2-]/[OH ] 675 
and [CO3 ]/[HCO ] show a somewhat similar trend as observed in the predicted results when 676 
considering the EDL formation. The predicted variations in the pore solution highlight the 677 
significance of incorporating surface complexation into the RTM modelling framework for 678 
investigating the corrosion of steel reinforcement, particularly based on the molar ratios of 679 
[Cl ]/[OH ]. 680 
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682
Fig 11. Numerical predictions of molar ratios for [Cl ]/[OH ], [SO4

2-]/[OH ], and 683
[CO3 ]/[HCO ], pH value, and carbonation depth upon carbonation of wPc mortar for 360 days 684
of exposure. The dotted lines show the threshold value of mortar ratios for corrosion ([Cl ]/[OH ]685
>0.6, [SO4

2-]/[OH ] >1.5, [CO3 ]/[HCO ] > 0.1) [4].686

Numerical example 2687

4.2.1 Applicability of RTM under various relative humidity conditions688

In this study, the simulated carbonation depth using the proposed RTM framework, achieved by 689
adjusting the initial tortuosity factor (see Table 4) based on experimentally measured carbonation 690
depth of PC mortar samples prepared with different water-to-cement ratios at 50.0% relative 691
humidity and 30°C temperature [48], while considering a functional description (With FD) of the 692
relationship between phase assemblage changes, pore structure changes, and mass transport 693
through pores, is presented in Fig 12a. To demonstrate the importance of the functional description 694
in the modelling framework, the simulated carbonation depth without considering it (Without FD) 695
for the adjusted initial tortuosity factor mentioned above is presented in Fig 12b. Without 696
considering a functional description, the simulated result indicates an underestimate of carbonation 697
in exposed Pc mortar specimens. Upon carbonation, the variation in pore distribution close to the 698
exposure surface, as well as increases in porosity due to phase assemblage changes, were observed 699
in simulated results. Therefore, gas mass transport through the non-water-filled pore space 700
increases upon carbonation, further accelerating the carbonation process in the Pc mortar 701
specimen. Therefore, when accounting for pore structure changes on mass transport through pores 702
using the proposed functional description, an increase in the carbonation rate for all specimens was 703
observed in Fig 12b. Furthermore, using an adjusted initial tortuosity factor for carbonation depth 704
in mortar samples at 50.0% relative humidity and 30°C temperature, the proposed functional 705
description for accounting for pore structure changes in mass transport through pores was 706
examined under various relative humidity conditions. Fig 13 compares simulated and measured 707
carbonation depth of PC mortar samples prepared with different water-to-cement ratios, 35.0%, 708
50.0%, 65.0%, and 80.0% relative humidity, respectively, and 30 °C temperature. A good 709
agreement between simulated and experimentally measured values is observed for the carbonation 710
depth of mortar specimens exposed to different relative humidity, which indicates that the 711

[360 days]



proposed model, including a functional description of the relation between phase assemblage 712 
changes, pore structure changes, and mass transport through pores, can be utilized to predict the 713 
carbonation process of cement-based material exposed to various ranges of relative humidity. As 714 
illustrated in Fig 13, mortar specimens with a higher water-to-cement ratio show higher 715 
carbonation for all relative humidity levels. Numerical results indicate that changes in relative 716 
humidity around mortar specimens have a more significant effect on carbonation depth and further 717 
suggest that very low as well as high relative humidity levels slow down the carbonation rate in 718 
cement-based material. Moreover, mortar specimens exposed to 50% relative humidity show the 719 
most considerable carbonation depth compared with other exposure conditions (see Fig 13e). The 720 
carbonation depth of mortar specimens exposed to 80% relative humidity is significantly lower 721 
than in exposure conditions with lower relative humidity. The simulation outcome demonstrates 722 
that when a mortar specimen is exposed to higher relative humidity, such as 80% or more, the 723 
moisture storage inside the pores of the mortar increases significantly compared to exposure to 724 
lower relative humidity (see Fig 3b). As a result of limited space for gas mass transport, 725 
carbonation depth in mortar specimens exposed to 80% relative humidity considerably decreases 726 
at a higher saturation level of moisture.  727 

 728 
Fig 12. Comparison between simulated and measured carbonation depth [48] of Pc mortar samples 729 
prepared with different water-to-cement ratios, 50.0% relative humidity, and 30 °C temperature 730 
(a) with (With FD), and (b) without considering a functional description of the relation between 731 
phase assemblage changes, pore structure changes, and mass transport through pores (Without 732 
FD). 733 
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Fig 13. Comparison between simulated and measured carbonation depth [48] of Pc mortar samples 735 
prepared with different water-to-cement ratios, 35.0%, 50.0%, 65.0%, and 80.0% relative 736 
humidity, respectively, and 30 °C temperature (a) w/c-0.55, (b) w/c-0.60, (c) w/c-0.65, (d) w/c-737 
0.80, and (e) for 42 days of exposure. 738 

4.2.2 Applicability of RTM under various temperature conditions 739 

Using an adjusted initial tortuosity factor (see Section 4.2.1), simulated results without considering 740 
the temperature effect on the interfacial gas transfer coefficient (Without TE), along with the 741 
experimentally measured carbonation depth of PC mortar samples prepared with different water-742 
to-cement ratios at 50.0% relative humidity and 15°C temperature [48], are presented in Fig 14a. 743 
Simulated results, disregarding the temperature effect on the interfacial gas transfer coefficient, 744 
indicate an overestimate of carbonation in exposed PC mortar specimens. The increase in 745 
temperature accelerates both the dissolution of gas into a pore solution and the diffusion coefficient 746 
of the gas phase. Nevertheless, based on the mass balance equation for gas transport, increased gas 747 
dissolution into the pore solution reduces the quantity of gas phase transport through the non-748 
water-filled pore space. By reducing the moles of gas transport through the air void space, a 749 
decrease in the carbonation rate can be anticipated in cement-based materials. Therefore, it was 750 
decided that the effect of temperature on the dissolution of the gas phase into the pore solution can 751 
be considered by adjusting the interfacial gas transfer coefficient. By comparing simulated and 752 
measured carbonation depth under various temperatures, a relation for the interfacial gas transfer 753 
coefficient accounting for temperature is proposed as  754 

  (18) 

Where  is the interfacial gas transfer coefficient of the  gas constituent between the 755 
gas phase and pore solution at a reference temperature (  = 293.15 K),  the reference activation 756 
energy for gas dissolution ( ,  the universal gas constant,  the reference 757 
temperature (  = 293.15 K), and T the absolute temperature (K). After incorporating the effect of 758 
temperature on gas dissolution (With TE), an improvement in the predictability of the proposed 759 
RTM was observed compared to the simulated results that did not account for the effect of 760 
temperature on gas dissolution, as shown in Fig 14b. Furthermore, the proposed function for 761 
accounting for the effect of temperature on gas dissolution was examined for various PC mortar 762 
specimens prepared with different water-to-cement ratios under various temperature conditions. 763 
Fig 15 shows a comparison between simulated and measured carbonation depths for PC mortar 764 
samples prepared with different water-to-cement ratios exposed to 15.0 °C, 22.5 °C, 30.0 °C and 765 
37.5 °C, and 50% of relative humidity. The simulated carbonation depth incorporating the 766 
proposed temperature effect on gas dissolution agrees well with experimentally measured values 767 
for mortar specimens exposed to various temperatures. The results show that the specimens for 768 
each water-cement ratio exhibit a steady increase in the carbonation depth with temperature 769 
increases.  770 



 771 

Fig 14. Comparison between simulated and measured carbonation depth [48] of Pc mortar samples 772 
prepared with different water-to-cement ratios, 50.0% relative humidity, and 15 °C temperature 773 
(a) without (Without TE), and (b) with accounting temperature effect on the interfacial gas transfer 774 
coefficient (With TE). 775 
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Fig 15. Comparison between simulated and measured carbonation depth [48] of Pc mortar samples 777 
with different water-to-cement ratios exposed to 15.0 ° C, 22.5 ° C, 30.0 ° C, and 37.5 ° C, 778 
respectively, and 50% relative humidity. (a) w/c-0.55, (b) w/c-0.60, (c) w/c-0.65, (d) w/c-0.80, and 779 
(e) for 42 days of exposure.  780 

5. Conclusions 781 

For understanding carbonation processes through the pore solution composition and phase 782 
assemblage changes in cement-based materials and the influence of pore solution composition 783 
changes on steel corrosion, the reactive transport modelling framework presented in [47] was 784 
extended, including multi-component gas, multi-ionic, and moisture transport coupled with a 785 
chemical equilibrium computation. Using Henry's law, the multi-component gas transport model 786 
was developed, including gas dissolution into the pore solution. A modelling approach for moisture 787 
conductivity and gas and ionic diffusivity based on the pore structure and moisture storage was 788 
presented to account for pore structure changes on mass transport. 789 

By adjusting the initial tortuosity factor based on carbonation depth, the results of the first 790 
numerical study demonstrate good agreements in both spatial and temporal domains between the 791 
measured and numerically predicted content of Portlandite and carbonate. The zones related to the 792 
carbonation process, such as the carbonated zone, carbonation front, dissolution front, and non-793 
carbonated zone, were clearly identified in the numerical simulation. Initially, the Portlandite 794 
phase was decomposed upon carbonation, whereas other hydrated phases were stable. After the 795 
complete decomposition of the Portlandite phase, the C-S-H phase with a higher Ca/Si ratio 796 
(CSHQ-JenD) starts to decalcify, and subsequently, the lower Ca/Si C-S-H phases and AFt form. 797 
Simultaneously, the decomposition of monocarbonate is also predicted. Finally, all C-S-H phases 798 
and AFt were completely decomposed. During this carbonation process, three drops in the pH 799 
value were observed.  800 

The significance of employing a surface complexation model is emphasized in this study to predict 801 
the actual changes in the composition of the pore solution and evaluate the implications of these 802 
changes on steel corrosion. The simulation results show that changes in the phase assemblage 803 
accompany changes in the composition of the pore solution. A fundamental understanding of the 804 
carbonation process, particularly related pore solution changes, is indispensable to elucidating the 805 
mechanisms of steel corrosion in reinforced concrete. A clear enrichment in sodium and potassium 806 
content in carbonated regions is observed upon carbonation. As a result, the concentration of both 807 
sodium and potassium starts to decrease in the pore solution, and alkali ions are transported toward 808 
the carbonated zone. At the same time, the opposite behaviour is observed for both the sulphur and 809 
chloride content. The increase in the concentration of sulphur and chloride in the pore water was 810 
observed due to the dissolution of the solid phases. Calcium ions are transported to the carbonated 811 
zone, further increasing calcite formation near the exposed surface. Upon carbonation of wPc 812 
mortar, the molar ratios of [Cl ]/[OH ] and [SO4

2-]/[OH ] in the pore solution start to increase 813 
above the threshold values of 0.6 and 1.5, respectively, while [CO3 ]/[HCO ] falls below the 814 
threshold value of 0.1 as the bicarbonate concentration increases. It indicates that pore solution 815 



composition changes upon carbonation promote reinforcement corrosion. In addition, the region 816 
where the molar ratio changes upon carbonation of mortar is consistent with the carbonation depth, 817 
and the pH value drops. 818 

In the second numerical study, the applicability of the proposed RTM was examined across various 819 
conditions of temperature and relative humidity. Within the framework of the RTM, the 820 
importance of accounting for changes in pore structure on mass transport upon carbonation is 821 
demonstrated by comparing the simulated carbonation depth with the measured value for mortar 822 
specimens exposed to various relative humidity conditions. Numerical results indicate that mortar 823 
specimens exposed to high or low relative humidity exhibit lower carbonation depths. On the other 824 
hand, the highest carbonation rate occurs at a relative humidity range between 40% and 60%. 825 
Furthermore, a relation for the interfacial gas transfer coefficient was proposed to account for the 826 
impact of temperature on gas dissolution into pore solution. Numerical results highlighted that an 827 
increase in temperature results in a steady increase in the carbonation depth of the mortar 828 
specimens. 829 
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Appendix A. Thermodynamic database 835 

Table A. 1 presents the dissolution reaction of phases and associated thermodynamical information 836 
based on the CEMDATA18 database [66]. 837 

Table A. 1  Thermodynamic properties of the phases at 25  in the chemical equilibrium model. 838 
Details of Phase Reaction equation log K 

Pure phases Notation      
Calcite          Calcite           -8.480 

hemicarbonate HC 
 

40.870 

hydrotalcite Ht  27.981 
monocarbonate CO2-AFm  24.530 
Portlandite CH  22.800 
AlOHmic Al(OH)mic  -14.670 
silica gel silica gel  -3.018 
Ferrihydrite-mc FeOOHmic  -19.600 
Brucite Brucite  16.840 

Friedel salt Friedel salt 
 

-2.714 

Kuzel salt Kuzel salt 
 

-19.600 

Gypsum Gypsum  -4.581 
Magnesite Mgs  -8.288 
Natrolite NAT  -26.6 



Phillipsite(K) PHI(K)  -42.60 
Phillipsite(Na) PHI(Na) 

 
-39.375 

Clinoptilolite(K) CLI(K) 

 
-26.80 

Chabazite(K) CHA(K)  -32.30 
Chabazite(K) CHA(Na)  -31.9 
Mordenite(K) MOR(K) 

 
-22.00 

Mordenite(Na) MOR(Na) 

 
-22.5 

    
Solid solutions End member     

AFtss SO4-AFt 
 

11.100 

 SO4-AFt{30} 
 

11.702 

    

HGss Si0.84-(Al)HG 
 

22.280 

 Si0.84-(Fe)HG 
 

19.981 

    

CSHQss CSHQ-TobH 
 

8.287 

 CSHQ-TobD 
 

13.655 

 CSHQ-JenH 
 

22.179 

 CSHQ-JenD 
 

28.730 

 NaSiOH  5.649 
 KSiOH  5.764 
    

MSHss M075SH  -28.800 
  M15SH  -23.570 
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