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Abstract

In this work, one geometrical aromaticity index and four electron sharing in-

dexes are benchmarked for their application in excited state aromaticity cal-

culations. Two computational feasible and reliable procedures are identified,

namely, CAM-B3LYP/cc-pVTZ and ωB97X-D/cc-pVTZ. Topological effects

on the first excited singlet and triplet electronic manifold were investigated,

and the latter was in general found to display more aromatic character com-

pared to the S1 surface. Besides, geometrical relaxation on each of the mani-

folds was observed to hamper the aromaticity, thereby resulting in more anti-

aromatic character. The relative order of excited state aromaticity within the

studied molecules was noted to resemble the reversed version of the relative
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order of ground state aromaticity. Thereby, the following generalization was

postulated; ’the more aromatic a molecule is in its ground state, the more

anti-aromatic it will be in its electronic first excited manifolds’.

Keywords: Aromaticity Indexes; Electron Sharing Indexes; Quantum Theory of

Atoms in Molecules; Density Functional Theory; Benchmark.

1 Introduction

The notion of aromaticity can be used to predict and explain the stability, reactivity

and various magnetic properties of molecules.1 Aromaticity exists in many forms; e.g.

Hückel aromaticity, in-plane aromaticity, Möbius aromaticity and excited state aro-

maticity.2,3 Nonetheless, no general accepted definition of aromaticity exists; there-

fore, aromaticity is extremely difficult to quantify. Consequently, various definitions

have been formulated over the past decades all centered on different physicochemical

properties and structural requirements.4 The formulation of an unique and proper

definition of aromaticity is complicated by the fact, that aromaticity is not a mea-

surable quantity. Instead, it must be quantified by indexes designed to scale the

aromaticity in a given molecule.4

Aromatic molecules are not very reactive compared to their aliphatic counterparts.

The delocalization of π-electrons makes the aromatic molecules quite stable and

thereby less reactive. However, the opposite is true for anti-aromatic molecules,

which are very unstable and therefore highly reactive.5 The resonance energy is de-

fined as the stabilization energy of the aromatic molecule relative to the expected

electronic energy of the corresponding Kekulé structure with alternating single and

double bonds.6 The gain or loss of aromaticity or anti-aromaticity, respectively, might

thus be used as a driving force in chemical reactions, since these events are partly

controlled by energetic conditions and stability.
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Hückel’s rule of aromaticity applies for all monocyclic organic molecules in their

molecular ground state (S0). The rule states; if a molecule is cyclic, planar, fully

conjugated and contains 4n + 2 electrons, with n being a natural number (n ∈ N),

the molecule is aromatic.1–4 A molecule that meets the structural requirements is

structurally arranged, such that each atom in the aromatic ring has one p-orbital

perpendicular to the molecular plane. This parallelization of p-orbitals allows for

the delocalization of π-electrons and thereby resonance between the π-bonds. If a

molecule, on the other hand, satisfies the three first conditions but only contains 4n

electrons, the molecule is anti-aromatic. Moreover, molecules that fail to meet two

or more of the conditions are classified as non-aromatic. Hückel’s rule was later on

extended to include polycyclic hydrocarbons by Clar’s rule.7,8 It is noted, however,

that non-planar systems, such as Möbious topologies, migth be aromatic, although

they do not follow Hückel’s rule of aromaticity.9

Baird presented in 1972 rules for the prediction of aromaticity and anti-aromaticity

on the first excited electronic triplet state (T1) on the basis of orbital interactions

and energy differences.10 In particular, Baird defined two types of orbital interac-

tions, namely, type I and type II interactions. Type I interactions occur between

two singly occupied molecular orbitals, whereas type II interactions occur between

singly occupied and doubly occupied or vacant molecular orbitals. Thereby, Baird

calculated the bonding energies by these orbital interactions and compared them to

their reference structures. The investigated molecules were annulenes, and the refer-

ence structures constituted two stable monoradicals, which were made by splitting

these annulenes theoretically.10 The outcome of this study is known as Baird’s rule.

In general, it predicts that annulenes with 4n electrons are aromatic and those with

4n + 2 electrons are anti-aromatic.10 This is the exact opposite of Hückel’s rule.

The ground state and excited state aromaticity in cyclobutadiene, benzene11 and

cyclooctatetraene12 have been investigated. In particular, Karadakov computed ben-

zene to be anti-aromatic in its electronically first excited singlet (S1) and T1 state.11

This is in agreement with Baird’s rule. Meanwhile, benzene is an aromatic molecule
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in its electronic ground state according to Hückel’s rule. This reversal of aromatic-

ity in the first excited electronic manifolds relative to the molecular ground state

might be beneficial in e.g. artificial photosynthesis research.13 Skov et al. has re-

cently showed, how the switching properties in benzannulated derivatives of the

dihydroazulene-vinylheptafulvene (DHA-VHF) photoswitch14 get hampered due to

loss of aromaticity upon photoexcitation.15

Figure 1: Kekulé structures of benzene (left), pyridine, pyridazine (middle), pyrimi-
dine and pyrazine (right).

Before such build-in aromaticity effects in photoexcitation and -isomerization re-

actions can be utilized beneficially, a computational feasible and reliable procedure

must first be determined. In the first paper of this series, paper I,16 the five aromatic-

ity indexes; HOMA,17,18 PDI,19 MCI,20 AV124521 and FLU22,23 were benchmarked

with respect to ground state aromaticity. In this work, however, the benchmark of

aromaticity indexes is extended to include the first excited singlet and triplet states.

The set of molecules benchmarked in paper I include benzene, pyridine and the di-

azines (Fig. 1). Feixas et al. has previously demonstrated, that this set of molecules

is highly challenging for most aromaticity descriptors,24 but because of their resem-

blance in polycyclic arenes and heteroarenes, they constitute a very representative

compound test bed. It was found in paper I, quite surprisingly, that the correlated

wavefunction methods failed to describe the aromaticity of the molecules. The DFT

methods, ωB97X-D,25 CAM-B3LYP26 and M06-2X27 in combination with a triple-ζ

basis set, were, on the other hand, observed to predict reasonable amounts of aro-

maticity and perform consistently. Consequently, they were concluded to offer the

best description of ground state aromaticity.16
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In regard to photoexcitation reactions, the unrelaxed and relaxed structure of the

molecule on the corresponding excited manifold constitute two important geome-

tries. Topological effects on aromaticity indexes with respect to the potential energy

surfaces have been reported by Skov et al. recently.15 However, because the set of

molecules studied in this work represents the most common building blocks in poly-

cyclic arenes and heteroarenes, an investigation of the gain or loss of aromaticity

within these molecules upon relaxation might offer crucial information for future de-

signs. In the context of artificial photosynthesis research, much attention has been

directed towards solar batteries, such as molecular solar thermal (MOST) energy

storage systems,28–30 in which aromaticity reversal between electronic manifolds is

hoped to extend storage lifetime, increase energy density, and enhance switching

abilities of the photoswitch in otherwise energetically unfavorable photoisomeriza-

tion reactions.13,15Consequently, the aromaticity indexes are calculated with respect

to the unrelaxed and relaxed structures for both the S1 and T1 manifold in the

present work. In respect to the former structures, the HOMA index becomes redun-

dant, since the unrelaxed excited state geometries are equivalent to the optimized

ground state geometry.

An overview of the applied aromaticity indexes and the theory behind the wave-

function partition is provided in paper I. In brief, the harmonic oscillator model of

aromaticity (HOMA) index describes the equalization of bond lengths that consti-

tute the circuit.17,18 The other four aromaticity indexes are based upon delocalization

of π-electrons; therefore, they are normally called electron sharing indexes (ESI)s.23

The para-delocalization index (PDI) is an arithmetic average of the delocalization

index calculated with respect to all para-related atoms in the aromatic ring.19 The

delocalization index measures the attraction between two basins of attractors.23 In

the context of quantum theory of atoms in molecules (QTAIM),31,32 each atom acts

as an attractor, and the basin of attraction is defined as the region of the phase space,

in which the phase points move towards that specific attractor.33 The multicenter

index (MCI) assess the electron delocalization through a summation of all possible

permutations of appropriate natural orbital overlap matrix elements,20 and the large
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aromaticity index denoted AV1245 is defined as the arithmetic average of the MCI

index for the atoms positioned at the 1st, 2nd, 4th, and 5th position in the circuit,

relatively.21 Lastly, the delocalization-fluctuation (FLU) index assesses the aromatic-

ity by comparing the fluctuation in electron density in between all contiguous atoms

with that of corresponding reference bonds.22,23

In the following, some potential shortcomings of the applied aromaticity descriptors

are noted. The HOMA and FLU index are both based upon reference parameters,

for which reason the accuracy of the indexes becomes highly dependent on the selec-

tion of these parameters.18,22 Moreover, together with the PDI and AV1245 index,

those four indexes are essentially average values, which means, that important fea-

tures might get concealed by the less prominent features. This has previously been

shown by Casademont-Reig et al. to entail an overestimation of the ground state aro-

maticity.34 The PDI is limited to six-membered rings through its definition, thereby

reducing its applicability significantly.19 One inherent limitation of the MCI is the

rapid growth in its computational expense with an increasing number of atoms in

the molecular circuit.21

2 Computational Approach

The geometrical optimized vacuum structures of the molecules calculated at the

CAM-B3LYP/cc-pVTZ level of theory from paper I were used as the ground state

reference structures. In this context, the optimizations have been carried out with

default convergence criteria in Gaussian 16 (Rev. A.03),35 and the electronic Hes-

sians have all been calculated and checked to be positive-definite to ensure correct

geometry minimum.

Next, the excited electronic wavefunctions were calculated with time-dependent den-

sity functional theory.36–41 The first eight excited states were calculated in order to

increase the dimensionality of the solution space and thereby the flexibility of the

electronic wavefunction. In addition, the singlet and triplet states were requested

6



in the TD-input on the command line, respectively. The excited state geometry

optimization calculations were performed in Gaussian 16 (Rev. A.03) with default

convergence criteria, and the electronic Hessians have been calculated and checked

to be postive-definite.

In analogue to the computations in paper I, some of the relaxed structures displayed

large out-of-plane imaginary normal mode frequencies. This has been speculated to

be a consequence of intramolecular basis set superposition errors in paper I. How-

ever, since no effects were observed in the aromaticity indexes with respect to the

ground state aromaticity calculations nor in the current work, no attempt to correct

for these transition structures has been performed. A table over the level of theories

that resulted in imaginary normal mode frequencies are provided in the supporting

information (SI).

The aforementioned excited state electronic structure calculations have been car-

ried out with the ωB97X-D,25 CAM-B3LYP26 and M06-2X27 DFT functionals each

in combination with the cc-pVDZ,42,43 Def2TZVP44 and 6-311+G(d)45,46 basis set.

All the electronic structure methods have been employed in their restricted scheme,

which have been manually written within the corresponding electronic wavefunction

files subsequently.

The AIMAll software package47 was used for the partitioning of the electronic wave-

function and subsequent topological wavefunction analysis. Details on the AIMAll-

calculation settings are provided in paper 1. Finally, the aromaticity indexes were

calculated with the ESI-3D program.48
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3 Results & Discussion

The aromaticity indexes are benchmarked in this section. In addition, the changes in

aromaticity with respect to the molecules and topological modifications are assessed

and commented upon. On the basis of the benchmark study, the best methods will

be recommended for future usage in aromaticity calculations.

3.1 Benchmark

To begin with, the aromaticity indexes calculated with respect to the relaxed struc-

tures on the S1 surface are investigated. Fig. 2 shows the computed aromaticity

indexes for the molecules under investigation. In general, the index values fluctuate

little with respect to the basis sets. The two basis sets from Dunning and Karlsruhe,
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Figure 2: Benchmark plot of the (a) FLU index, (b) HOMA index, (c) PDI, (d)
AV1245 index and (e) MCI calculated on the S1 surface with respect to the relaxed
structures. The methods are specified by the different linestyles, and the molecules
are specified by the colours.
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cc-pVTZ and Def2TZVP, respectively, are noted to perform almost identical with

exception of the FLU index. The triple-ζ Pople style basis set, 6-311+G(d), on the

other hand, predicts a little bit larger index values for the PDI, AV1245 index and

MCI, and somewhat smaller index values for the HOMA index compared to the

other two basis sets. In particular, the largest difference with respect to the basis

set dependency is observed for the HOMA index between the 6-311+G(d) basis set

and the two other basis sets for benzene. A deviation in this trend is noted for

pyridazine. Here, a bit larger index values for the HOMA index are obtained with

the 6-311+G(d) basis set.

The similarity in performance of the cc-pVTZ and Def2TZVP basis sets and de-

viation with respect to the 6-311+G(d) basis set is a consequence of basis set flex-

ibility. Dunning’s and Karlsruhe’s basis set are much more flexible due to their

higher dimensionality and containment of polarization functions with higher angular

momentum compared to that within the Pople style basis set. The ESIs, that is,

FLU index, PDI, AV1245 index and MCI, are all defined in terms of QTAIM. In

this context, the wavefunction partition is carried out in real-space, at which the

partition itself becomes independent of the accuracy of the Hilbert space.31,32 The

wavefunction and electron density, however, depend on the basis set, but because

of the QTAIM machinery, that is, the wavefunction partition and subsequent basin

integration, the effect will not be as prominent in the ESIs as in the HOMA index.

This is a consequence of the HOMA index being based upon the bond lengths, which

are directly dictated by the accuracy of the potential energy surface and thereby the

dimensionality and flexibility of the Hilbert space.

To ensure that the difference between the Pople style basis set and the other two

basis sets is not a consequence of the inclusion of diffuse basis functions in the for-

mer, the aromaticity indexes have been calculated at the CAM-B3LYP/aug-cc-pVTZ

level of theory for pyrazine. The aromaticity indexes are found to be; FLU = 7.28

× 10−3, HOMA = 1.000, PDI = 5.67 × 10−2, AV1245 = 4.151, and MCI = 2.32

× 10−2. These index values are almost identical to the ones computed with the
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non-augmented cc-pVTZ basis set with the same DFT method; therefore, the diffuse

basis functions’ impact on the index values can be outruled. This is in agreement

with the findings from paper I, where augmentation of diffuse basis functions were

found to cause little to no effect.

In respect to the FLU index, a bit larger index values are in general obtained with the

cc-pVTZ basis set compared to the 6-311+G(d) and Def2TZVP basis sets. Besides,

the Pople style and Karlsruhe basis sets are noted to perform quite similarly. The

cc-pVTZ basis set is contracted using the generalized contraction scheme49 with the

orbital exponents of the incoming primitive basis functions being optimized in corre-

lated calculations.42,50 Consequently, the cc-pVTZ basis set is capable of describing

correlation effects.51,52 The FLU index is based upon the exchange-correlation den-

sity; therefore, the systematic inclusion of correlation effects in the cc-pVTZ basis

set causes the larger FLU index values. The exchange-correlation density is defined

in paper I.

Conclusively, the aromaticity indexes’ basis set dependence is in general low, however,

it is most prominent in the FLU index and HOMA index for benzene and pyrazine.

Benchmark plots for the unrelaxed structures and the other excited manifold are pro-

vided in the SI. Overall, the same tendencies are observed. No reference values are

available for the excited state aromaticity indexes. Therefore, the recommendation

of basis set is based upon the aforementioned arguments, and the cc-pVTZ basis set

is thus concluded to be the preferred choice.

The performances of the DFT methods are elucidated in the following. In ana-

logue to the basis set analysis, the aromaticity indexes computed with respect to the

relaxed structures on the S1 surface are discussed initially. Fig. 2 reveals, that CAM-

B3LYP and ωB97X-D perform almost identically. In respect to the FLU index and

HOMA index, only a few deviations of this tendency are noted. These differences

are attributed to the inclusion of dispersion forces in the ωB97X-D functional. The

Minnesota functional, M06-2X, is observed to predict the larger ESI values. On the
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other hand, notably smaller index values for the HOMA index are obtained with the

Minnesota functional. In particular, the FLU index of pyridazine calculated with

M06-2X is approximately 1.83 × 10−2, whereas both CAM-B3LYP and ωB97X-D

predict approximately 1.45×10−2. In light of the threshold for aromaticity and anti-

aromaticity with respect to the FLU index being at the 10−3 scale,16 this jump in

index value is extremely large. However, in reference to the threshold of aromaticity

and anti-aromaticity for the other ESIs,16 the changes are not significant. In respect

to the HOMA index, the changes with respect to the DFT methods are significant

for the interpretation of the results.

Benchmark plots over the aromaticity indexes calculated for the unrelaxed struc-

tures and the other excited manifold are located in the SI. In general, the same

tendencies are observed. It is noted, however, that remarkably different index values

for all the aromaticity indexes are predicted with the M06-2X functional in the calcu-

lations of pyridine on the T1 surface. This is true for both the unrelaxed and relaxed

structures. The Minnesota functional does not include long-range contributions.27 In

comparison, both the CAM-B3LYP and ωB97X-D method include long-range cor-

rections. It is by now a well-established fact, that improper asymptotic behavior

of DFT functionals can cause substantial errors, especially in spatially extended π-

system.53–55 The same is observed in the present results. Here, the effect of wrong

non-local behavior of the Minnesota functional gets intensified from the S1 manifold

to the T1 manifold, at which the molecules experience a greater spatial distortion

in their π-system and thus display larger differences. Consequently, the observed

jumps in index values with respect to the M06-2X method are attributed to the lack

of long-range corrections within the functional. This is in line with previous stud-

ies of Casademont-Reig et al., in which the admixture of exact exchange was found

to be important for electronic- and structural-centered aromaticity descriptors.34,56

It is noted, on the other hand, that the Minnesota functional predicted the fewest

transition structures.

Fig. S6 and S13 in the SI show the HOMA index and AV1245 index for the relaxed
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structures within the T1 manifold, respectively. Negative index values are obtained

with the CAM-B3LYP and ωB97X-D level of theories for the pyridine calculations.

This is a consequence of the two vertical (see Fig. 1) CC bonds being prolonged

with approximately 0.2 Å, when these two DFT functionals are employed. Overall,

the CAM-B3LYP and ωB97X-D functionals are found to perform well, and either

method can thus be used in combination with the cc-pVTZ basis set for excited state

aromaticity calculations. However, since the reference ground state geometries were

calculated with the CAM-B3LYP functional, the following assessment of aromaticity

is based upon the aromaticity indexes calculated at the CAM-B3LYP/cc-pVTZ level

of theory.

3.2 Assessment of Aromaticity

The following assessment is based upon the limit index values presented in paper

I.16,21,57 Table 1 shows the aromaticity indexes calculated at the two electronic ex-

cited manifolds with respect to both the relaxed and unrelaxed geometries. It follows

from all the aromaticity indexes, except the HOMA index for the relaxed structure

on the S1 surface, that benzene is anti-aromatic. This is in agreement with Baird’s

rule10 and the computations by Karadakov.11 The value of the HOMA index with

respect to the relaxed structure within the S1 manifold, on the other hand, can be

assigned to both properties.

Comparison of the aromaticity indexes, with the exception of the AV1245 index,

reveals, that both the relaxed and unrelaxed structure of benzene within the S1

manifold exhibit larger aromatic character compared to the corresponding struc-

tures within the T1 manifold. The AV1245 index, on the other hand, deviates from

this trend with respect to the relaxed structure of benzene, as the larger index values

are predicted on the T1 surface. Furthermore, the unrelaxed structure of benzene

is observed to be slightly more aromatic than the relaxed structure regardless of

the excited manifold. The opposite, however, is observed on the T1 surface for the

AV1245 index.
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Table 1: Tabulated aromaticity indexes for benzene calculated with the CAM-
B3LYP/cc-pVTZ level of theory.

Manifold FLU HOMA PDI AV1245 MCI

S1 (relaxed) 1.15 × 10−2 0.811 1.49 × 10−2 0.063 9.44 × 10−3

S1 (unrelaxed) 1.03 × 10−2 - 1.56 × 10−2 0.071 9.49 × 10−3

T1 (relaxed) 2.55 × 10−2 0.629 1.25 × 10−2 0.076 6.33 × 10−3

T1 (unrelaxed) 2.13 × 10−2 - 1.35 × 10−2 0.069 6.95 × 10−3

The aromaticity indexes for pyridine are tabulated in table 2. The FLU index and

MCI predict both structures of pyridine to be of anti-aromatic character on both

excited manifolds. In fact, all the aromaticity indexes predict the relaxed and un-

relaxed structure on the T1 surface to be anti-aromatic. The HOMA index, on the

other hand, indicates the relaxed structure of pyridine within the S1 manifold to be

aromatic. Both the PDI and AV1245 index are unclear in their interpretation, as

each of them can be assigned to both properties. It is noted, however, that their

values are close to the associated threshold values for anti-aromaticity, therefore,

the results are concluded to predict anti-aromaticity overall. Thereby, the geomet-

rical HOMA index, is observed to result in a different assessment compared to the

ESIs. Pyridine has 6 π-electrons, and is thus expected to be anti-aromatic within

the T1 manifold according to Baird’s rule. This is encaptured quite well with all the

aromaticity indexes.

In regard to the manifold and relaxation dependence on the aromaticity, the same

tendencies as described for benzene are observed for pyridine overall. Meanwhile,

a significant change in the aromaticity indexes is observed between benzene and

pyridine. The two molecules differ in one atom, that is, one carbon atom in benzene

is substituted with one nitrogen atom in pyridine. Consequently, the changes in
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Table 2: Tabulated aromaticity indexes for pyridine calculated with the CAM-
B3LYP/cc-pVTZ level of theory.

Manifold FLU HOMA PDI AV1245 MCI

S1 (relaxed) 2.13 × 10−2 0.910 4.41 × 10−2 3.119 1.57 × 10−2

S1 (unrelaxed) 1.66 × 10−2 - 4.84 × 10−2 3.241 1.64 × 10−2

T1 (relaxed) 3.77 × 10−2 -0.642 2.58 × 10−2 -1.439 3.71 × 10−3

T1 (unrelaxed) 2.08 × 10−2 - 1.54 × 10−2 0.006 6.58 × 10−3

aromaticity indexes can be attributed solely to the presence of the nitrogen atom.

Vela and Gazquez have calculated the atomic Hückel parameters for the 2p electrons

of carbon and nitrogen utilizing extended Hückel theory. The obtained parameters

are αC = −11.4 eV and αN = −13.4 eV, respectively.58 It follows, that the π-electron

within the nitrogen’s p-orbital is lower in energy compared to the π-electron in the

p-orbital of carbon. This means, that the effective coupling between the two π-

electrons on adjacent p-orbitals, one from carbon and one from nitrogen, is smaller,

and thereby, their interaction is weakened. The smaller effective coupling between

the carbon atom and the nitrogen atom, compared to a coupling solely between

carbon atoms, accounts for the observed changes in the aromaticity indexes.

Table 3, 4 and 5 show the aromaticity indexes for the diazines, that is, pyridazine,

pyrimidine and pyrazine, respectively. Only the FLU indexes and MCIs clearly

predict both excited structures of pyridazine to be anti-aromatic. The rest of the

aromaticity indexes can be assigned to both properties slightly, although, it is noted,

that the HOMA indexes almost predict anti-aromaticity. The same is true for both

excited structures of pyrimidine, except for the HOMA indexes, which now indicate

aromatic character. The interpretation of the aromaticity indexes for pyrazine is

similar to the one for pyrimidine, however, with respect to the former, the MCIs do
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Table 3: Tabulated aromaticity indexes for pyridazine calculated with the CAM-
B3LYP/cc-pVTZ level of theory.

Manifold FLU HOMA PDI AV1245 MCI

S1 (relaxed) 1.47 × 10−2 0.735 4.84 × 10−2 1.795 1.21 × 10−2

S1 (unrelaxed) 8.33 × 10−3 - 5.20 × 10−2 2.425 1.49 × 10−2

T1 (relaxed) 1.88 × 10−2 0.713 4.65 × 10−2 2.450 1.28 × 10−2

T1 (unrelaxed) 8.65 × 10−3 - 4.48 × 10−2 3.130 1.66 × 10−2

not clearly indicate aromaticity or anti-aromaticity.

Table 4: Tabulated aromaticity indexes for pyrimidine calculated with the CAM-
B3LYP/cc-pVTZ level of theory.

Manifold FLU HOMA PDI AV1245 MCI

S1 (relaxed) 9.21 × 10−3 0.924 4.54 × 10−2 2.566 1.60 × 10−2

S1 (unrelaxed) 7.98 × 10−3 - 4.96 × 10−2 2.452 1.68 × 10−2

T1 (relaxed) 1.08 × 10−2 0.924 4.56 × 10−2 2.924 1.69 × 10−2

T1 (unrelaxed) 8.05 × 10−3 - 4.94 × 10−2 2.883 1.79 × 10−2

In line with the observations for benzene and pyridine, the unrelaxed structures of

pyridazine are found to be more aromatic than the corresponding relaxed structures.

The PDI at the T1 surface, however, deviates from this trend, as it predicts the

relaxed structure to be more aromatic. Similarly, pyrimidine is predicted to be more

aromatic prior to the excited state relaxation with one exception, that is, the AV1245

index, which predicts the relaxed structure to contain more aromatic character on

the S1 surface. The same trend is not observed for pyrazine in general. Here, the
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Table 5: Tabulated aromaticity indexes for pyrazine calculated with the CAM-
B3LYP/cc-pVTZ level of theory.

Manifold FLU HOMA PDI AV1245 MCI

S1 (relaxed) 7.53 × 10−3 1.000 5.69 × 10−2 4.147 2.31 × 10−2

S1 (unrelaxed) 7.23 × 10−3 - 5.67 × 10−2 4.139 2.30 × 10−2

T1 (relaxed) 8.94 × 10−3 0.995 5.94 × 10−2 4.140 2.33 × 10−2

T1 (unrelaxed) 8.67 × 10−3 - 5.96 × 10−2 4.156 2.34 × 10−2

unrelaxed structures are predicted to be more aromatic than the relaxed ones within

both manifolds only by the FLU indexes, whereas the PDIs, AV1245 indexes and

MCIs only indicate this with respect to the T1 manifold.

In regard to the electronic manifolds, the more aromatic character for pyridazine

is predicted on the S1 surface with the FLU indexes, HOMA indexes and PDIs.

AV1245 and MCI, on the other hand, indicate the opposite. The similar behavior

of the AV1245 index and MCI is expected, since the former is defined in terms of

the latter.21 Overall, similar performance is observed for pyrimidine, although it is

noted, that the HOMA indexes are identical, and that the interpretation depends

upon whether or not the structure is geometrical relaxed. The same is true for

pyrazine. Both the FLU index and HOMA index indicate more aromaticity within

the S1 manifold, whereas the MCI and PDI predict the opposite. The AV1245 index

predict the T1 surface to be more aromaticity based upon the unrelaxed geomtries,

and vice versa for the relaxed structures.

All the diazines are expected to be anti-aromatic in their electronic T1 manifold

according to Baird’s rule. The HOMA index fails to predict such outcomes for pyrim-

idine and pyrazine. In fact, only the FLU index clearly indicates anti-aromaticity
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on the T1 surface, while the other ESIs in general result in index values that can

be assigned to both properties slightly. On the basis of the FLU index, the relative

order of aromaticity within the molecules is provided in table 6. It follows, that

the ordering on the S1 and T1 surfaces with respect to the unrelaxed and relaxed

structures, respectively, is identical. The relative ordering with respect to the relaxed

structure within the S1 manifold differs from this trend in terms of the placement of

benzene and pyridazine, which has been interchanged. In respect to the unrelaxed

structures on the T1 surface, the relative order of aromaticity has changed. However,

inspection of the index values reveals, that the values for pyrimidine, pyridazine and

pyrazine are very alike. The same is true for benzene and pyridine.

Table 6: Relative order of aromaticity within the molecules based upon the FLU
indexes obtained at the CAM-B3LYP/cc-pVTZ level of theory. The amount of aro-
maticity decreases from left to right.

Manifold Relative order of aromaticity

S0 (relaxed)16 benzene > pyridine > pyrimidine > pyridazine > pyrazine
S1 (relaxed) pyrazine > pyrimidine > benzene > pyridazine > pyridine
S1 (unrelaxed) pyrazine > pyrimidine > pyridazine > benzene > pyridine
T1 (relaxed) pyrazine > pyrimidine > pyridazine > benzene > pyridine
T1 (unrelaxed) pyrimidine > pyridazine > pyrazine > pyridine > benzene

Overall, the relative order of excited state aromaticity is found to be the reversed

version of the relative order of ground state aromaticity, which was reported in paper

I.16,59 On the basis of this observation, the following rule is postulated; ’the more

aromatic a molecule is in its ground state, the more anti-aromatic it will be in its

electronic first excited manifolds’.
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4 Conclusion

The aromaticity indexes; HOMA, PDI, MCI, AV1245 and FLU have been bench-

marked for their application in excited state aromaticity calculations in this work.

In particular, the CAM-B3LYP, ωB97X-D and M06-2X method, each in combination

with the 6-31+G(d), cc-pVTZ and Def2TZVP basis set, have been tested. Moreover,

the manifold and topological effects on aromaticity have been investigated.

The benchmark study proved the importance of proper long-range behavior in the

functional description and high angular momentum polarization basis functions as

well as build-in correlation effects in the basis set. Consequently, the long-range

corrected CAM-B3LYP and ωB97X-D functionals in combination with the cc-pVTZ

basis set were found to give the best results. In addition, basis set augmentation

with diffuse functions was concluded to cause little to no effect on the aromaticity

indexes. This is in agreement with the findings from paper I.

The aromaticity assessments were based upon the CAM-B3LYP/cc-pVTZ compu-

tations. The excited structures of the diazines were in general found to be more

aromatic than the corresponding structures of pyridine and benzene. Only the FLU

index succeeded in predicting anti-aromatic character for all the molecules as ex-

pected based on Baird’s rule. The other ESIs mostly resulted in index values that

could be assigned to both properties slightly. It was noted, moreover, that the relative

order of excited state aromaticity within the tested molecules resembled the reversed

version of the relative order of ground state aromaticity. This observation lead to

the following generalization; ’the more aromatic a molecule is in its ground state, the

more anti-aromatic it will be in its electronic first excited manifolds’. Now, because

of the generality represented by the structures in the compound test set, this gener-

alization is expected to be transferable to most polycyclic arenes and heteroarenes.

However, its validity should be addressed in more detail in future studies.

In respect to the manifold and topological effects, both the unrelaxed and relaxed
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structures displayed in general more aromatic character on the T1 surface compared

to the S1 surface. Besides, geometrical relaxation on each of the manifolds was

found to hamper the aromaticity, thereby resulting in more anti-aromatic character.

In the context of artificial photosynthesis and the usage of aromaticity reversal for

enhancing switching abilities, the investigated molecules are thus not expected to

be promising candidates, since the gain of anti-aromaticity upon photoexcitation is

energetic unfavorable.

In conclusion, this study, in combination with the first paper in this series, has

presented two computational feasible and reliable procedures for the calculation of

aromaticity indexes with respect to ground and first excited states, that is, CAM-

B3LYP/cc-pVTZ and ωB97X-D/cc-pVTZ. Future aromaticity calculations are thus

strongly recommended to be performed with either one of these two level of theories.
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[51] Almlöf, J.; Taylor, P. R. General contraction of Gaussian basis sets. I. Atomic

natural orbitals for first- and second-row atoms. J. Chem. Phys. 1987, 86,

4070–4077.
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