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Abstract—A theoretical analysis of slow and fast light effects in semiconductor optical amplifiers based on coherent population oscillations and including the influence of optical filtering is presented. Optical filtering is shown to enable a significant increase of the controllable phase shift experienced by an intensity modulated signal traversing the waveguide. The theoretical model accounts for recent experimental results and is used to analyze and interpret the dependence on material and device parameters. Furthermore, analytical approximations are derived using a perturbation approach and are used to gain a better physical understanding of the underlying phenomena.
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I. INTRODUCTION

IN THE PAST few years, the possibility of controlling the group velocity of an optical signal propagating in a solid-state device has attracted increasing attention due to the possibilities of realizing compact devices for signal processing, such as all-optical buffering and phase shifters for microwave photonics. Semiconductor-based devices, with their well-developed fabrication technology and the possibilities for integration with other functionalities, are important candidates for practical applications. In the now classical demonstrations of light slow-down by Hau et al. [1], the phenomenon of electromagnetically induced transparency (EIT) in cold atoms was used to achieve the strong dispersion of the refractive index effect which lies at the heart of light-speed control. Semiconductor quantum dots (QDs) seem to be a natural choice to pursue light slow-down in semiconductor media with their discrete electronic levels [2]. However, since EIT relies on a quantum mechanical coherence among levels and dephasing times in semiconductors are short and, at the same time, present-day technology leads to QDs with large size dispersion, there are significant challenges to overcome for realizing practical light-speed control in semiconductors based on EIT [2], [3]. Instead, the effect of coherent population oscillation (CPO) [4] may provide a realistic alternative. This effect relies on the beating between two externally injected laser beams, or a single intensity-modulated laser beam with sidebands, which leads to oscillations of the electron density in the medium, which in turn alter the effective index seen by the optical signal. In general, the effect can therefore be described as a wave mixing phenomenon, where interactions between the frequency components are mediated by the complex susceptibility, which in semiconductor structures has contributions from various carrier dynamical processes [5], [6].

It has by now been experimentally demonstrated that light-speed control can be realized by CPO effects in a number of different semiconductor structures, i.e., bulk, quantum well (QW) or QD semiconductor optical amplifiers (SOAs) [6]–[10], electro absorbers (EAs) [5], and integrated SOA-EA pairs [11], [12].

The slow and fast light effects are usually measured by considering the phase shift imposed upon the intensity-modulated envelope of an optical signal propagating through the device. When the modulation frequency is in the microwave region, such signals form the basis of microwave photonics [13], where a phase shifter is a much desired functionality. From an application point of view, it is thus of significant interest to realize an optically fed microwave phase shifter based on semiconductor devices with a variable phase shift range of $2\pi$ at gigahertz frequencies. However, the maximum phase shift and bandwidth will be limited by different effects [14]. In both SOAs and EAs, the carrier lifetime sets an important limit [5], [6]. For absorbing media, the residual loss further limits the achievable delay [6]. The amplified spontaneous emission (ASE) limits the available SOA gain, and hence the phase change, in long amplifiers [15]. The concatenation of alternating gain and absorber sections is one previously presented way to alleviate some of these limitations [11], [12]. Here, we present a theoretical analysis of another promising method for increasing the achievable phase change and bandwidth.

In the practically important case where the input optical signal is a double-sideband signal generated by sinusoidal modulation of a laser beam, it can be shown that the refractive index dynamics plays no role in the observed phase shift [5]. The change in group velocity is in this case only controlled by the gain or absorption dynamics. Instead, using a single sideband excitation, in the form of a single sideband modulation or a modulated probe beam slightly detuned form a strong pump beam, as the input optical signal has been proposed as a way of increasing the phase shift by benefiting from refractive index dynamics [16], [17]. However, FWM leads to the generation of a conjugate sideband, which to a large extent cancels the refractive index dynamics effects after photodetection.

Recently, we proposed enhancing the phase shift and bandwidth by employing optical filtering before photodetection [19],
and a maximum phase shift of \( \sim 150 \) degrees at 19-GHz modulation frequency is achieved in a bulk SOA [20], corresponding to a several-fold increase of the absolute phase shift as well as achievable bandwidth. In [18], electrical filtering was employed after photodetection in order to suppress higher harmonics. In contrast, we are here filtering in the optical domain directly, thereby selectively suppressing beating components, and this is shown to lead to the observation of both phase delay (slow light) and phase advance (fast light) in the same device.

In this paper, we present a theoretical analysis of the optical filter-enhanced microwave phase shifting based on a wave mixing description of carrier dynamics in SOAs. The model well accounts for the experimental results presented [20]. A semi-analytical model is derived to better understand the roles played by the different physical effects contributing to the microwave phase shift induced upon propagation. The paper is structured as follows. In Section II, the general model and a semi-analytical approximation are presented. These models are validated by comparison to experiments and subsequently used for examining the dependence on important material and device parameters in Section III. A simple perturbation analysis is presented in Section IV in order to better understand the physical processes and finally the conclusions are drawn in Section V. Detailed derivations are presented in the Appendix.

II. MODEL

A. Microwave Phase Shifter

Fig. 1(a) shows a general schematic of a photonic based microwave phase shifter. A tunable microwave phase shift can be achieved by controlling the optical signal processor. As shown in Fig. 1(b), the phase and amplitude of the electric fields of the optical signal are altered by an active semiconductor waveguide device, for example an SOA, via different wave mixing processes. By controlling the operation conditions of the photonic components, for example the input power to the SOA or its bias current, the microwave phase shift can be controlled. In addition to the SOA, optical filtering is included as part of optical signal processing. By employing an optical notch filter, one of the sidebands can be blocked and the other transmitted. When the bandwidth of the notch filter is much narrower than the modulation frequency, it can be approximated as an ideal filter suppressing all power in the sideband and the corresponding beating terms in the photodetector. We have investigated three cases: 1) passing both sidebands, corresponding to the standard case considered so far without optical filtering; 2) suppressing the blue and passing the red-shifted sideband, and 3) suppressing the red and passing the blue-shifted sideband.

B. Microwave Modulated Optical Signal

A weakly sinusoidal intensity-modulated (IM) signal with electric field of the general form

\[
E(t, z) = \left( E_0(z) + E_{-1}(z) e^{i\Delta k t} + E_{+1}(z) e^{-i\Delta k t} \right) e^{-i(\omega_0 t - k_0 z)}
\]

is assumed. Here, \( \omega_0 \) is the frequency of the optical carrier, \( k_0 \) is the propagation constant of the carrier, and \( \Omega \) is the modulation frequency. \( E_0, E_{-1}, E_{+1} \) are the corresponding complex amplitudes of the carrier, red-shifted sideband, and blue-shifted sideband. \( \theta_0, \theta_{-1}, \) and \( \theta_{+1} \) are the corresponding optical spectral phases. For simplicity, the higher order sidebands are neglected.

When \( \theta_{-1} - \theta_0 = - (\theta_{+1} - \theta_0) \) and \( |E_{-1}| = |E_{+1}| \), the optical signal is a pure amplitude modulated signal. When \( \theta_{-1} = \theta_0 = \pi - (\theta_{+1} - \theta_0) \) and \( |E_{-1}| / |E_0| = |E_{+1}| / |E_0| \ll 1 \), the optical signal can be approximated as a phase modulated signal. In practice, the output optical field after a general Mach–Zehnder electro-optical modulator contains amplitude modulation (AM) and phase modulation (PM) [21] and the spectral phase difference is different from the pure AM signal.

C. Frequency Domain Modeling of SOA and Semi-Analytical Solution

We theoretically analyze the slow and fast light effects in SOA structures due to CPO effects by using a wave mixing description [5], [6]. Wave mixing in active semiconductor waveguides has contributions from carrier density depletion, carrier heating (CH), spectral hole burning (SHB), as well as two-photon absorption (TPA) and Kerr effects [22]. For the modulation frequency range investigated in this paper with a magnitude of the order of \( \sim 1/f_s \) (the inverse of carrier lifetime), i.e., up to some tens of GHz, the dominating mechanism mediating the wave mixing is pulsation of carrier density [23], [24]. The ultrafast effects are therefore neglected, which is a reasonable approximation in the regime of moderate input optical power. Based on the weak modulation assumption, the wave mixing problem in this paper can be approximated and simplified as interactions between three optical waves.
Gain saturation due to ASE is neglected, which is reasonable unless the input power is very low.

The propagation equations for the electric fields are

\[
\begin{align*}
\frac{\partial E_0}{\partial z} &= \gamma_0 E_0 \\
\frac{\partial E_{-1}}{\partial z} &= \gamma_0 E_{-1} + \xi_{-1} \left( |E_0|^2 E_{-1} + E_0^2 E_{-1} e^{i\Delta k z} \right) \\
\frac{\partial E_{+1}}{\partial z} &= \gamma_0 E_{+1} + \xi_{+1} \left( |E_0|^2 E_{+1} + E_0^2 E_{+1} e^{i\Delta k z} \right)
\end{align*}
\]

with

\[
\begin{align*}
\gamma_0 &= \frac{1}{2} \left[ g_{\text{sat}} \left( 1 - i\alpha \right) - a_{\text{int}} \right] \\
g_{\text{sat}} &= \frac{g_0}{1 + S} \\
S &= \frac{|E_0|^2 + |E_{-1}|^2 + |E_{+1}|^2}{P_{\text{sat}}} \\
\xi_{\pm 1} &= -\frac{1}{2} g_{\text{sat}} \frac{1 - i\alpha}{1 + S \mp i\Omega_T}.
\end{align*}
\]

Here, \(\gamma_0\) corresponds to the first-order susceptibility with saturated modal gain \(g_{\text{sat}}\), linewidth enhancement factor \(\alpha\), and internal waveguide loss \(a_{\text{int}}\). \(g_0\) is the unsaturated modal gain, \(S\) is the normalized CW optical power, and \(P_{\text{sat}}\) is saturation power. \(\xi_{\pm 1}\) corresponds to the complex third-order susceptibility at the sidebands. \(\tau_\gamma\) is the carrier lifetime. \(\Delta k\) is the phase-matching factor induced by background material dispersion and waveguide dispersion. The phase-matching condition \(\Delta k = 0\) is fulfilled to a good approximation at the low detuning frequencies considered here [24].

Equation (2) is nonlinear and can be solved numerically to directly provide the output signal from the SOA. However, in order to highlight the physical effects of the microwave phase shifting, and especially the effect of the filter, we derive a more transparent semi-analytical solution, which is subsequently, in Section IV, considered in the perturbation treatment. The amplitudes \(E_{-1}\) and \(E_{+1}\) are assumed to be small and only first-order terms are included, consistently with the assumption of small-signal modulation. Similarly, gain saturation is governed by the carrier (pump) signal, corresponding to \(S \approx |E_0|^2/P_{\text{sat}}\). By assuming, without loss of generality, the input electric field \(E_0(0)\) to be real and defining the input conditions as

\[
\begin{align*}
u(0) &= E_{+1}(0) + E_{-1}(0) \\
v(0) &= E_{+1}(0) - E_{-1}(0)
\end{align*}
\]

then a general analytical solution to (2) can be obtained for an SOA with given device length \(L\) (details in Appendix)

\[
\begin{align*}
E_0(L) &= E_0(0) e^{F(L)} \\
E_{+1}(L) &= E_{+1}(0) e^{F(L)} \\
E_{-1}(L) &= E_{-1}(0) e^{F(L)} \\
E^*_+(L) &= E^*_+(0) e^{F(L)}^* \\
E^*_-(L) &= E^*_-(0) e^{F(L)^*}
\end{align*}
\]

The common complex amplification factor \(F(L)\) is

\[
F(L) = \int_0^L \gamma_0 dz = \int_0^L \frac{\gamma_0}{(\gamma_0 + \gamma^*_0)S} dS
\]

and the gain grating related complex amplification factor \(H(L)\) is

\[
H(L) = \gamma_1 + i\beta_1
\]

\[
= \frac{P_{\text{sat}}}{L} \int_0^L \left( \xi_{+1} + \xi_{-1} \right) S dz
\]

\[
= \frac{P_{\text{sat}}}{L} \int_{S(0)}^{S(L)} \left( \frac{\xi_{+1} + \xi_{-1}}{\gamma_0 + \gamma^*_0} \right) S' dS'
\]

\[
- \frac{1}{L} \int_{S(0)}^{S(L)} \frac{g_{\text{sat}}}{g_{\text{sat}} - a_{\text{int}}} \Omega_T dS'
\]

\[
- i \frac{1}{L} \int_{S(0)}^{S(L)} \frac{g_{\text{sat}}}{g_{\text{sat}} - a_{\text{int}}} \Omega_T dS'.
\]

Here, \(\gamma_1\) and \(\beta_1\) indicate the real and imaginary part of \(H(L)\), respectively. The integrals are determined by the input and output optical power \(S\) of the SOA, which can be calculated by solving the CW optical power propagation equation for the SOA numerically [5], [6]. Based on the wave mixing description and linear treatment shown in (5), \(F(L)\) can be considered as a complex amplification to the CW signal due to the first-order susceptibility and \(H(L)\) can be considered as the spatial integral of the spatially varying gain grating due to third-order susceptibility, which is implicitly determined by the spatial variation of the CW optical power \(S\) as well as the carrier lifetime \(\tau_\gamma\) along the waveguide. The refractive index grating is quantified by a non-zero linewidth enhancement factor \(\alpha\).

For a given SOA, the values of functions \(F(L)\) and \(H(L)\) can be modified by changing the unsaturated modal gain (electrical bias/current control), input CW optical power (optical intensity control) and modulation frequency (frequency detuning). In the following sections, numerical results refer to the model based on (2) and semi-analytical results refer to the model based on (5).

**D. Photodetection and Optical Filtering**

Due to the frequency beating between the optical waves in the photodetector, the photocurrent at modulation frequency \(\Omega\) is proportional to the corresponding complex ac term \(P_{AC} \cdot EE^*\). For the microwave signal, a time delay \(\Delta t\) will introduce a phase change to \([P_{AC} e^{H(t)}] e^{-j\Omega t}\) which is positive for a time delay and negative for a time advance.

The absolute microwave phase is determined by \(\arg\{P_{AC}\}\), which can be tuned through different control schemes. The microwave phase shift \(\Delta \varphi = \arg\{P_{AC}\} - \arg\{P_{AC}\}_{\text{reference}}\) is stated relative to a reference situation, e.g., corresponding to \(H(L) \approx 0\). In the following, we separately write down the expressions for the ac power for the different cases of optical filtering.

1) **Without optical filtering before photodetection**

Without the notch filter the carrier and both sidebands are detected. The resulting ac power is

\[
P_{AC}(L) = 2 \left( E_0^*(L) E_{+1}(L) + E_0(L) E_{-1}(L) \right)
\]

\[
= 2 \left( \frac{|E_0|^2}{E_0(0)} \right) u(0) e^{f(L)}.
\]
The microwave phase shift induced by the SOA is determined by
\[
\Delta \varphi = \arg \left\{ u(0) e^{i H(L)} \right\} - \arg \left\{ u(0) e^{i H(L)} \right\}_{|H(L)|=0}
\approx \arg \left\{ u(0) e^{i H(L)} \cdot u(0)^* \right\}, \tag{9}
\]

2) Red-shifted sideband

With the notch filter blocking the blue-shifted sideband before photodetection only the red-shifted sideband and the carrier are detected. The resulting ac power is
\[
P_{ac}(L) = 2 \left( E_0(L) E_{-1}(L) \right) = 2 \left| \frac{E_0(L)}{E_0(0)} \right|^2 \left\{ -\frac{1}{2} v(0) + \frac{1}{2} u(0) \times \left[ e^{i H(L)} - i \alpha \left( 1 - e^{i H(L)} \right) \right] \right\}_{|H(L)|=0}. \tag{10}
\]

The microwave phase shift induced by the SOA is determined by
\[
\Delta \varphi_1 = \arg \left\{ -\frac{1}{2} v(0) + \frac{1}{2} u(0) \left[ e^{i H(L)} - i \alpha \left( 1 - e^{i H(L)} \right) \right] \right\} - \arg \left\{ -\frac{1}{2} v(0) + \frac{1}{2} u(0) \times \left[ e^{i H(L)} - i \alpha \left( 1 - e^{i H(L)} \right) \right] \right\}_{|H(L)|=0}
\approx \arg \left\{ \left[ -\frac{1}{2} v(0) + \frac{1}{2} u(0) \left[ e^{i H(L)} - i \alpha \left( 1 - e^{i H(L)} \right) \right] \right] \cdot \left[ \frac{1}{2} v(0) + \frac{1}{2} u(0)^* \right]^* \right\}. \tag{11}
\]

3) Blue-shifted sideband

With the notch filter blocking the red-shifted sideband before photodetection only the blue-shifted sideband and the carrier are detected. The resulting ac power is
\[
P_{ac}(L) = 2 \left( E_0^n(L) E_{+1}(L) \right) = 2 \left| \frac{E_0(L)}{E_0(0)} \right|^2 \left\{ \frac{1}{2} v(0) + \frac{1}{2} u(0) \times \left[ e^{i H(L)} + i \alpha \left( 1 - e^{i H(L)} \right) \right] \right\}. \tag{12}
\]

The microwave phase shift induced by SOA is determined by
\[
\Delta \varphi_{+1} = \arg \left\{ \frac{1}{2} v(0) + \frac{1}{2} u(0) \left[ e^{i H(L)} + i \alpha \left( 1 - e^{i H(L)} \right) \right] \right\} - \arg \left\{ \frac{1}{2} v(0) + \frac{1}{2} u(0) \times \left[ e^{i H(L)} + i \alpha \left( 1 - e^{i H(L)} \right) \right] \right\}_{|H(L)|=0}
\approx \arg \left\{ \left[ \frac{1}{2} v(0) + \frac{1}{2} u(0) \left[ e^{i H(L)} + i \alpha \left( 1 - e^{i H(L)} \right) \right] \right] \cdot \left[ \frac{1}{2} v(0) + \frac{1}{2} u(0)^* \right]^* \right\}. \tag{13}
\]

Thus, based on the semi-analytical solution and different optical filtering schemes, the corresponding phase shift and ac power depends differently on the complex amplification $H(L)$, the linewidth enhancement factor $\alpha$ as well as the input optical signal $u(0), v(0)$. In particular we notice that for the usual case where both sidebands are detected the phase shift does not depend on the $\alpha$-factor, i.e., the dynamics of the refractive index does not influence the phase of the envelope. This is in agreement with [5] where it was shown also that this case can be analyzed by considering the dynamical effects of gain saturation. The effect of gain saturation also explains the time shifting of ultrashort pulses [25] in the limit where material dispersion can be neglected.

### III. RESULTS

#### A. Comparison to Experimental Results

In Fig. 2, we compare experimental results from [20] with the results of our theoretical model. The experiments were carried out using a bulk SOA and a fiber Bragg grating (FBG) notch.
filter with 0.1-nm bandwidth. Experimental (markers) and theoretical results (lines) are shown for the phase shift and the ac power change at a modulation frequency of 19 GHz as a function of input optical power for a fixed SOA injection current. The phase is measured relative to the values at the minimum input optical power. The ac power in the calculations is normalized to agree with the experimental value at the minimum input optical power when blocking red-shifted sideband. As seen in the figure the theoretical results agree very well with the experimental data for both phase shift and ac power. Both the numerical solution (solid line) and the semi-analytical calculation (dotted lines) are presented. The small difference between numerical and semi-analytical results for a pure AM input signal indicates that the semi-analytical solution provides a very good approximation for the phase shift. In addition, Fig. 2 shows modeling results for an IM input signal with a small spectral phase difference between different frequency components (dashed lines), corresponding to a realistic non-ideal modulator with a small chirp similar to the one used in the experiment. The inclusion of the small chirp provides a better quantitative agreement with experimental data. As shown in Fig. 2(a), comparing with the conventional case without optical filtering, blocking the red-shifted or blue-shifted sideband leads to positive and negative phase changes, corresponding to slow light and fast light, respectively. Especially when the red-shifted sideband is blocked, about 150 degrees phase delay is achieved, which corresponds to a tenfold increase of the maximum phase shift obtained in the absence of optical filtering.

B. Parameter Dependence

As discussed previously, the microwave phase shift in the SOA plus filter is influenced by several parameters. Here, we numerically investigate the influence of the modulation frequency (carrier lifetime), linewidth enhancement factor, modal gain (internal loss), and waveguide length.

As shown in Fig. 3, the phase shift for a pure AM signal as a function of modulation frequency indicates that the modulation response regarding the phase shift can be enhanced by optical filtering. Here the situation of minimum input power at maximum modulation frequency, $|H(L)| \approx 0$, is chosen as the reference for phase shift and ac power. Especially when the red-shifted sideband is blocked, $\sim 100$ degree variable phase delay can be achieved for 20-dB optical power change over a large bandwidth $\sim 20$ GHz. The sharp increase of the phase shift also corresponds to a dip in ac power. The result as a function of $\Omega_\tau_\alpha$ indicates that the modulation frequency can also be enhanced with a scale given by $1/\tau_\alpha$. With the assumption of a constant carrier lifetime in the device, it qualitatively explains the experimentally measured phase shift and relative ac power as a function of modulation frequency in [20].

The phase shift results for a pure AM signal at a modulation frequency of 10 GHz as a function of the linewidth enhancement factor are shown in Fig. 4. When the $\alpha$-factor is zero, the employment of optical filtering has no influence on the phase shift as the refractive index dynamics is negligible. All of the cases hence give the same phase shift as seen in the Fig. 4. When the $\alpha$-factor increases, the constant phase advance value for the conventional case without optical filtering indicates the refractive index dynamics effects are cancelled after photodetection.

While the red-shifted sideband is blocked, the contribution from the refractive index dynamics turns the phase advance into a large delay. Moreover, comparing the results in Fig. 4(a) and (b), the gain grating and refractive index grating for the given modulation frequency are stronger in an SOA with the shorter carrier lifetime. The result as a function of $|H(L)| \approx 0$.

For bulk or QW semiconductor material with moderate $\alpha$-factor, the refractive index dynamics for a given input power is strong. For QD semiconductor material with a small $\alpha$-factor
the refractive index varies less but this might be compensated by a short carrier lifetime.

The phase shift results for a pure AM signal at a modulation frequency 10 GHz as a function of modal gain for a 500-µm-long active semiconductor waveguide are shown in Fig. 5. Here, we estimated the phase shifting in the absorption/gain regime with the assumption of constant carrier lifetime and saturation power. Although the absolute scaling of the phase shift will be different for realistic varying values of carrier lifetime and saturation power, the absorption regime. This flipping of the sign of the corresponding phase shift can be interpreted by the perturbation treatment in Section IV. The internal loss also influences the final phase shift as discussed in [6].

The phase shifts for a pure AM signal at a modulation frequency of 10 GHz as a function of waveguide length of an SOA for different input optical power levels are presented in Fig. 6. For the conventional case without optical filtering, a long SOA device is expected to show larger device gain (unless limited by ASE) and thus enhance the variable phase shift range [6]. As shown in Fig. 6, for example, for the given input optical power range, 32 degree phase advance can be achieved through a 1000-µm-long device comparing with 22 degree phase advance by ASE) and thus enhance the variable phase shift range [6]. However, by blocking the red-shifted sideband a much larger effect is obtained, about a 150 degree phase delay can be achieved in an SOA with the length of 200–600 µm, corresponding to the moderate small-signal device gain of 5–15 dB. It indicates that the corresponding spatial integral of the refractive index grating (quantified by the large value of the α-factor) over this length is significant enough to achieve a large variable phase change range. However, we should emphasize that our present model does not include ASE noise, which is expected to limit the gain and phase shift for long devices [15].

IV. PERTURBATION ANALYSIS AND DISCUSSION

In order to gain a better understanding of the physical effects resulting in the large impact of optical filtering on the microwave phase shift, for example, the large phase change shown in Fig. 2 by tuning input optical power, it is helpful to further simplify the model. Therefore, we investigate the filter-assisted phase shift by perturbation analysis. For simplicity, we assume that the input optical signal satisfies $|u(0)| = u(0) = \varepsilon$ and $|v(0)| = 0$ as an pure AM signal with amplitude $\varepsilon$ normalized to the carrier. Internal loss is also neglected.

Fig. 4 Phase shifts versus linewidth enhancement factor $\alpha$ in an SOA with different optical filtering schemes for (a) $\tau_c = 100$ ps and (b) $\tau_c = 50$ ps. The numerical results are for a pure AM input signal at a modulation frequency of 10 GHz with different normalized input power $S(0)$: 0.01 (dotted line), 0.03 (dashed line), 0.1 (solid line), and 1 (dash-dotted line). Main model parameters: $\Gamma_{DG}L = 5.75$, $\alpha_{DG}L = 2.75$. Phase shift is relative to the value at minimum input optical power with zero value of $\alpha$.

Fig. 5. Phase shift versus modal gain in an SOA with different optical filtering schemes. The numerical results for a pure AM input signal at a modulation frequency 10 GHz with different normalized optical power $S(0)$: 0.01 (dotted line), 0.1 (dashed line), 1 (solid line), and 5 (dash-dotted line). Main model parameters: $\tau_c = 100$ ps, $\alpha = 6$. $L = 500$ µm. $\alpha_{eff} = 55$ cm$^{-1}$. Phase shift is relative to the value at zero modal gain.
When both sidebands are detected after the SOA, the phase shift becomes \( \delta \phi = \arg \{ 1 + \delta \gamma_1 + i \delta \beta_1 \} \), indicating that the influence from the refractive index dynamics is cancelled.

When employing an optical filter to block the red-shifted sideband before detection, the phase shift, \( \delta \phi_{+1} = \arg \{ 1 + \delta \gamma_1 + \alpha \delta \beta_1 + i (\delta \beta_1 - \alpha \delta \gamma_1) \} \), includes a contribution \( -\alpha \delta \gamma_1 \), corresponding to an additional delay (positive phase shift) for positive \( \alpha \)-factor. If the blue-shifted sideband is blocked before detection, the phase shift \( \delta \phi_{-1} = \arg \{ 1 + \delta \gamma_1 - \alpha \delta \beta_1 + i (\delta \beta_1 + \alpha \delta \gamma_1) \} \) instead contains a term \( \alpha \delta \gamma_1 \), corresponding to an additional advance.

When the semiconductor waveguide devices are biased in the absorption regime, the sign of the corresponding phase shift will be flipped as in Fig. 5.

**B. Perturbation Analysis Including Propagation Effects**

For an SOA device with given length \( L \), the vision of perturbation analysis should be extended to take into account propagation effects. The optical pump power levels at the input and output of SOA satisfy the relation

\[
S(L) = S(0)T_{\text{sat}}.
\]

Here, \( T_{\text{sat}} = F(L) + F(L)^* \) is the saturated value of the transmission. For a small perturbation of input power \( \delta S \), the output power satisfies the relation

\[
S(L) + \delta S_{\text{out}} = (S(0) + \delta S) \left( T_{\text{sat}} + \frac{\partial T_{\text{sat}}}{\partial S} \delta S \right)
\]

\[
\approx S(0)T_{\text{sat}} + \delta S \left( T_{\text{sat}} + S(0) \frac{\partial T_{\text{sat}}}{\partial S} \right)
\]

(17)

where \( \delta S_{\text{out}} \) is the resulting perturbation of the output power. The corresponding change of \( H(L) \) is

\[
\delta H(L) \equiv \delta \gamma_1(L) + i \delta \beta_1(L) = H(L)|_{S(0)+\delta S} - H(L)|_{S(0)}
\]

(18)

where

\[
\frac{\delta \gamma_1(L)}{\delta S} = \frac{P_{\text{sat}}}{(1+S(0))^2 + (\Omega_r)^2} \frac{1+S(L)}{1+S(L)^2 + (\Omega_r)^2} \times \left( T_{\text{sat}} + S(0) \frac{\partial T_{\text{sat}}}{\partial S} \right)
\]

\[
\frac{\delta \beta_1(L)}{\delta S} = \frac{\Omega_r}{(1+S(0))^2 + (\Omega_r)^2} \times \left( T_{\text{sat}} + S(0) \frac{\partial T_{\text{sat}}}{\partial S} \right)
\]

(19)

The electric fields after the amplification and interaction in the SOA are based on (5) as

\[
\begin{align*}
\mathbf{E}_{+1}(L, \delta S) & = \mathbf{E}_0 \left[ 1 + \frac{(1+S(0))}{(1+S(L))} \right] + i \mathbf{E}_0 \left[ 1 - \frac{(1+S(0))}{(1+S(L))} \right] \\
\mathbf{E}_{-1}(L, \delta S) & = \mathbf{E}_0 \left[ 1 + \frac{(1+S(0))}{(1+S(L))} \right] - i \mathbf{E}_0 \left[ 1 - \frac{(1+S(0))}{(1+S(L))} \right]
\end{align*}
\]

(20)

The perturbations \( e^{H(L)}(e^{H(L)} - 1) (\pm i \alpha) \) induced by the gain grating and the refractive index grating can alter the amplitude and phase of the corresponding electric fields destructively (or constructively) when the perturbations are out of phase (or in phase) compared with the complex amplification terms \( e^{H(L)} \mp i \alpha (1 - e^{H(L)}) \). As the destructive addition turns to the

---

**Fig. 6.** Phase shift versus waveguide length in an SOA with different optical filtering schemes. The numerical results for a pure AM input signal at a modulation frequency 10 GHz with different normalized optical power \( S(0); 0.01 \) (dotted line), 0.1 (dashed line), 0.3 (solid line), and 1 (dash-dotted line). Main model parameters: \( \tau_c = 100 \text{ ps}, \alpha = 6, T_{\text{sat}} = 115 \text{ cm} \text{ s}^{-1} \), and \( \alpha_{\text{int}} = 55 \text{ cm} \text{ s}^{-1} \). Phase shift is relative to the value at zero waveguide length.

**Fig. 7.** Illustration of perturbation without spatial variation in an SOA.
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**A. Perturbation Without Spatial Variation**

First, the enhancement of the phase shift by the optical filtering can be qualitatively understood from a perturbation treatment of the FWM in the limit of relatively small propagation length \( \delta L \) [20]. This is equivalent to investigating the role of the gain grating and the refractive index grating as material response without spatial variation along the propagation coordinate.

We may obtain the electric fields after the amplification and interaction in the SOA based on (5) as

\[
\begin{align*}
\mathbf{E}_{+1}(\delta L) & = \left[ 1 + \frac{1}{(1+S(L))^2 + (\Omega_r)^2} \right] \mathbf{E}_0 (1+S(0)) - i \left[ 1 - \frac{1}{(1+S(L))^2 + (\Omega_r)^2} \right] \mathbf{E}_0 (1+S(0)) \\
\mathbf{E}_{-1}(\delta L) & = \left[ 1 + \frac{1}{(1+S(L))^2 + (\Omega_r)^2} \right] \mathbf{E}_0 (1+S(0)) + i \left[ 1 - \frac{1}{(1+S(L))^2 + (\Omega_r)^2} \right] \mathbf{E}_0 (1+S(0))
\end{align*}
\]

(14)

where

\[
\begin{align*}
\delta \gamma_1 & = -g_{\text{sat}} \frac{(1+S(L))}{(1+S(0))^2 + (\Omega_r)^2} \delta L \\
\delta \beta_1 & = -g_{\text{sat}} \frac{(1+S(L))}{(1+S(0))^2 + (\Omega_r)^2} \delta L
\end{align*}
\]

(15)

It is seen that both \( \delta \gamma_1 \) and \( \delta \beta_1 \) are negative for an SOA with positive gain. The perturbations with \( \alpha \)-factor, which indicate the sign of the corresponding phase changes, can be illustrated as a phasor diagram in Fig. 7.
constructive one, the perturbations thus lead to a dip of the related ac power, as seen in Fig. 2.

Using (9), (11), and (13) for the different cases of filtering, the corresponding phase changes $\delta \varphi$ can be expressed as

$$\delta \varphi = \arg \left\{ |A|^2 + \Delta \right\}. \quad (21)$$

1) Without optical filtering before photodetection

$$\begin{align*}
|\Delta|^2 &= |e^{i\delta L}|^2 \\
\Delta &= (e^{i\delta L} - 1) \cdot |e^{i\delta L}|^2 \quad (22)
\end{align*}$$

2) Red-shifted sideband

$$\begin{align*}
|\Delta|^2 &= |(e^{i\delta L} - i\alpha (1 - e^{i\delta L}))|^2 \\
\Delta &= (e^{i\delta L} - i\alpha (1 - e^{i\delta L})) \cdot |e^{i\delta L}|^2. \quad (23)
\end{align*}$$

3) Blue-shifted sideband

$$\begin{align*}
|\Delta|^2 &= |(e^{i\delta L} + i\alpha (1 - e^{i\delta L}))|^2 \\
\Delta &= (e^{i\delta L} + i\alpha (1 - e^{i\delta L})) \cdot |e^{i\delta L}|^2. \quad (24)
\end{align*}$$

Here, $|A|$ indicates the absolute value of the complex amplification without perturbation and $\Delta$ is the perturbation term. For a pure AM input signal, $|A|$ is correlated to the modulation index and ac power of the output optical signal into the photodetector.

To the first order in $\delta S$, we have

$$e^{i\delta L} - 1 \approx (1 + i\alpha) (\delta \gamma_1(L) + \alpha \delta \beta_3(L)) + i\alpha \delta \gamma_2(L). \quad (25)$$

Here, we illustrate the perturbation results including propagation effects based on (21) as a phasor diagram in Fig. 8(a). The value of $\arg \{\Delta\}$ determines the sign of $\delta \varphi$: A value between 0 and $\pi$ for $\arg \{\Delta\}$ introduces a positive phase change of $\delta \varphi$ (phase delay); a value between $-\pi$ and 0 for $\arg \{\Delta\}$ introduces a negative phase change of $\delta \varphi$ (phase advance). For a perturbation with unit amplitude $|\Delta|$, a larger phase change of $\delta \varphi$ is expected with a smaller $|A|$ value. By employing optical filtering, both $\Delta$ and $|A|$ are significantly influenced by $\alpha$-factor as well as $\delta \gamma_1(L)$, $\delta \beta_3(L)$, and $H(L)$. In Fig. 8(b), a numerical example of (21) in an SOA is used to illustrate the complex situation, whereas only the electric field of blue-shifted sideband evolves from destructively to constructively. When the red-shifted sideband is blocked, the large phase change can thus be achieved around the dip of $|A|$. This also reveals the correlation between the large phase change and the dip in ac power seen in the numerical and experimental results as shown in Fig. 2.

When the device length is approaching zero, corresponding to $|H(L)| \approx 0$ and $|A| \approx 1$, this perturbation analysis is consistent with the simple interpretation of phase delay and advance without spatial variation in Section IV-A.

The perturbation analysis used here may also be used to analyze the role of the phase difference between different frequency components of the input optical signal, which will become increasingly important in practice. Such a phase difference may appear due to chirp in the modulator or dispersion in the optical path before the SOA. As far as modeling in the regime of weak modulation is concerned, a change of the phase difference does not change the gain grating or refractive index grating in the SOA from the case of pure AM signal, as seen in (7). However, the amplitude and phase of the electric fields are influenced by such a change of phase difference, based on (5), and thus the final filter-assisted phase delay or advance can be modified.

V. CONCLUSION

We have theoretically investigated the physical effects of CPO that contribute to microwave phase shifts in semiconductor optical waveguides, in particular analyzing the influence of optical filtering. The semi-analytical solution accounts for the evolution of the electric fields with complex amplification factors, which are spatial integrals of spatially varying gain and refractive index gratings. When optical filtering is included to selectively suppress a sideband of the optical signal before photodetection the refractive index grating becomes important and leads to the observation of both phase delay and phase advance. In the small signal regime, the strength of the gain grating is influenced by the input optical power (optical intensity control), modulation frequency/carrier lifetime (frequency detuning), modal gain/internal loss (electrical bias/current control). The strength of the refractive index grating is quantified by the $\alpha$-factor, which means that the influence of optical filtering can be increased significantly in QW and bulk devices, while QD devices with low $\alpha$-factor are expected to show a smaller influence from filtering. A large phase shift is achievable at higher modulation frequency with a moderate small signal device gain when properly exploiting optical filtering. Furthermore, the effects of phase difference between different frequency
components of the input optical signal on the measured microwave phase shift adds the potential to further influence the filter-assisted phase shifts.

The phase-shifting effect induced by optical filtering is qualitatively explained by a simple perturbation approach. This approximate approach provides a simple physical explanation of the large difference, seen in both experiments and numerical simulations, between filtering the red and blue modulation sidebands.

**APPENDIX**

**GENERAL SOLUTION**

Based on (2), the propagation equation for \( S \) is

\[
\frac{dS}{dz} = (\gamma_0 + \gamma_0^s) S. \tag{A1}
\]

The propagation equation of \( E_0 \) can be transformed by substituting variable \( z \) with normalized optical intensity \( S \) as

\[
\frac{dE_0}{dS} = \frac{\gamma_0}{(\gamma_0 + \gamma_0^s)} E_0 = 0 \tag{A2}
\]

which can be solved for \( E_0 \) to obtain

\[
E_0(z) = E_0(0)e^{F(z)}; \tag{A3}
\]

\[
F(z) = \int_{S(0)}^{S(z)} \frac{\gamma_0}{(\gamma_0 + \gamma_0^s)} S' dS' = \frac{1}{2} \left( \frac{a_{\text{int}} - \Gamma g_{0} + i \Gamma g_{0} \alpha}{a_{\text{int}} - \Gamma g_{0}} \right) \ln \left( \frac{S(z)}{S(0)} \right) - \frac{1}{2} \left( \frac{a_{\text{int}} - \Gamma g_{0} + i \Gamma g_{0} \alpha}{a_{\text{int}} - \Gamma g_{0}} \right) \ln \left( \frac{a_{\text{int}} - \Gamma g_{0} + a_{\text{int}} S(z)}{a_{\text{int}} - \Gamma g_{0} + a_{\text{int}} S(0)} \right). \tag{A4}
\]

Here, \( S(z) \) and \( S(0) \) are the output and input power of \( S \), which can easily be related numerically by (A1). We can also keep the function \( F(z) \) in the form of an integral over the propagation length \( z \) in SOA with implicit relation between power \( S \) and propagation length \( z \) as:

\[
F(z) = \int_{0}^{z} \gamma_0 dz'. \tag{A5}
\]

Here, we introduce the new normalized complex amplitude \( \tilde{E}_{\pm 1} \)

\[
\tilde{E}_{\pm 1} = \tilde{E}_{\pm 1} e^{F(z)}. \tag{A6}
\]

Inserting \( \tilde{E}_{\pm 1} \) into the propagation equations of \( E_{\pm 1} \), when \( |e^{F(z)}| \neq 0 \) and \( |E_{0}(0)| \neq E_{0}(0) \), we have a new set of propagation equations of \( \tilde{E}_{\pm 1} \)

\[
\begin{aligned}
\frac{d\tilde{E}_{-1}}{dz} &= \xi_{-1} \left( \tilde{E}_{-1} + \tilde{E}_{+1} \right) |E_{0}(z)|^2, \\
\frac{d\tilde{E}_{+1}}{dz} &= \xi_{+1} \left( \tilde{E}_{+1} + \tilde{E}_{-1} \right) |E_{0}(z)|^2.
\end{aligned} \tag{A7}
\]

By defining an extra pair of variables

\[
\begin{aligned}
\{ u &= \tilde{E}_{+1} + \tilde{E}_{-1} \\
v &= \tilde{E}_{+1} - \tilde{E}_{-1}
\end{aligned} \tag{A8}
\]

We have

\[
\begin{aligned}
\frac{du}{dz} &= (\xi_{+1} + \xi_{-1}) |E_{0}(z)|^2 u, \\
\frac{dv}{dz} &= -i\alpha (\xi_{+1} + \xi_{-1}) |E_{0}(z)|^2 v.
\end{aligned} \tag{A9}
\]

A propagation equation of the form

\[
\frac{du}{dS} = P_{\text{sat}} \frac{(\xi_{+1} + \xi_{-1}) S}{(\gamma_0 + \gamma_0^s)} - u = 0 \tag{A10}
\]

can be solved for \( u, v \) to obtain

\[
\begin{aligned}
u(z) &= u(0)e^{H(z)} \\
v(z) &= v(0) + i\alpha u(0) (1 - e^{H(z)}).
\end{aligned} \tag{A11}
\]

where

\[
H(z) \equiv \gamma_1 + i\beta_1 = P_{\text{sat}} \int_{S(0)}^{S(z)} \left( \frac{(\xi_{+1} + \xi_{-1}) S'}{(\gamma_0 + \gamma_0^s)} dS' \right) \tag{A12}
\]

\[
\gamma_1 = \Gamma g_{0} \left[ \frac{a_{\text{int}} \tau_{s}^2 \Omega^2}{\tau_{s} \Omega((\Gamma g_{0})^2 + a_{\text{int}}^2 \tau_{s}^2 \Omega^2)} \times \frac{\Omega \tau_{s} (S(z) - S(0))}{(\Omega \tau_{s}^2 + (1 + S(z))(1 + S(0)))} \right] + \Gamma g_{0} \left[ \frac{\Omega \tau_{s} (S(z) - S(0))}{(\Omega \tau_{s}^2 + (1 + S(z))(1 + S(0)))} \right]
\]

\[
+ \frac{1}{2} \left( \frac{a_{\text{int}} - \Gamma g_{0} + a_{\text{int}} S(z)}{a_{\text{int}} - \Gamma g_{0} + a_{\text{int}} S(0)} \right) \times \ln \left( \frac{1 + 2S(z) + S(z)^2 + \tau_{s}^2 \Omega^2}{1 + 2S(0) + S(0)^2 + \tau_{s}^2 \Omega^2} \right). \tag{A13}
\]

This result is equivalent to the semi-analytical solution for the time delay given in [6]. When the internal loss \( a_{\text{int}} \) is neglected, (A13) is equivalent to the semi-analytical solution for the time delay given in [5].

The function \( H(z) \) can be kept in the form of an integral over the propagation length \( z \) with implicit relations between power \( S \) and propagation length \( z \)

\[
H(z) = P_{\text{sat}} \int_{0}^{z} \left( \xi_{+1} u + \xi_{-1} v \right) S dz'. \tag{A14}
\]
Thus a general solution to the evolution of electric fields in SOA is

\[
\begin{align*}
E_0(z) &= E_0(0)e^{F(z)} \\
E_1(z) &= \frac{1}{2} \mu(0) \left[ e^{H(z)} + i \alpha \left( 1 - e^{H(z)} \right) \right] \quad \text{(A15)}
\end{align*}
\]
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