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We discuss the stability of highly localized, “breatherlike,” excitations in discrete nonlinear lattices under the influence of thermal fluctuations. The particular model considered is the discrete nonlinear Schrödinger equation in the regime of high nonlinearity, where temperature effects are included as multiplicative white noise and nonlinear damping. Numerical analysis shows that the lifetime of the breather is always finite and, in a large parameter regime, inversely proportional to the noise variance for fixed damping and nonlinearity. We also find that the decay rate of the breather decreases with increasing nonlinearity and with increasing damping. Using a collective-coordinate approximation, we show how the qualitative features of the numerical results can be analytically understood. Finally, in the dimer case we show that the multiplicative noise can be transformed into additive noise, and an exact stationary solution to the Fokker-Planck equation is obtained. From this solution, the dimer system is found to exhibit a noise (temperature) induced phase transition.
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I. INTRODUCTION

The existence of highly localized, time-periodic solutions in lattice equations with large nonlinearity is by now a well established fact.1–4 These solutions have been termed intrinsically localized modes, reflecting the fact that no external defects are needed for their creation, or discrete breathers, in analogy with the well-known solutions to integrable nonlinear partial differential equations, which have similar properties. In the particular case of the one-dimensional (1D) discrete nonlinear Schrödinger (DNLS) equation, which will be considered in this paper, the creation of these modes is an example of the well-known discrete self-trapping (DST) phenomenon,5,6,7 by which an initially localized excitation remains localized around the initially excited site for all times. For this reason, a class of equations including the DNLS equation has also been termed the DST equation.8 The DST phenomenon has been used to model energy localization in a large number of physical contexts, such as polaron formation in electron-lattice coupled systems,8 localization of vibrational energy in proteins,9 and localization of optical beams in nonlinear waveguide arrays.10 The discrete breathers have also been found11–13 to play an important part as final states in the “quasicollapse” process, which is the discrete analog to the ordinary collapse phenomenon occurring in the continuum nonlinear Schrödinger (NLS) equation in dimensions larger than 1 or with higher degree nonlinearities.14 Since the 2D DNLS equation also has been used to describe exciton dynamics in models for so-called Scheibe aggregates in molecular thin films,15,16 the discrete breathers may be of importance also in this context.

A frequently used method to take into account effects of finite temperature in models describing a quantum quasiparticle (electron or exciton) interacting with lattice vibrations is to add white noise and damping to the lattice equations,16–18 thereby turning these into Langevin equations. As was shown in Ref. 16, the coupled exciton-phonon equations can under certain approximations be reduced to a single DNLS equation describing the exciton dynamics, where the effects of thermal fluctuations of the phonons appear as a multiplicative noise term. The spectrum of the noise will then in general be colored, but by assuming short correlation times, it can be treated as white in a first approximation. However, as was recently shown,19 in order to take proper account of the damping of the phonon system, it is necessary (at least when the white-noise approximation is made) to also include a nonlinear damping term in the exciton equation. With this inclusion, it was shown that under certain conditions an energy balance may be established in the exciton system.

In this paper, we will consider the 1D DNLS equation with multiplicative noise and nonlinear damping included, and investigate how the inclusion of these terms affects the discrete breathers. The restriction to 1D is mainly for numerical convenience; similar results are expected also in two and three dimensions. Results for the numerical integration of the resulting system of stochastic differential equations are discussed in Sec. II, while in Sec. III a collective-coordinate approach is used to obtain approximate analytical results. In Sec. IV we discuss the particular case when the system only contains two sites (the DNLS dimer), for which some exact analytical results can be obtained. Finally, Sec. V contains some concluding remarks.

II. NUMERICAL ANALYSIS

The form of the DNLS equation to be considered here is

$$i \dot{\psi}_n + J(\psi_{n+1} + \psi_{n-1}) + \gamma|\psi_n|^2\psi_n - \eta\psi_n \frac{d}{dt}[|\psi_n(t)|^2]$$
\[ + h_n(t) \psi_n = 0, \]  
where the last two terms describe nonlinear damping and multiplicative Gaussian white noise, respectively. The noise is assumed to have zero mean and variance \(2D\), i.e.,

\[ \langle h_n(t) \rangle = 0, \quad \langle h_n(t) h_m(t') \rangle = 2D \delta(t-t') \delta_{nn'}. \]  

The Hamiltonian is assumed to have zero mean and variance \(2M\), i.e.,

\[ \langle \hat{H}_n \rangle = 0, \quad \langle \hat{H}_n(\hat{H}_m) \rangle = 2M \delta(n-m) \delta_{nn'}. \]  

As was shown in Ref. 19, Eq. (1) can be derived from the following equations modeling a quasiparticle (e.g., electron or exciton) interacting with an optical phonon field in contact with a heat bath (in units with \(\hbar = 1\)):

\[ i \dot{\psi}_n + J(\psi_{n+1} + \psi_{n-1}) + \chi u_n \psi_n = 0, \]  

\[ M \dot{u}_n + M \lambda \dot{\psi}_n + M \omega_0^2 u_n - \chi |\psi_n|^2 = \eta_n(t). \]  

Here \(\psi_n\) is the complex amplitude of the quasiparticle wave function at site \(n\) and \(u_n\) represents the elastic degree of freedom at site \(n\). Furthermore, \(J\) is the nearest-neighbor hopping constant, \(\chi\) is the coupling constant between the quasiparticle and the phonons, \(M\) is the molecular mass, \(\lambda\) is a damping coefficient, \(\omega_0\) is the Einstein frequency of each oscillator, and \(\eta_n(t)\) is a stochastic force acting on the phonon system. The variance of the stochastic force should be related to the temperature \(T\) and the damping coefficient \(\lambda\) according to the fluctuation-dissipation theorem in order to drive the system into thermal equilibrium. Under the assumptions made in Refs. 16 and 19, the most important being that the quasiparticle field should vary slowly in time compared with the lattice vibrations, Eq. (1) was obtained \(^{19}\) with the following relations between the parameters:

\[ \gamma = \frac{\chi^2}{M \omega_0^2}, \quad \eta = \frac{\lambda}{\omega_0^2}, \quad D = \eta k_B T, \]  

where \(k_B\) is Boltzmann’s constant.

It is important to note that also in the presence of noise and nonlinear damping, the DNLS equation (1) still has one conserved quantity, namely, the norm (excitation number) \(N\) of the solution defined as

\[ N = \sum_n |\psi_n|^2. \]  

However, the Hamiltonian \(\mathcal{H}\), defined as

\[ \mathcal{H} = -J \sum_n (\psi_n \psi^*_n + \psi^*_n \psi_{n+1}) - \frac{\gamma}{2} \sum_n |\psi_n|^4, \]  

which is the second conserved quantity for the unperturbed DNLS equation, will in the presence of noise and damping, as in Eq. (1), no longer be conserved. Instead, its time evolution will be determined by

\[ \frac{d\mathcal{H}}{dt} = -\eta \sum_n \left( \frac{d}{dt} (|\psi_n|^2) \right)^2 + \sum_n h_n(t) \frac{d}{dt} (|\psi_n|^2). \]  

Considering the ensemble average of this equation, we find that the damping and noise terms will in average provide dissipation and input of energy to the system, respectively.

In our numerical simulations, we have without loss of generality chosen the quasiparticle wave function to be normalized, i.e., \(N=1\) (results for arbitrary \(N\) are simply obtained by the rescaling \(\gamma \to N \gamma, \eta \to \eta N\)). Furthermore, we define the energy (or time) scale by fixing the hopping constant to \(J = 1\). Finally, we choose the initial condition to be a single-site excitation at site \(n_0\), i.e.,

\[ \psi_n(0) = \delta_{n,n_0}. \]  

With this choice of initial condition, it has previously been found \(^{6,7,20}\) that in the absence of noise and damping the DNLS equation exhibits a self-trapping transition when \(\gamma = \gamma_c \approx 3.5\), so that when \(\gamma > \gamma_c\), the initial-site probability \(\langle |\psi_{n_0}|^2 \rangle\) will always be nonzero. As \(\gamma\) is increased beyond \(\gamma_c\), the total norm of the excitation trapped around the initial site increases and the width of the excitation decreases. In the calculations reported here, we consider nonlinearities \(\gamma = 5\), for which the trapped excitation has a highly discrete breathelike nature (for \(\gamma = 5\), the breather is mainly localized on the initial site and its two neighboring sites, and the stationary value of the initial-site probability in the absence of noise and damping is found to be approximately 0.77).

An illustration of how the presence of noise in Eq. (1) affects the DNLS breather is given in Fig. 1. As the figure shows, the main effect of the noise is initially to cause a slow decrease of the breather amplitude. This slow decrease continues until the initial-site probability has reached approximately half of its initial value, at which point the breather is rapidly destroyed. The long-time behavior is then found to be diffusive, similar to what is seen in the linear system (\(\gamma = 0\)). The result presented in Fig. 1, as well as all other numerical results reported here, has been obtained by numerical integration of Eq. (1) using a stochastic version of the fourth-order Runge-Kutta-Merson algorithm \(^{21,22}\) making sure that the statistical properties of the solution remain invariant under changes of the size of the time steps.

By a systematic investigation of the numerical solutions to Eq. (1) for different values of \(\gamma, \eta,\) and \(D\), we have found that the behavior shown in Fig. 1 appears to be generic. The lifetime of the breather is always finite, but increases when (a) the nonlinearity \(\gamma\) is increased, (b) the nonlinear damping \(\eta\) is increased, and (c) the noise variance \(D\) is decreased. This can be seen from Fig. 2, which shows some typical examples of how the initial-site probability varies with time for different values of the parameters. (In all cases, we have made sure that the system size is large enough, so that boundary effects can be neglected in the time regime shown in the figures.) The typical scenario is the following: After a short
probability rapidly drops to values close to zero, and the breather is destroyed. From this point on, the system behaves approximately as a linear system (i.e., diffusively), and the initial-site probability decays in average as \( t^{-1/2} \) just as for an ordinary random-walk process.

The results from a more quantitative numerical analysis of the decay rate of the breather as a function of the parameters \( \gamma \), \( \eta \), and \( D \), obtained by averaging over different realizations of the noise, are displayed in Fig. 3. The decay rate \( \kappa \) is here defined as the mean value of \((-d/dt)(\langle |\psi_{n_0}|^2 \rangle)\) in the time interval of almost linear decay. [From the values of \( \kappa \), the approximate lifetime \( t_L \) of the breather can then be obtained as \( t_L \approx 1/(2\kappa) \), as discussed above.] From the results shown in Fig. 3(a), as well as from similar results obtained for a number of other values of the parameters, we conclude that the decay rate appears to be proportional to the variance of the noise over a large parameter region. (Although no error bars are plotted in Fig. 3, we estimate the maximum error in each data point to be approximately 5–10%. The errors are mainly due to the computational limits of the number of samples used in the averaging procedures.) We found this proportionality to be valid as long as the noise is weak enough not to affect the creation of the breather considerably (the upper limit on \( D \) for this regime depends on \( \gamma \) and \( \eta \). If the noise is too strong, no breatherlike state will be created, and the diffusive spreading starts immediately.

Also, as is shown in Fig. 3(b), the decay rate is for fixed \( D \) and \( \eta \) approximately proportional to \( \gamma^{-2} \) in the studied parameter range, while the data in Fig. 3(c) showing the variation of \( \kappa \) with \( \eta \) do not seem to follow any simple scaling law. As we will see in the next section, the numerically found dependence of the decay rate on \( D \) and \( \gamma \) agrees qualitatively with the approximate analytical results that can be obtained using the method of collective coordinates.

III. COLLECTIVE COORDINATE APPROACH

In this section, we will use the method of collective coordinates in order to gain some analytical understanding for how the presence of noise and nonlinear damping will affect the breather solutions to Eq. (1). The starting point of this method is to choose a localized self-similar trial function which is close to the exact solution in the absence of noise and damping, and contains a number of parameters which become time dependent due to the perturbations. In our case, we find a trial function of the form

\[
\psi_n(t) = A(t) e^{i \alpha t} |n|^{2-\beta(t)|n|}
\]  

(10)

to be appropriate. Here the parameter \( A \) determines the complex amplitude of the wave function, while the real parameters \( \alpha \) and \( \beta \) determine the phase chirp and width of the wave function, respectively. (The initial site is here chosen for convenience as \( n_0 = 0 \), without loss of generality.) This choice of trial function is motivated by the fact that in the absence of noise, the exact stationary breather solution to Eq. (1) becomes exponentially decaying in the high-nonlinearity regime. Thus, with \( \alpha = 0 \), our trial function approaches in the limit of large nonlinearity the exact breather solution to the noise-free DNLS equation. The particular form of phase
chirp included in Eq. (10) was mainly inspired by previous work on the continuous NLS equation, where collective coordinate approaches using this kind of phase chirp have turned out to be successful.\textsuperscript{24,25,19} In the presence of weak noise, we can expect Eq. (10) to give an approximate representation of the breather in the time regime following shortly after its creation, i.e., when the decoherence caused by the noise is still small enough to be neglected. Using the normalization condition \( N=1 \), with \( N \) defined as in Eq. (6), the relation between the parameters \( A \) and \( \beta \) is found to be

\[
|A(t)|^2 = \tanh(\beta(t)).
\]

In order to derive differential equations determining the time evolution of the remaining two independent parameters, we choose to work with the variable \( q \) instead of \( \beta \), where \( q \) is defined as

\[
q(t) = \frac{1}{2 \sinh^2(\beta(t))}.
\]

We will first consider the case when the nonlinear damping \( \gamma \) is zero. In this case, we can use the Lagrangian \( L \),

\[
L = \frac{i}{2} \sum_n (\psi_n \psi_n - \psi_n^* \psi_n) + J \sum_n (\psi_n \psi_{n+1}^* + \psi_n^* \psi_{n+1})
\]

\[
+ \frac{\gamma}{2} \sum_n |\psi_n|^4 + \sum_n h_n(t)|\psi_n|^2,
\]

(13)

to derive a pair of coupled first-order differential equations for \( \alpha \) and \( q \) using the Euler-Lagrange equations. After a subsequent transformation of the noise term, which leaves the Fokker-Planck equation for the relevant probability density invariant and therefore gives an equivalent description of the process (similar transformations were performed in Refs. 19 and 25), the two equations take the form

\[
\dot{q} = \frac{2J \sqrt{2q} \sin \alpha}{\sqrt{1 + 2q}} \frac{1 + 4q - 2q \sin^2 \alpha}{(1 + 2q \sin^2 \alpha)^{3/2}}
\]

(14)

\[
\dot{\alpha} = \frac{2J \cos \alpha (1 - 2q \sin^2 \alpha - 8q^2 \sin^2 \alpha)}{\sqrt{2q(1 + 2q)^{3/2}(1 + 2q \sin^2 \alpha)^2}} \frac{\gamma (2 + q)}{2 (1 + 2q)^{3/2}}
\]

\[
+ \frac{3 + q}{2(1 + 2q)^{3/2}} h(t),
\]

(15)

where the noise \( h(t) \) now only depends on time and has the autocorrelation

\[
\langle h(t) h(t') \rangle = 2D \delta(t-t').
\]

(16)

We note that the variables \( \alpha \) and \( q \) are canonically conjugated, in the sense that with the Hamiltonian \( \mathcal{H} \) defined as in Eq. (7), Eqs. (14) and (15) can be written as

\[
\dot{q} = \frac{\partial \mathcal{H}}{\partial \dot{\alpha}}, \quad \dot{\alpha} = \frac{\partial \mathcal{H}}{\partial q} + \sqrt{\frac{3 + q}{2(1 + 2q)^{3/2}}} h(t),
\]

(17)

where

\[
\mathcal{H} = \frac{2J \sqrt{2q} \cos \alpha}{(1 + 2q \sin^2 \alpha)^{1/2}} \frac{\gamma}{2} \frac{1 + q}{(1 + 2q)^{3/2}}.
\]

(18)

We can now also include the nonlinear damping in the collective-coordinate equations (17), by using the fact that the Hamiltonian should fulfill the conservation law (8). By explicit calculation using the trial function (10), we find that

FIG. 3. Quantitative dependence of the decay rate of the breather \( \kappa \) as a function of (a) noise strength \( D \), (b) nonlinearity parameter \( \gamma \), and (c) nonlinear damping parameter \( \eta \). In (a), \( \eta=0.1 \) for both curves, and in (c), \( D=0.05 \) for both curves; other parameter values are as indicated in the figures.
the energy conservation law will be fulfilled if a friction term is added to Eq. (15), so that the two equations for \( q \) and \( \alpha \) will take the form

\[
\dot{q} = \frac{\partial H}{\partial \alpha}, \quad \dot{\alpha} = -\frac{\partial H}{\partial q} - \frac{\eta}{2} \frac{3 + q}{(1 + 2q)^{3/2}} + \sqrt{\frac{3 + q}{2(1 + 2q)^{3/2}}} h(t). \tag{19}
\]

Equations (19) are the basic evolution equations for the collective-coordinate parameters, and they are exact as long as the description in terms of the self-similar trial function (10) is valid. In order to obtain an analytical estimate for the decay rate of the breather, we will now consider the case of strongly localized excitations, i.e., large nonlinearity \( \gamma \). Let us introduce the probability density \( P(\mathcal{J}, \omega, t) \) and obtain that

\[
\dot{\mathcal{J}} = -\frac{12 \eta J^2}{\gamma} \mathcal{J} \cos^2 w + \sqrt{6 \mathcal{J}} \cos(w) h(t), \tag{28}
\]

\[
\dot{w} = \frac{6 \eta J^2}{\gamma} - (\sqrt{\mathcal{J}} \sin w) \cos w - \sqrt{\frac{3}{2}} \left( 1 + \frac{\sin w}{\sqrt{\mathcal{J}}} \right) h(t). \tag{29}
\]

We see that when the nonlinearity parameter \( \gamma \) is large and the intensity of noise \( (D) \) is small, the quantities \( \mathcal{J}(t) \) and \( \omega(t) = w + \gamma t \) are slowly varying functions.

Let us introduce the probability density \( P(\mathcal{J}, \omega, t) = (\delta(\mathcal{J} - \mathcal{J}(t)) \delta(\omega - \omega(t))) \). Using standard techniques, we find from Eqs. (28) and (29) that the Fokker-Planck equation for \( P(\mathcal{J}, \omega, t) \) has the form

\[
\partial_t P = \frac{12 \eta J^2}{\gamma} \frac{\partial}{\partial \mathcal{J}} [\mathcal{J} \cos^2(w) P] - \frac{6 \eta J^2}{\gamma} \frac{\partial}{\partial \omega} [(\sqrt{\mathcal{J}} + \sin w) \cos(w) P] + \left[ \frac{\partial}{\partial \mathcal{J}} \sqrt{6 \mathcal{J}} \cos w - \frac{\partial}{\partial \omega} \sqrt{\frac{3}{2}} \left( 1 + \frac{\sin w}{\sqrt{\mathcal{J}}} \right) \right] P, \tag{30}
\]

where \( w = \omega + \gamma t \). The right-hand side of Eq. (30) contains rapidly oscillating functions \( \cos(\omega t + \gamma t) \) and \( \sin(\omega t + \gamma t) \).

We can average this equation with respect to these oscillations (or, in other words, use the Bogolyubov-Mitropolsky averaging procedure; see, e.g., Ref. 26) and obtain

\[
\dot{\mathcal{J}} = 6 \eta J^2 \frac{\partial}{\partial \mathcal{J}} (\mathcal{J} P) + 3D \frac{\partial}{\partial \mathcal{J}} \left( \frac{\partial P}{\partial \mathcal{J}} \right)
\]

\[
+ \frac{3}{\gamma} \left( 1 + \frac{2}{\mathcal{J}} \right) \frac{\partial^2 P}{\partial \omega^2}.
\tag{31}
\]

Equation (31) describes the averaged dynamics of the system under the influence of noise. However, since we are mainly interested in the behavior of the quantity

\[
\langle |\psi_0(t)|^2 \rangle = \langle |A(t)|^2 \rangle = \langle (1 + 2q)^{-1/2} \rangle,
\tag{32}
\]

which is measured in our numerical simulations in Sec. II, we do not need to solve Eq. (31). Indeed, it follows from Eq. (26) that

\[
\langle (1 + 2q)^{-1/2} \rangle \approx 1 - \frac{2 J^2}{\gamma^2} - \frac{2 J^2}{\gamma^2} \langle \mathcal{J} \rangle,
\tag{33}
\]

where

\[
\langle \mathcal{J} \rangle = \int_0^\infty d\mathcal{J} \int_0^{2\pi} d\omega \mathcal{J} P(\mathcal{J}, \omega).
\tag{34}
\]

Multiplying Eq. (31) by \( \mathcal{J} \) and integrating with respect to \( \mathcal{J} \) and \( \omega \), we obtain

\[
\frac{d}{dt} \langle \mathcal{J} \rangle = -\frac{6 \eta J^2}{\gamma} \langle \mathcal{J} \rangle + 3D \tag{35}
\]

or

\[
\dot{\mathcal{J}} = -\frac{12 \eta J^2}{\gamma} \mathcal{J} \cos^2 w + \sqrt{6 \mathcal{J}} \cos(w) h(t),
\tag{28}
\]

\[
\dot{w} = \frac{6 \eta J^2}{\gamma} - (\sqrt{\mathcal{J}} \sin w) \cos w - \sqrt{\frac{3}{2}} \left( 1 + \frac{\sin w}{\sqrt{\mathcal{J}}} \right) h(t). \tag{29}
\]
\[ \langle J \rangle = \frac{D\gamma}{2\eta \gamma^2} (1 - e^{-\frac{6\eta t^2}{\gamma^2}}), \]  

where the initial condition \( \langle J(t) \rangle|_{t=0} = 0 \) (corresponding to the stationary breather solution in the limit of large \( \gamma \) in the absence of noise) was used. Thus, from Eqs. (32) and (33), we finally get

\[ \langle |\psi_0(t)|^2 \rangle \approx 1 - \frac{2J^2}{\gamma^2} \left( \frac{D}{\gamma \eta} \left( 1 - e^{-\frac{6\eta t^2}{\gamma^2}} \right) \right) \]

\[ \approx \left\{ \begin{array}{ll} 1 - \frac{2J^2}{\gamma^2} \frac{6DJ^2}{\gamma^2} t, & t \ll 1, \\ 1 - \frac{2J^2}{\gamma^2} \frac{D}{\gamma \eta} \frac{6J^2}{\gamma} t, & t \gg 1. \end{array} \right. \]  

We see that the collective-coordinate approach gives a qualitatively good agreement with the results of the numerical simulations from Sec. II as concerns the dependence of the decay rate of the breather on the nonlinearity and noise intensity: The coefficient \( 6DJ^2/\gamma^2 \) for the linear term in the small-time regime exhibits the same proportionality to \( D/\gamma^2 \) that was observed numerically [compare Figs. 3(a) and 3(b)], and the numerical prefactor is of the same order of magnitude. However, the \( \eta \) dependence predicted by Eq. (37) does not agree very well with the numerical results. Indeed, Eq. (37) predicts a stationary nonzero value of the initial-site intensity as \( t \to \infty \) when \( \eta \approx D/\gamma \), while we have seen in Sec. II that \( |\psi_0|^2 \) always decays to zero also in this case. The reason for this discrepancy is that in our collective-coordinate approach we have assumed that the total norm of the breather will be constant in time. However, as is clear from the numerical simulations, in reality radiation will be created through the action of the noise and the norm of the breather (i.e., of the coherent part of the excitation) will decrease with time. Thus relation (11) between the parameters \( A \) and \( \beta \), which we have assumed to be valid for all times, will in reality only be valid for small \( t \).

### IV. EXACT RESULTS FOR THE DIMER

In this section, we will show that if the system described by the DNLS equation (1) is restricted to only contain two sites, it is possible to obtain an exact expression for the stationary distribution of the difference in occupation probability between the sites. We thus rewrite Eq. (1) (assuming rigid boundary conditions) as

\[ i\psi_1 + J\psi_2 + \psi_1 \left( \gamma - \eta \frac{d}{dt} \right) |\psi_1|^2 + h_1(t)\psi_1 = 0, \]  

\[ i\psi_2 + J\psi_1 + \psi_2 \left( \gamma - \eta \frac{d}{dt} \right) |\psi_2|^2 + h_2(t)\psi_2 = 0. \]  

To proceed, we change variables as follows:

\[ x(t) = |\psi_1(t)|^2 + |\psi_2(t)|^2 = N \sin \theta(t) \cos \phi(t), \]

\[ y(t) = i(\psi_1(t)\psi_2^*(t) - \psi_2(t)\psi_1^*(t)) = N \sin \theta(t) \sin \phi(t). \]

Hence

\[ z(t) = |\psi_1(t)|^2 - |\psi_2(t)|^2 = N \cos \theta(t), \]

where the parametrization into the two independent variables \( \theta \) and \( \phi \) is possible due to conservation of the norm (6). From Eqs. (38) and (39), we then find the evolution equations for \( \theta \) and \( \phi \),

\[ \dot{\phi} = 2J \cos \phi \cot \theta - \gamma N \cos \theta - 2J \eta N \sin \theta \sin \phi - f(t), \]

\[ \dot{\theta} = 2J \sin \theta, \]

where the noise term \( f(t) \) is obtained as

\[ f(t) = h_1(t) - h_2(t). \]

Thus, the original equations (38) and (39) containing multiplicative noise have been reduced to the two equations (43) and (44) containing only additive noise. From Eqs. (2) and (45), we find the autocorrelation function

\[ \langle f(t) f(t') \rangle = 4D \delta(t - t'). \]

Using standard techniques, we can then derive the Fokker-Planck equation for the probability density \( P(\theta, \phi; t) = \langle \delta(\theta - \theta(t)) \delta(\phi - \phi(t)) \rangle \). It reads

\[ \partial_t P = -2J \sin \phi \partial_\phi P - \partial_\theta [(2J \cos \phi \cot \theta - \gamma N \cos \theta - 2J \eta N \sin \theta \sin \phi) P] + 2D \partial_\theta^2 P. \]

By replacing the left-hand side with 0, we find its stationary solution \( P_s(\theta, \phi) \) (assuming \( J \neq 0 \)),

\[ P_s(\theta, \phi) = C \sin \theta \exp \left[ \frac{J}{k_B T} \left( \frac{N \sin \theta \cos \phi}{4J} + \frac{\gamma N^2}{4} \cos^2 \theta \right) \right], \]

where \( C \) is a normalization constant and the relation \( D/\eta = k_B T \) from Eq. (5) has been used. Here we should remark that this solution was also found in Ref. 18.

The probability distribution \( P(z) \) changes qualitatively when varying the rescaled parameters \( \tilde{\gamma} \) and \( \tilde{T} \) defined as

\[ \tilde{\gamma} = \frac{\gamma N}{2J}, \quad \tilde{T} = \frac{k_B T}{JN}. \]

Three different regions in the \( \tilde{\gamma}-\tilde{T} \) plane can be identified (see Fig. 4). In region I, where \( \tilde{\gamma} < 1/(1/T) \), the probability distribution \( P(z) \) is unimodal, having one single
maximum at \( z=0 \) corresponding to equal population between the sites. When \( I_1/(1/T)\langle 1/T \rangle < \tilde{\gamma} < 1/2T \) (region II), the probability distribution becomes bimodal, having two equivalent maxima corresponding to an excess of population on either of the sites and a local minimum at an equivalent maxima corresponding to an excess of population.\(^5\) The difference in occupation probability distribution becomes bimodal, having two maxima for \( 0<|z|<N \); and in region III, \( P(z) \) attains its maximum value at \( z = \pm N \).

It is instructive to compare the nature of the noise-induced phase transition described above with the self-trapping transition that occurs in the noise-free dimer system. In the latter case there is a static transition at \( \tilde{\gamma} = 1 \), since, if and only if \( \tilde{\gamma} > 1 \), there exist stationary states where the two sites are unequally populated.\(^5\) The difference in occupation probability is given by \( z = \pm N \sqrt{1 - 1/\tilde{\gamma}^2} \). There is also a dynamic self-trapping transition occurring at \( \tilde{\gamma} = 2 \) in the undamped system (\( \eta = 0 \)); i.e., if one single site is initially excited, the main part of the intensity will remain at this site if and only if \( \tilde{\gamma} > 2^{28} \). When \( \tilde{\gamma} < 2 \), the variable \( z \) will perform oscillations described by Jacobi elliptic functions between \(-N\) and \( N \). In the presence of damping, the system will always settle down in one of the self-trapped stationary states when \( \tilde{\gamma} > 1 \), except when the two sites are initially identically excited. However, the final self-trapped state will not necessarily have its main intensity at the initially excited site when \( 1<\tilde{\gamma}<2 \), since the variable \( z \) may exhibit an initial oscillatory behavior if the damping is small.

Thus we see that since the location of the transition from a unimodal (region I) to bimodal (region II) probability distribution \( P(z) \) approaches the value \( \tilde{\gamma} = 1 \) as \( T \to 0 \), it coincides with the transition into a self-trapped state in the noise-free dimer. However, it is important to remember that when \( T > 0 \), the state will not necessarily be trapped around one of the probability maxima even if the distribution is bimodal, since the noise may induce frequent transitions between the sites.

The estimate of the tendency for the quasiparticle to “jump” between the sites can be obtained by considering the quantity \( P(0)/P(z_{\text{max}}) \), where \( z_{\text{max}} \) is the location of the probability maximum. For large \( \tilde{\gamma} \), this quantity is seen from Eq. (49) to behave approximately as \( e^{-\tilde{\gamma}^2/2T} \). Thus, when \( T \) is small compared to \( \tilde{\gamma} \) (i.e., when \( D/\eta < \tilde{\gamma}^2/4 \)), the probability to find the quasiparticle equally distributed between the sites will be very small and, consequently, also the probability to make “jumps” between the sites. An excitation initially localized on one of the sites will stay there practically forever, the self-trapping will be preserved, and the two-peak equilibrium probability distribution will in practice never be reached. On the other hand, when \( T \sim \tilde{\gamma}/2 \), the probability distribution is relatively flat, which means that the noise will be strong enough to cause transitions between the sites, and the self-trapping is destroyed. This behavior has been confirmed with numerical simulations, and it also agrees with similar conclusions obtained for the model studied in Ref. 18.

V. CONCLUSIONS

We have found that introducing multiplicative white noise and nonlinear damping into the discrete nonlinear Schrödinger equation will cause decay of the self-trapped discrete breathers which are created for large nonlinearities. A numerical analysis showed that the intensity at the central breather site would initially decrease approximately linearly with time. The decay rate was found to decrease with increasing nonlinearity \( \gamma \) and with increasing damping \( \eta \), and increase with increasing noise variance \( D \). Using a collective coordinate approach with an exponentially localized trial function, the linear decay was predicted and a decay rate proportional to \( D/\gamma^2 \) for small \( D \) and large \( \gamma \) was obtained in good agreement with the numerical results. However, not taking into account the gradual decrease of the norm for the breather, the collective-coordinate method could not predict its final destruction. Indeed, for \( \eta \) large enough the collective-coordinate method predicted a stationary nonzero mean value of the initial-site intensity in the long-time limit, while the numerical calculations showed that for all parameter values the breather would finally be destroyed and the long-time behavior would be diffusive.

In the particular case of the dimer, we showed that, by performing a suitable change of variables, the original equations containing multiplicative noise could be transformed into equations containing only additive noise. The Fokker-Planck equation for this system could then be derived, and its stationary solution was found exactly. By analyzing this solution, we found that by increasing the temperature \( T = D/\gamma \), a transition from a unimodal phase, corresponding to maximum probability for an equal population between the sites, to a bimodal phase, corresponding to maximum probability for an excess of population on either of the two sites, could be achieved. We also found that the self-trapping for the dimer case would in practice be preserved as long as \( T < \tilde{\gamma} \), since the probability for transitions between the sites in this case would be exponentially small.

It is interesting to compare the results obtained for the infinite DNLS chain with the results obtained for the dimer. In the case of the infinite chain, we found that the self-trapped breather cannot exist as a stationary state for any
nonzero noise variance, while in the dimer case the self-trapping will survive for weak noise (even though the noise might cause the quasiparticle to occasionally jump between the sites, equipartition between the sites will never be obtained). The origin of these different types of behavior is that for the dimer no external degrees of freedom can be excited, so that the total norm of the excitation on the two sites must be conserved. On the other hand, in the infinite chain the noise will gradually destroy the coherence of the breather and create linear radiation into the rest of the lattice, thereby reducing the norm of the breather (or, equivalently, reducing the effective nonlinearity).
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