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Abstract

We define the property of dissipativity for controlled Itô diffusions. We investigate elementary properties, and we demonstrate that the framework is useful for control problems in which both probabilistic and worst-case representations of dynamic uncertainty are present. As an example we discuss a problem involving robust performance in presence of two types of dynamic uncertainty: \( \mathcal{H}_\infty \) bounded perturbations, and disturbances with finite signal-to-noise ratio in the sense of Skelton.

1 Introduction

The concept of dissipation in deterministic dynamical systems in the sense of [17, 7] has recently gained renewed popularity. Perhaps the most important reason for this is that it provides an elegant framework for linear and nonlinear control problems and other similar problems of robustness towards dynamic perturbations. See the recent texts [16, 13] which also contain references to the large body of literature on dissipative deterministic systems.

Dissipation-like properties of stochastic systems do appear in the literature. For instance [2] uses stochastic Lyapunov functions to achieve bounds on the \( L_2 \)-gain of a wide sense linear system with deterministic inputs and stochastic outputs. Another example is the stochastic small gain theorem in [1] which connects input-output properties to Riccati equations, the solutions of which are subsequently used to obtain a stochastic stability result.

With this in mind one may ask to which extent the theory of dissipation can be generalized to stochastic systems, and if this project will provide new insight. The purpose of this paper is to show that the general concept of dissipation is indeed both meaningful and useful in a stochastic context, and that many elementary properties of deterministic dissipative systems have immediate analogies in a stochastic setting. Furthermore, we demonstrate that the framework of stochastic dissipation provides a natural approach to problems of robust performance, such as problems of \( \mathcal{H}_\infty \) performance of linear or nonlinear systems in presence of \( \mathcal{H}_\infty \) bounded perturbations.

2 Preliminaries

We consider a controlled process \( x_t \) in a Euclidean state space \( \mathbb{X} = \mathbb{R}^n \) given by an Itô stochastic differential equation evolving on the time interval \( T = [0, \infty) \)

\[
dx_t = f(x_t, w_t) \, dt + g(x_t, w_t) \, dB_t, \quad x_0 = x \in \mathbb{X} \quad (1)
\]

where \( B_t \) is standard \( m \)-dimensional Brownian motion on a probability space \( (\Omega, \mathcal{F}, \mathbb{P}) \) with respect a given filtration \( \mathcal{F}_t \) and where the initial condition \( x \) is deterministic. The input \( w_t \) is an \( \mathcal{F}_t \)-adapted process taking values in Euclidean space \( \mathbb{W} = \mathbb{R}^p \).

In addition, we assume that the system exchanges some quantity with its environment, specified by a supply rate \( r : \mathbb{X} \times \mathbb{W} \rightarrow \mathbb{R} \). The accumulated flow from environment into the system during the time interval \( [0, t] \) is \( R_t \) where

\[
dR_t = r(x_t, w_t) \, dt, \quad R_0 = 0 \quad (2)
\]

We consider only initial conditions \( x \in \mathbb{X} \) and \( \mathcal{F}_t \)-adapted inputs \( w_t \) for which there exists an a.s. unique Itô process \( (x_t, R_t) \) which solves the equations (1), (2). See [11] for sufficient conditions.

Associated with the equation (1) we define for each \( w \in \mathbb{W} \) the differential operator \( L^w : C^2(\mathbb{X}, \mathbb{R}) \rightarrow C^0(\mathbb{X}, \mathbb{R}) \) given by

\[
L^w V(x) = V_x f + \frac{1}{2} V_{xx} g^T g \quad \text{where the right hand side is evaluated at } (x, w).
\]

If \( J \) is a functional on sample paths of the processes \( x_t, w_t \), then \( E^w J \) is expectation w.r.t. the probability measure generated by \( x_t, w_t \) with initial condition \( x_0 = x \). In this notation the dependence of \( E^w J \) on the input \( w_t \) is suppressed.

3 Definition of dissipativeness and elementary properties

Fundamental in the deterministic theory of dissipation as developed in [17] is the storage function \( V : \mathbb{X} \rightarrow \mathbb{R} \) which

Proofs of the results in this paper, as well as related material and further discussion, can be found in [15].
satisfies the dissipation inequality

\[ V(x_t) \leq V(x_0) + \int_0^\tau r(x_s, w_s) \, ds \]

along every trajectory of the system. This inequality can be generalized to a stochastic setting in several ways, but it appears that the most useful framework is achieved by requiring the inequality to hold in expectation:

**Definition 1:** We say that the system (1) is dissipative with respect to the supply rate \( r \), if there exists a non-negative storage function \( V : \mathbb{X} \to \mathbb{R} \) such that the integral dissipation inequality

\[ E^x\{V(x_\tau) - \int_0^\tau r(x_s, w_s) \, ds\} \leq V(x) \quad (3) \]

holds for all bounded stopping times \( \tau \) and all solutions \( x_\tau, w_\tau \) of the system with \( x_0 = x \in \mathbb{X} \).

Notice that the definition considers only bounded stopping times and solutions with deterministic initial conditions. The motivation for this is mainly to avoid certain technicalities and keep a smooth presentation. Given a dissipative system, the dissipation inequality will often hold for a large class of unbounded stopping times (although certainly not all; see [15]), and for solutions with \( \mathcal{F}_0 \)-measurable stochastic initial conditions \( x = x(\omega) \), provided \( EV(x) \) exists.

The way to verify if a given function \( V \) is a storage function is to consider a differential version of the dissipation inequality:

**Theorem 2:** A nonnegative \( C^2 \) function \( V : \mathbb{X} \to \mathbb{R} \) is a storage function if and only if it satisfies the differential dissipation inequality

\[ \inf_{w \in W} -L^*V(x) + r(x, w) \geq 0 \quad (4) \]

on \( \mathbb{X} \).

As in the deterministic case [9], it is reasonable to ask if a similar result holds if \( V \) is merely continuous. It is easy to see that lower semicontinuous storage functions are indeed viscosity solutions to (4). We conjecture that the converse statement can be proved by combining the results in [10, 18, 12].

We define the available storage of the system (1) with respect to the rate \( r \) in a manner analogous to [17], namely by

\[ V_a(x) = \sup_{w_\tau} E^x \int_0^\tau -r \, ds \quad (5) \]

where the supremum is over all bounded stopping times \( \tau \) and all solutions \( x_\tau, w_\tau \) with \( x_0 = x \). This definition enables us to show a result analogous to theorem 1 in [17, p. 328]:

**Proposition 3:** The available storage is finite for all \( x \in \mathbb{X} \) if and only if the system is dissipative. Furthermore, in this case the available storage is in itself a storage function and any other storage function \( V \) satisfies

\[ V(x) \geq V_a(x), \quad \forall x \in \mathbb{X} \]

Finally \( \inf_{x \in \mathbb{X}} V_a(x) = 0 \).

A deterministic dissipative system usually has more than one storage function and the set of storage functions is convex [17, theorem 3, p. 331]. Furthermore, the set of dissipative supply rates is a convex cone [6]. These convexity properties have important theoretical and computational implications. For instance useful in robustness analysis one may wish to combine dissipation properties of unknown system components in order to obtain the least conservative robustness conditions - see the example in section 7 below.

**Proposition 4:** Given a diffusion (1), a linear space \( \mathcal{V} \) of candidate storage functions \( V : \mathbb{X} \to \mathbb{R} \) and a linear space \( \mathcal{R} \) of supply rates. Then the subset

\[ \{(V, r) \in \mathcal{V} \times \mathcal{R} \mid V \geq 0 \text{ and } (V, r) \text{ satisfy } (3)\} \]

is a convex cone.

A related fact is the following:

**Proposition 5:** Let \( V_a(x; r) \in [0, \infty) \) be the available storage of the system (1) with respect to the rate \( r \in \mathcal{R} \), then for each \( x \) the function \( V_a(x; r) \) is convex in \( r \).

4 Stability properties of dissipative systems

Given a dissipative deterministic system one may often use a storage function as a Lyapunov function in order to show that the isolated system is stable [17, p. 337]. Indeed, this is one of the properties which make dissipative systems interesting from a control point of view.

In order to investigate stability of the autonomous system

\[ dx_t = f(x_t, 0) \, dt + g(x_t, 0) \, dB_t \quad (6) \]

we use the terminology of Has'minskii [5]:

**Definition 6:** A constant solution \( x_t \equiv \overline{x} \) of the autonomous equation (6) is stable in probability if for any \( \epsilon > 0 \)

\[ \lim_{x \to \overline{x}} \sup_{t \geq 0} P\{|x_t - \overline{x}| > \epsilon\} = 0 \]

where the diffusion \( x_t \) solves (6) with \( x_0 = x \).

Using the existing Lyapunov-type criterion for stochastic stability [5] we immediately get the following:

**Theorem 7:** Let the supply \( r \) be regular in the sense that \( r(x, 0) \leq 0 \) for all \( x \). Let the system (1) be dissipative with respect to \( r \) and let \( V \) be a continuous storage function which attains an isolated local minimum at \( \overline{x} \in \mathbb{X} \). Then the process \( x_t \equiv \overline{x} \) is a solution of the autonomous equation (6) and is stable in probability.
Consider a homogeneous wide sense linear system.

It can be shown that if such a system is dissipative, then the available storage is a quadratic function of the initial state, i.e., may be written as

\[ V(x) = x'P_0x \]

where \( P_0 \geq 0 \). Furthermore, the quadratic storage functions \( V(x) = x'P_0x \) with \( P = P_0' \) are exactly those that satisfy \( P \geq 0 \) and the differential dissipation inequality (4) which can be rewritten as the linear matrix inequality

\[
\begin{bmatrix}
P_0 & A'P & PB \\
P' & P' & 0 \\
B'P & 0 & \sum_{i=1}^{m} [F_i G_i]' [F_i G_i] \leq Q
\end{bmatrix}.
\]

It is thus possible to use commercially available LMI solvers to answer the analysis questions: Is the system dissipative? If yes, what is the available storage? As an example we state the following stochastic positive real lemma:

**Proposition 9:** For the system above, let the supply rate be

\[ r(x, w) = 2(w, z) \]

with \( z = Cx + Dw \). Then the following are equivalent:

1. The system is stochastically strictly input passive, i.e., stochastically dissipative w.r.t., \( r - \epsilon|w|^2 \) for some \( \epsilon > 0 \), and the autonomous system obtained with \( w = 0 \) is exponentially mean square stable.
2. There exists a \( P = P_0' > 0 \) such that

\[
\begin{bmatrix}
P & A'P & PB \\
P' & P' & 0 \\
B'P & 0 & \sum_{i=1}^{m} [F_i G_i]' [F_i G_i] \end{bmatrix} \leq Q
\]

A related stochastic bounded real lemma has recently appeared in [8].

6 Interconnected dissipative systems

Consider the two systems for \( i = 1, 2 \)

\[ \Sigma_i : \quad dx_i = f_i(x_i', w_i) dt + g_i(x_i', w_i) dB_i \]

which together satisfy the assumptions of section 2 (in particular, \( B_1', B_2' \) is standard Brownian motion w.r.t. the filtration \( \mathcal{F}_t \)). We assume that each system dissipates the rate \( r_i(x_i', w_i) \) and that the systems are connected in feedback through the equations

\[ w_1 = h_1(x_1', w_1') + v_1 \]

and \( w_2 = h_2(x_2', w_2') + v_2 \). Here \( h_i' \) are output functions and \( v_i' \) are exogenous inputs. We assume that the interconnecting equations have unique solutions \( w_i = \bar{w}_i \) for all \( x_i' \) and \( v_i' \) (for instance, if one of the two \( h_i' \) is independent of \( w_i' \)). We assume that the resulting system satisfies the well-posedness assumptions of section 2. It is now easy to verify that the interconnection dissipates the supply rate \( r(x_1', x_2', v_1', v_2') \) (for instance, if one of the \( h_i' \) is independent of \( w_i' \)) and that the resulting system satisfies the well-posedness assumptions of section 2. It is now easy to verify that the interconnection dissipates the supply rate \( r(x_1', x_2', v_1', v_2') \) (for instance, if one of the \( h_i' \) is independent of \( w_i' \)). Combining with the stability result of theorem 7 we get:

**Proposition 10:** Assume that the each of the storage functions \( V_i(x_i') \) is continuous and attains an isolated local minimum at \( x_i^* \). Assume in addition that the supply rates satisfy \( r_i(x_i', x_i', 0, 0) \leq 0 \) for all \( x_i', x_i^* \). Then \( x_i^* \equiv x_i^* \) is a solution of the interconnected system with \( v_i' \equiv 0 \) and this solution is stable in probability.

7 Application to robust \( H_\infty \) performance

Whereas it is largely agreed that the \( H_\infty \) and \( H_2 \) norms of transfer functions are useful performance measures for linear systems, and that the \( L_2 \) gain is a suitable generalization of the \( H_\infty \) norm to nonlinear systems, there is less agreement regarding generalization of the \( H_2 \) norm to nonlinear systems. Here we suggest a new definition for input-affine systems.
systems with input \( v_t \) and output \( y_t \) given by the stochastic differential equation
\[
\Sigma : \quad dx_t = f(x_t) \, dt + g(x_t) \, dB_t + b(x_t) \, v_t \, dt, \quad y_t = c(x_t)
\] (8)
where \( B_t \) is Brownian motion w.r.t. the filtration \( \mathcal{F}_t \), the input \( v_t \) is \( \mathcal{F}_t \)-adapted and \( y_t \) is the output.

**Definition 11:** The strong \( \mathcal{H}_2 \) performance index of the system (8) is the stochastic \( L_2 \) gain of the system \( \Sigma \) with input \( v_t \) and output \( y_t \) given by
\[
\Sigma : \quad dx_t = f(x_t) \, dt + g(x_t) \, dB_t + b(x_t) \, v_t \, dW_t, \quad y_t = c(x_t),
\]
i.e. the infimum over all \( \gamma > 0 \) such that \( \Sigma \) dissipates \( \gamma^2 \| v \|^2 - \| y \|^2 \). Here \( v_t \) is a scalar \( \mathcal{F}_t \)-adapted process and \( W_t \) is Brownian motion w.r.t. \( \mathcal{F}_t \), independent of \( B_t \). \( \square \)

Implicit in the definition is that the filtration \( \mathcal{F}_t \) must be 'large enough' to allow two independent \( \mathcal{F}_t \)-Brownian motion processes \( B_t \) and \( W_t \). One interpretation of the strong \( \mathcal{H}_2 \) performance index is the worst-case ratio between the variance of the output \( y_t \) and the intensity of a white noise input \( v_t \) \( dW_t/\, dt \). The affix strong is due to the feature that the intensity of the white noise input is allowed to vary, for instance as a function of the state. In the narrow sense linear case, i.e. \( f(x) = Ax \), \( g(x) = 0 \), \( b(x) = B \), \( c(x) = Cx \), the strong \( \mathcal{H}_2 \) performance index equals the standard \( \mathcal{H}_2 \) norm of the transfer function \( C(sI - A)^{-1}B \).

A very important feature of this definition of \( \mathcal{H}_2 \) performance is that it builds on the concept of stochastic \( L_2 \)-gains. This allows a unified treatment of problems which contain both \( \mathcal{H}_2 \) and \( \mathcal{H}_\infty \) type criteria.
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\begin{array}{c}
\Delta \\
\downarrow \\
W \\
\downarrow \\
\Sigma \\
\downarrow \\
\Delta_F \end{array}
\]

\[
\begin{array}{c}
\Delta \\
\downarrow \\
W \\
\downarrow \\
\Sigma \\
\downarrow \\
\Delta_F \\
\end{array}
\]

**Figure 1:** Nominal system and perturbations

Consider now the block diagram in figure 1 where the system \( \Sigma \) has inputs \( \sigma_t \) and \( v_t \) and is given by the model
\[
\Sigma : \quad dx_t = f(x_t, w_t) \, dt + \sigma_t \, \beta(x_t) \, dB_t + v_t \, g(x_t) \, dt \quad . \quad (9)
\]
with outputs \( y_t = c(x_t), \, \zeta_t = \eta(x_t), \) and \( z_t = h(x_t) \). Notice that we have considered the noise signal \( B_t \) as internal to the system \( \Sigma \). We make the following assumptions about the perturbations \( \Delta \) and \( \Delta_F \):

- \( \Delta \) is passive and small \( L_2 \)-gain, i.e. dissipates the two rates \( r_1 = \| w \|^2 + z_t \) and \( r_2 = \| \sigma \|^2 - \| v \|^2 \). This could for instance represent unmodelled parasitic dynamics.

\[ \Delta_F \] is small \( L_2 \)-gain, i.e. dissipates \( r_3 = \| \zeta \|^2 - \| \sigma \|^2 \). This implies that \( \sigma_t \, dB_t/\, dt \) is a white noise signal which grows in intensity with the variance of \( \zeta \). This uncertainty model generalizes the finite signal-to-noise ratio disturbances of Skelton to non-stationary situations. See [14] for a discussion of the use of this type of uncertainty model.

We now turn to the analysis question of robust strong \( \mathcal{H}_2 \) performance of bounding the strong \( \mathcal{H}_2 \) performance index of the total interconnection from \( v \) to \( y \). According to our definition, we replace the input \( v_t \) in (9) with a white noise term \( v_t \, dW_t/\, dt \), thus obtaining
\[
\Sigma : \quad dx_t = f(x_t, w_t) \, dt + \sigma_t \, \beta(x_t) \, dB_t + v_t \, g(x_t) \, dW_t \quad . \quad (10)
\]
Using the results of the previous sections we see that an upper bound on the strong \( \mathcal{H}_2 \) performance index is
\[
\min \gamma \, s.t. \quad \text{system (10) dissipates } \gamma^2 \| v \|^2 - \| y \|^2 - \sum_{i=1}^{n} d_i f_i
\]
where \( \gamma > 0 \) and \( d_i \geq 0 \). This optimization problem is convex according to proposition 4; if the right hand side of the governing equation (9) is linear in \( (x, w, v, v) \) then it is a linear matrix inequality problem:

**Theorem 12:** Let the system be given by the linear SDE
\[
dx_t = (Ax_t + Bw_t + Cv_t) \, dt + \sigma_t \, \beta dB_t
\]
and the output equations \( z_t = Hx_t, \, y_t = Cx_t, \, \zeta_t = Jx_t, \) and let \( w = \Delta w \) and \( v = \Delta v \) where \( \Delta \) and \( \Delta F \) are as above. Then an upper bound on the square of the strong \( \mathcal{H}_2 \) performance index of the interconnection is
\[
\min_{\rho_1, \rho_2} \rho_1 G \rho_2 \quad \text{s.t. } \quad P \geq 0, \, d_i \geq 0,
\]
\[
\left[ PB + d_i H \right] \\
\left[ B'P + d_i H' \right] \leq 0
\]
where \( Q \) is shorthand for \( Q = PA + A'P + C'C + 2d_i H'H + J'J \Gamma \). \( \square \)

This upper bound can be computed with standard software for linear matrix inequalities such as [4].

8 Computation of storage functions

The most common approach to numerical computation of storage functions for deterministic systems is to solve a partial differential equation corresponding to the differential dissipation inequality (4). In this section we briefly discuss an alternative based on convex optimization.

Consider the input-affine controlled diffusion on \( X = \mathbb{R}^n \)
\[
dx_t = (f(x_t) + \phi(x_t) \, w_t) \, dt + (g(x_t) + \gamma(x_t) \, w_t) \, dB_t
\]
with the input-quadratic supply rate
\[
r(x, w) = h(x) + 2k(x) \, w + w' \, l(x) \, w \quad .
\]
For simplicity of notation, we assume that both $B_t$ and $w_t$ are scalar processes. The backwards operator is

$$L^*V(x) = V_x f + V_x \phi w + \frac{1}{2} (g + \gamma w)^t V_{xx} (g + \gamma w)$$

for $V \in C^2(X, \mathbb{R})$. The differential dissipation inequality (4) can then be written more explicitly as $P(V, x) \leq 0$ where $P : C^2(X, \mathbb{R}) \times \mathbb{R} \to \mathbb{R}^{2 \times 2}$ is given by

$$P(V, x) := \begin{bmatrix} V_x f + \frac{1}{2} g^t V_{xx} g - h & \frac{1}{2} g^t V_x \phi - \gamma^{-1} \gamma V_{xx} \gamma - k \\ \frac{1}{2} (V_x \phi)^t + \frac{1}{2} \gamma V_{xx} g - k & \gamma V_{xx} \gamma - l \end{bmatrix}$$

We now suggest the following numerical strategy for computing storage functions: Choose a set of basis functions $V^j \in C^2(X, \mathbb{R})$ and search for a storage function of the form

$$V(x) = \sum_{i=1}^N \alpha_i V^j(x) .$$

In order to verify if $V$ is a storage function, we test for dissipation and non-negativity at a set of points $x^j, j = 1, \ldots, M$. This leads to the LMI problem

Find $\alpha_1, \ldots, \alpha_N$ such that

$$\sum_{i=1}^N \alpha_i P(V^j, x_j) \leq 0, \quad \sum_{i=1}^N \alpha_i V^j(x_j) \geq 0 \quad \text{for } j = 1, \ldots, M$$

for which software such as [4, 3] can find a solution or determine that no solution exists. The LMI problem has $N$ scalar variables, $M$ scalar constraints and $M$ 2-by-2 matrix constraints.

Computing storage functions with LMI software is a relatively flexible principle which may be modified in several ways, depending on the specific application. For instance, one may search simultaneously for a supply rate in some gradient or curvature, or one may include a linear functional of storage function and supply rate to be minimized.

9 Conclusion

It can be argued that the concept of dissipation in dynamical systems is the unifying factor behind a broad range of results in deterministic control theory, in particular within robust control. We believe that the appeal of the framework is not lost in the transfer to a stochastic context, and that dissipative stochastic systems are a natural choice for describing problems which involve both stochastic and deterministic uncertainty as well as both averaged and worst-case performance measures, such as robust $H_2$ performance. Regarding sufficient conditions for robustness, we have in this paper concentrated on multiplicative type results. It is possible to give less conservative, but numerically more complicated, sufficient conditions based on regional dissipation in an extended state space; see [15].
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