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FIELD II is a simulation software capable of predicting the field pressure in front of transducers having any complicated geometry. A calibrated prediction with this program is, however, dependent on an exact voltage-to-surface acceleration impulse response of the transducer. Such impulse response is not calculated by FIELD II. This work investigates the usability of combining a one-dimensional multilayer transducer modeling principle with the FIELD II software. Multilayer here refers to a transducer composed of several material layers. Measurements of pressure and current from Pr27 piezoceramic disks as well as pressure and intensity measurements in front of a 128 element commercial convex medical transducer are compared to the simulations. Results show that the models can predict the pressure from the piezoceramic disks with a root mean square (rms) error of 11.2% to 36.2% with a 2 dB amplitude decrease. The current through the external driving circuits are predicted within 8.6% to 36% rms error. Prediction errors of 30% and in the range of 5.8%–19.9% for the pressure and the intensity, respectively, are found when simulating the commercial transducer. It is concluded that the multilayer transducer model and the FIELD II software in combination give good agreement with measurements.
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I. INTRODUCTION

The FIELD II program is widely used within several ultrasound imaging research areas. It is suitable for simulating rf-data for signal processing and testing of several transducer geometries. However, FIELD II requires knowledge of each of the transducer elements’ surface acceleration to perform calibrated pressure predictions. The acceleration is most often measured or approximated by a tapered tone burst. The tapered tone burst method may be found adequate for generating rf-data for signal processing as well as in studies of the transducer geometry where the transducers impulse response is mainly needed for, e.g., a proper matched filtering. Another useful area for the FIELD II software is for in-
ions for a multilayered structure, it is possible to extract knowledge of particle displacement, velocity, acceleration, and dielectric effects at any position inside a multilayer transducer assumed to operate in its longitudinal mode. The input parameters for the model are those directly found in the constitutive matrices such as the stiffness matrix, the piezoelectric stress constant matrix, and the permittivity matrix whereof the influence of each constitutive parameter can be studied directly. All these matrices are most often directly available by the material manufacturers and are, thus, not hidden in an effective constant as is the case with electrical equivalent models. Furthermore, the volt-to-surface acceleration impulsion response can easily be solved for using the method presented by Willatzen to any bandwidth of interest. The bandwidth is only limited by the computer power available and may be restricted depending on the number of resonance frequencies needed. The modeling principle is therefore beneficial for both transducer designers and users, especially since the modeling principle is mathematically very suitable for predicting this impulse response in a form that can be directly exported for use in the FIELD software.

In this paper, the modeling principle is used for describing circular PbZrT alloys from Ferroperm Piezoceramics A/S, Herlev, Denmark. The ceramics are mounted with silver electrodes, immersed into water and driven with a function generator. Furthermore, a slightly more complicated transducer model describing a commercial 128 element convex medical ultrasound transducer from BK Medical Aps. (Herlev, Denmark) is presented with a simplified model description of a driving transmitter unit from BK Medical Aps. Pressure predictions along the center axis of the ceramic as well as pressure and intensity predictions in the elevation plane of the convex transducer are performed by combining the models with the FIELD II software. All simulations are compared with measurements to quantify the accuracy of the models.

II. THEORY

Section II A describes the basic equations needed to set up a consistent equation set for solving simple resistance loaded piezoceramics as well as more complicated electronic loaded commercial medical transducers. It shows how attenuation and boundary conditions can be included into the transducer model, and it discusses how to set up the FIELD II program for handling the piezoceramics and the convex transducer.

A. Acoustical wave propagation in solid layers

The time-dependent velocity and tension at any spatial position inside a one-dimensional transducer layer can be found based on monofrequency solutions for the particle velocity $u$ and the tension $T$:

$$
u(z, t, \omega) = \frac{D_{33} S_A e^{-j\omega z}}{Z_a} e^{j \omega t},$$  

(1)

$$T(z, t, \omega) = \frac{C_{33} S_B e^{-j\omega z}}{Z_a} + S B e^{j \omega t} - h_{33} D,$$  

(2)

where $\nu$ and $h_{33}$ are the stiffness constant in the longitudinal direction and the piezoelectric constant defined as $e_{33} / e_{13}$, respectively. Here $e_{33}$ and $e_{13}$ are the piezoelectric coupling coefficient for stress-charge form and the electric permittivity, respectively. The propagation constant $k$ is defined as $\omega / v_{33}$ where $\omega$ is the radian frequency, and $v_{33}$ is the wave velocity defined by $\sqrt{\epsilon_{33}/\rho}$. Here $\rho$ is the given layer’s material density. The acoustical impedance $Z_a$ is defined as $Z_a = v_{33}\rho$. The unknown coefficients $S_A$ and $S_B$ are frequency and boundary dependent constants, and $D$ is the frequency-dependent electric displacement. In the following, any subscripts of 33 are discarded since the transducers are assumed to operate in the longitudinal thickness mode only.

For nonpiezoelectric layers the same solutions are valid. However, the piezoelectrical constant vanishes and the electrical displacement $D$ can be neglected.

Tension and particle velocity must be continuous everywhere and, in particular, at interfaces

$$T_{\text{Layer1}} = T_{\text{Layer2}},$$  

(3)

$$u_{\text{Layer1}} = u_{\text{Layer2}}.$$  

(4)

B. Modeling losses

Losses, which influence the transducer response, can mainly be divided into acoustical and electrical losses.

The acoustical losses arise due to many physical mechanisms such as heating, viscosity, and cross-talks which are all relatively complicated mechanisms to model. Two ways of modeling losses are presented and tested with the modeling here. One method applies purely real-valued transducer parameters from which the attenuation can be approximated explicitly. Another method utilizes a complex-valued transducer parameter set which implicitly accounts for losses.

The real-valued method accounts for losses by using a complex propagation constant $\vec{k}$ instead of a real-valued one in, e.g., Eqs. (1) and (2). A transformation of the real-valued propagation constant may therefore be performed as $k \rightarrow \vec{k} = k' + j\alpha$, where $k' = \omega / u'$ and $u'$ is the phase velocity. The attenuation constant $\alpha$ is an approximation of mechanical losses and has the units $[1/m]$. It may be found using the mechanical quality factor, $Q_m$, as $\alpha = \pi / (Q_m \lambda)$, where $\lambda$ is the wavelength. A complex phase velocity can therefore be found as

$$\vec{u} = \frac{\omega}{\vec{k}} = \frac{\omega}{k' + j\alpha} = \frac{u'}{1 + \frac{j \omega u'}{\omega}},$$  

(5)

and by substitution the complex propagation constant becomes

$$\vec{k} = \frac{\omega}{\vec{u}}.$$  

(6)

Electrical losses may be defined in two categories: losses due to the electrical network and losses due to the transducer materials. Losses in the electrical network may be very cumbersome to account for since they highly depend on the
transmitter system, cables, element cross-talks, etc. Thorough knowledge of the electrical network design is therefore needed. The dielectric losses in the transducer, however, can be modeled by defining the dielectric loss factor as a complex-valued one \( \varepsilon' = e + j\varepsilon \tan \delta \), where \( \tan \delta \) is the dielectric loss factor. This method is suitable if only real-valued material constants for the transducer are known.

The second suggested method for modeling both electrical and acoustical losses in the transducer is by applying complex-valued material coefficients for \( c^D \), \( h \), \( e \), \( \varepsilon \). This method may be theoretically more powerful than the method of using the mechanical quality factor and the dielectric loss factor, since it has been found that loss contributions in piezoelectric materials can be directly included into each material constant when defining them as complex valued.13,17,18

C. Electrical networks

The circular piezoceramic disks considered in this paper are assumed to be driven with a function generator in series with an internal and an external resistance, \( R_{\text{in}} \), \( R_{\text{ext}} \). The schematics is found in Fig. 1. The resistance \( R_{\text{ext}} \) seen in the figure is modeled as a series loading resistance. This resistance was used in the practical experiment to determine the current flow through the circuit.

This assumption makes the electrical constitutive equations identical with other works10 where the resistance loading is modeled as a simple electrical impedance and gives the following electrical equation to be satisfied:

\[
-J\omega V = -A(R_{\text{in}} + R_{\text{ext}})\omega^2 D - J\omega \frac{L_p}{\varepsilon^2} D - h[u_p(L_p) - u(0)],
\]

(7)

where \( L_p \) and \( A \) are the piezoelectric thickness and cross section, respectively.

A model for the exact electrical loading of a commercial medical transducer is more complicated to handle. It consists of a coaxial cable and the transmitter unit of the scanner driving the transducer. In this paper, a transmitter from BK Medical Aps. for driving the convex array transducer is applied. A simplified circuit diagram for the applied scanner and transducer is shown in Fig. 2, where the electronic components \( L_1 \) and \( L_2 \) are inductances. \( R_1 \), \( R_2 \), and \( R_{\text{max}} \) are passive resistances.

The coaxial cable is modeled using lossless transmission line theory where forward and backward traveling voltage and current waves in the frequency domain are given by

\[
V_{\text{coax}} = V_+ e^{j\gamma_{\text{coax}} L} + V_- e^{-j\gamma_{\text{coax}} L},
\]

(8)

\[
I_{\text{coax}} = \frac{V_+}{Z_0} e^{j\gamma_{\text{coax}} L} - \frac{V_-}{Z_0} e^{-j\gamma_{\text{coax}} L}.
\]

(9)

Here \( Z_0 \) is the characteristic impedance of the cable, and \( \gamma \) is the propagation constant defined as \( \sqrt{LC} \), where \( L \) and \( C \) are the cable series inductance per unit length and the shunt capacitance per unit length, respectively. The variable \( z_{\text{coax}} \) describes the distance along the coaxial cable.

The voltage, \( V_{\text{pe}} \), across the piezoceramic is defined as

\[
V_{\text{pe}} = -j\omega \frac{L_p}{\varepsilon^2} D - h[u_p(L_p) - u_p(0)],
\]

(10)

where \( L_p \) is the thickness of the piezoceramic.

The boundary conditions for the coaxial cable at the transducer end have to satisfy both current and voltage continuity. By recalling the relation between electrical displacement and displacement current: \( I = A(\partial D/\partial t) \) while having \( z_{\text{coax}} = 0 \) at the transmitter end of the cable, the following equations have to be satisfied:

\[
V_+ + V_- = V_{\text{pe}},
\]

(11)

\[
\frac{V_+}{Z_0} - \frac{V_-}{Z_0} = -j\omega AD.
\]

(12)

At the other end of the cable, \( z_{\text{coax}} = -L_{\text{coax}} \). Circuit analysis of the cable yields

\[
V(\omega) = \left[\frac{Z_g}{R_2 - j\omega L_2} + 1\right]V_+ e^{-j\gamma_{\text{coax}} L} + \cdots + \left[\frac{Z_g}{R_2 - j\omega L_2} - 1\right]V_- e^{j\gamma_{\text{coax}} L},
\]

(13)

where \( Z_g = R_1 + R_{\text{max}} - j\omega L_1 \) (see Fig. 2) and \( V(\omega) \) is the Fourier transform of the driving pulse.

D. Transducer model for the circular piezoceramic disk

The piezoceramic disks used in testing our model are standard Pz27 piezoceramic samples produced by Ferroperm Piezoceramics A/S, Kvistgård, Denmark. The samples are circular in the cross section and coated with silver electrodes. Measurements were performed submerged into water which gives a setup as shown in Fig. 3. A function generator with an internal and an external series resistance was applied for driving. Therefore, modeling of

\[
T_{\text{back}} = e^D(A_{G1} + B_{G1}),
\]

(14)
subscripts for the unknown coefficients referring to the first silver layer, the second silver layer, and cyclically more complicated. However, the modeling of each ceramic layered with silver electrodes and submerged into water. FIG. 3.

\[ T_{\text{back}} = \frac{D}{Z_{\text{back}}} \frac{c_{Ag}^{D} (A_{Ag,1} - B_{Ag,1})}{Z_{Ag}} \] (15)

\[ c_{p}^{D} (A_{p} + B_{p}) - hD = c_{Ag}^{D} (A_{Ag,1} e^{-jkAgL_{Ag}} + B_{Ag,1} e^{jkAgL_{Ag}}) \] (16)

\[ \frac{D}{Z_{p}} (A_{p} - B_{p}) = \frac{c_{Ag}^{D}}{Z_{Ag}} (A_{Ag,1} e^{-jkAgL_{Ag}} - B_{Ag,1} e^{jkAgL_{Ag}}) \] (17)

\[ c_{Ag}^{D} (A_{Ag,2} + B_{Ag,2}) = c_{Ag}^{D} (A_{Ag,2} e^{-jkAgL_{Ag}} + B_{Ag,2} e^{jkAgL_{Ag}}) - hD \] (18)

\[ \frac{D}{Z_{Ag}} (A_{Ag,2} - B_{Ag,2}) = \frac{c_{Ag}^{D}}{Z_{Ag}} (A_{Ag,2} e^{-jkAgL_{Ag}} - B_{Ag,2} e^{jkAgL_{Ag}}) \] (19)

\[ T_{\text{front}} = c_{Ag}^{D} (A_{Ag,1} e^{-jkAgL_{Ag}} + B_{Ag,1} e^{jkAgL_{Ag}}) \] (20)

\[ - \frac{T_{\text{front}}}{Z_{\text{front}}} = \frac{c_{Ag}^{D}}{Z_{Ag}} (A_{Ag,1} e^{-jkAgL_{Ag}} - B_{Ag,1} e^{jkAgL_{Ag}}) \] (21)

\[ -j \omega V(\omega) = \left( (R_{in} + R_{ext}) \omega^2 A + j \omega L_{e} \right) D - h \frac{c_{p}^{D}}{Z_{p}} \]

\[ \times (A_{p} - B_{p}) + h \frac{c_{Ag}^{D}}{Z_{Ag}} (A_{Ag,2} - B_{Ag,2}) \] (22)

this setup using the above described modeling method, yields a three layer solid transducer model, which is described by Eqs. (14)–(22). These equations model the electronics as resistances in series with a function generator having an internal resistance, \( R_{in} \), and an external series resistance, \( R_{ext} \).

The subscripts \( Ag_{1}, Ag_{2} \), and \( p \) in Eqs. (14)–(22) are referring to the first silver layer, the second silver layer, and the piezoceramic layer, respectively, and they are used as subscripts for the unknown coefficients \( A \) and \( B \). This model involves nine equations with nine unknowns to be solved in MATLAB.

E. Transducer model for a 128 element convex array

A medical convex array has a more complicated structure than regular circular disks as considered above. It consists of several matching layers, and the surface is geometrically more complicated. However, the modeling of each element’s impulse response follows the same principle as discussed above. Each element of the convex transducer under consideration in this paper consists of a backing layer, a piezoceramic layer, a first matching layer (ML1), a second matching layer (ML2), and a lens. Each of the 128 major elements consists of smaller subelements which are created as subdivided elements in two columns. Each subelement measures a rectangle of \( 0.1 \times 0.1 \) mm\(^2\) as shown in Fig. 4. Together all the subelements and subpitch measure 10 mm in height and define the major elements of which there are 128. The transducer has a convex radius of 29 mm and an elevation focus at 70 mm.

Considering the electronic network to be as shown in Fig. 2, and with parameter knowledge of the different layers for the different elements one can establish a consistent set of Eqs. (23)–(35) for this transducer.

\[ T_{\text{back}} = c_{p}^{D} (A_{p} + B_{p}) - hD \] (23)

\[ - \frac{T_{\text{back}}}{Z_{\text{back}}} = \frac{c_{p}^{D}}{Z_{p}} (A_{p} - B_{p}) \] (24)

\[ c_{ML1} (A_{ML1} + B_{ML1}) = c_{p}^{D} (A_{p} e^{-jkAgL_{Ag}} + B_{p} e^{jkAgL_{Ag}}) - hD \] (25)

\[ \frac{c_{ML1}}{Z_{ML1}} (A_{ML1} - B_{ML1}) = \frac{c_{p}^{D}}{Z_{p}} (A_{p} e^{-jkAgL_{Ag}} - B_{p} e^{jkAgL_{Ag}}) \] (26)

\[ c_{ML2} (A_{ML2} + B_{ML2}) = c_{ML2}^{D} (A_{ML2} e^{-jkAgL_{Ag}} + B_{ML2} e^{jkAgL_{Ag}}) \] (27)

\[ - \frac{c_{ML2}^{D}}{Z_{ML2}} (A_{ML2} - B_{ML2}) = \frac{c_{ML2}^{D}}{Z_{ML2}} (A_{ML2} e^{-jkAgL_{Ag}} - B_{ML2} e^{jkAgL_{Ag}}) \] (28)

\[ c_{lens} (A_{lens} + B_{lens}) = c_{lens}^{D} (A_{lens} e^{-jkML1L_{ML2}} + B_{lens} e^{jkML2L_{ML2}}) \] (29)

\[ - \frac{c_{lens}^{D}}{Z_{lens}} (A_{lens} - B_{lens}) = \frac{c_{lens}^{D}}{Z_{lens}} (A_{lens} e^{-jkML1L_{ML2}} - B_{lens} e^{jkML2L_{ML2}}) \] (30)

\[ T_{\text{front}} = c_{lens}^{D} (A_{lens} e^{-jkML1L_{lens}} + B_{lens} e^{jkML2L_{lens}}) \] (31)
TABLE I. Model parameters for Pz27.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Real case</th>
<th>Complex case</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho )</td>
<td>7700 ( \text{kg/m}^3 )</td>
<td>7700 ( \text{kg/m}^3 )</td>
</tr>
<tr>
<td>( c_p^D )</td>
<td>( 1.44 \times 10^{11} \times (0.7 - j0.006) \times 10^{10} ) ( \text{N/m}^2 )</td>
<td></td>
</tr>
<tr>
<td>( h )</td>
<td>( 9.8 \times 10^8 \times (0.4 - j0.004) \times 10^8 ) ( \text{V/m} )</td>
<td></td>
</tr>
<tr>
<td>( \varepsilon )</td>
<td>( 9.14 \times 10^6 \times (12 - j0.4) \times 10^6 ) ( \text{F/m} )</td>
<td></td>
</tr>
<tr>
<td>( \tan \delta )</td>
<td>0.017</td>
<td>0.017</td>
</tr>
<tr>
<td>( \rho_\text{A} )</td>
<td>1600</td>
<td>1600 ( \text{kg/m}^3 )</td>
</tr>
<tr>
<td>( c_{p_\text{A}} )</td>
<td>( 1.13 \times 10^{11} ) ( \text{N/m}^2 )</td>
<td>( 1.13 \times 10^{11} ) ( \text{N/m}^2 )</td>
</tr>
<tr>
<td>( \rho_\text{w} )</td>
<td>1000</td>
<td>1000 ( \text{kg/m}^3 )</td>
</tr>
<tr>
<td>( c_{p_\text{w}} )</td>
<td>( 2.19 \times 10^8 ) ( \text{N/m}^2 )</td>
<td>( 2.19 \times 10^8 ) ( \text{N/m}^2 )</td>
</tr>
</tbody>
</table>

\[
-\frac{T_{\text{front}}}{Z_{\text{front}}} = \frac{c_p^D}{Z_{\text{lens}}} (A_{\text{lens}}e^{-j\kappa_{\text{lens}}-\text{lens}} - B_{\text{lens}}e^{j\kappa_{\text{lens}}-\text{lens}}),
\]

\[
-J\omega V_+ - J\omega V_- = -j\omega \frac{L}{\varepsilon} D - \frac{h}{c_p^D} (A_{\text{ML1}} - B_{\text{ML1}})
\]

\[
- J\omega AD = \frac{1}{Z_0} V_+ - \frac{1}{Z_0} V_-, \tag{34}
\]

\[
V(\omega) = \left( \frac{Z_g}{Z_0} + \frac{Z_k}{R_2 - j\omega L_2} + 1 \right) V_+ e^{j\gamma_{\text{coax}}}
\]

\[
+ \left( -\frac{Z_g}{Z_0} + \frac{Z_k}{R_2 - j\omega L_2} + 1 \right) V_- e^{-j\gamma_{\text{coax}}}. \tag{35}
\]

III. NUMERICAL SIMULATION

A. Solving the equations

The equation sets (14)–(35) are solved in MATLAB for each frequency component at a time for the bandwidth of interest. The surface acceleration is found from Eq. (1) evaluated at the interface between water and the front layer (the lens). It is then multiplied with \(-J\omega\) to convert from velocity to acceleration, before the inverse Fourier transform

\[
f(t) = \frac{1}{\sqrt{2\pi}} \int_{-\infty}^{\infty} F(\omega) e^{-j\omega t} d\omega. \tag{36}
\]

is used for calculating the resulting impulse response.

1. Model data for Pz27 ceramics

The model input data set used for investigation with Pz27 materials is found in Table I. The table contains two sets of data. One set is a real-valued data set of material constants for testing of the model with attenuation based on the mechanical quality factor and the dielectric loss factor. This set was manufacturer supplied. A second set consists of complex-valued data of material constants measured by Algueró et al.¹³ These data are in their work supplied with a standard deviation which is the added/subtracted terms in the Table I. However, our analysis shows that best amplitude results are found by setting the deviation to zero for \( h \) and \( \varepsilon \)

and \((0.7 - j0.006) \times 10^{10}\) for the stiffness constant \( c_p^D \) which is the maximum allowable value according to Algueró et al.¹³ The complex-valued data set is suitable for testing how well the model works with complex input data. The density of both the real-valued and the complex-valued data set is lowered with 2.5%, which is within the manufacturers tolerances. The small adjustments is made to create the best amplitude pulse shape for long pulses. This also gives the best shape for short pulses.

Two thicknesses of the piezoceramics were applied: 0.94 and 0.5 mm corresponding to a resonance frequency of 2.1 MHz and 4.0 MHz, respectively. Both types of ceramics were coated with silver with an estimated thickness of 9 \( \mu \text{m} \). The ceramics were driven with a function generator having an internal resistance \( R_\text{in} \) of 50 \( \Omega \) and an external resistance \( R_\text{ext} \) of 47.5 \( \Omega \). The radius of the ceramics was estimated to be 5.05 mm and the attenuation constants were calculated to \( \alpha_{2.1 \text{ MHz}}=19 \text{ m}^{-1} \) and \( \alpha_{4 \text{ MHz}}=36 \text{ m}^{-1} \) for the 2.1 MHz samples and the 4.0 MHz samples, respectively.

2. Model data for the convex transducer

Table II lists the input parameters needed for predicting the impulse response of the convex ultrasound transducer. The thicknesses of the different layers \( L_p, L_{\text{ML1}}, L_{\text{ML2}}, \) and \( L_{\text{lens}} \) are set to 0.38, 0.17, 0.11, and 0.46 mm, respectively. The attenuation coefficients are calculated to be \( \{1036, 0, 139, 186, 308, 0.025\} \text{ [1/m]} \) for the backing layer, the piezoceramic layer, the ML1, the ML2, the lens, and water, respectively.

The electronic components \( R_1, R_2, R_{\text{max}}, L_1, \) and \( L_2 \) found in Fig. 2 are set to 100 \( \Omega \), 20 \( \Omega \), 22 \( \Omega \), 3.9 \( \mu \text{H} \), and 10 \( \mu \text{H} \), respectively. The coaxial cable has a characteristic impedance of 75 \( \Omega \), a length \( L_{\text{coax}} \) of 2.2 m, an estimated inductance per unit length, \( L \), of 0.387 \( \mu \text{H/m} \), and an estimated capacitance per unit length, \( C \), of 67 \( \text{pF/m} \). The later estimations are taken from product descriptions of similar coaxial cables. This estimation is found acceptable through simulation investigations on the influence of these parameters for the final results. This was done by varying the parameters and identifying the effect on the pressure pulse.
This showed that an exact value does not have significant influence on the errors. To provide an estimate of the input waveform for the FIELD II model, the transmitter output was measured without the transducer being present.

B. Setting up FIELD II

For FIELD II to calculate the pressure, the surface acceleration and the transducer surface geometry must be defined. For the piezoceramic disks FIELD II was set up to calculate the point pressure field using square element sizes of 0.1 \times 0.1 \text{ mm}^2 for the piston model.

For the convex array two possible surface models with which to set up FIELD II were investigated. One setup models each single subelement on the surface of the lens. In reality the lens material has a continuous smooth surface without any subdividing hence waves propagating from the underlying subdivided materials through the lens will propagate spherically forward toward the lens surface. These waves will superpose at the front surface according to Huygen’s principle and give an approximate plane wave transmission. Modeling of each single element therefore assumes no superposition in the lens material.

The second setup also assumes one-dimensional operation of the lens surface. Here, however, the operation of each major element is modeled as vibrating in one dimension only and as if no dicing occurs on the underlying materials. This defines the area, \( A \), in Eq. (34) to be the area of the total major element, whereas for the first setup \( A \) is the size of each subdivided element as shown in Fig. 4.

FIELD II supports two possible built-in functions for modeling the convex transducer, \( \text{xdc} \_\text{convex} \_\text{focused} \_\text{multirow} \) and \( \text{xdc} \_\text{convex} \_\text{focused} \_\text{array} \). The first function is suitable for setting up each subelement, and the second is suitable for modeling only the major elements.

The pressure at the points of interest along the centerline of an active element was calculated by simulation. At each measurement point in front of the convex transducer, the pressure at several points within the radius of the needle hydrophone was calculated. These point pressures were then used to account for the hydrophone area by averaging over the surface:

\[
\mathbf{\text{P}_{\text{hyd}}} = \frac{1}{A_{\text{hyd}}} \int \int_{A_{\text{hyd}}} \mathbf{p}(r, t) dS,
\]

where \( \mathbf{P}_{\text{hyd}} \) is the average pressure detected by the hydrophone, \( \mathbf{p}(r, t) \) is the spatial pressure calculation by FIELD II, and \( A_{\text{hyd}} \) is the area of the hydrophone. This integral is solved numerically as

\[
\mathbf{P}_{\text{hyd}} = \frac{1}{N} \sum_{i=0}^{N} \mathbf{p}_i(r_i, t_i) \Delta s_i,
\]

where \( N \) is the number of integration areas and \( \mathbf{p}_i \) is the calculated pressure at the center of the area \( \Delta s_i \).

The sampling frequency for the convex array modeling was set to 400 MHz. The pressure were calculated using 40 times 40 mathematical elements on the major elements.

IV. MEASUREMENTS

A. The Pz27 ceramic disks

The ceramic disks were driven by an Agilent 33220A function generator that supplied a tone burst of 1, 4, and 10 cycles to the samples with a 20 Vpp from the internal source \( V \) in Fig. 1. The pressure pulses were captured with a needle hydrophone having a 250 \( \mu \text{m} \) radius and were sampled using a remote controlled Agilent MSO6014A oscilloscope. The oscilloscope was set up to average 128 times to lower the noise level, which was found relatively high for the samples. Measurements were performed on five different samples at 2.1 MHz and on five different samples at 4.0 MHz. Measurements were performed submerged into demineralized water, and the hydrophone was each time centered along the center axis of the elements to find the peak amplitude.

B. The convex array

Measurements with this transducer were performed on three center elements in three depths, 33, 72, and 112 mm along each of the element’s centerlines. A shooting sequence was applied where only the considered element transmitted. Furthermore, at each of the three depths the pressures in the elevation plane were measured. The transducer was driven at 4.0 MHz using a BK Medical Aps. transmitter, delivering a 10 cycle tone burst with a limited peak amplitude of 31 V. The output voltage was limited to avoid too high nonlinear effects on the pressure pulses. All these setups were achieved by using our in house RASMUS (Ref. 19) system, which can be used to drive a transducer in transmit and receive with arbitrary configuration.

V. RESULTS

A. The results on the ceramic disks

Five transducer samples with a resonance frequency of 2.1 MHz and five transducer samples with a resonance frequency of 4.0 MHz have been measured. The average of these samples are used as a reference for comparison in the following. This has been done to minimize measurement uncertainties as well as differences in the samples.

Figure 5 shows a comparison between measured and...
simulated pressure pulses. The measured pulse is compared to simulations using the complex-valued and real-valued data sets. The comparison is made with an excitation pulse of 1 cycle at 2.1 MHz. Results indicate good agreement between measurement and model output which is a general characteristic for all combinations of pulses and samples that have been tested. A short pulse of 1 cycle has been chosen in Fig. 5 because a one-pulse excitation is the most difficult excitation situation to capture for the model. From the figure a slight overshoot is found as well as a slight tail drifting. From consecutive measurements it has been found that an amplitude decrease of the prediction of around 2 dB is needed to achieve the lowest error calculation. This amplitude adjustment has been used in the following results.

An example of current comparison between measured and simulated current flow through the driving circuit of the piezoceramic disk setup is shown in Fig. 6. This figure clearly exemplifies that the current is captured very well. A 1 cycle excitation of 2.1 MHz was applied here as well and it can be identified that the pulse tail exhibits the same drifting behavior as the above pressure pulse. Furthermore, it is noticeable that the model captures the rapid change in pulse behavior found in the beginning of the oscillating tail, indicating that the model has a certain capability to capture sudden changes in the pulse behavior.

Table III shows the results of a quantitative error calculation of the model’s accuracy compared to the mean of the measurement as well as the deviation in the physical samples themselves. The sample deviations are calculated as the root mean square (rms) error relative to the rms of the mean of the measured pulses and is for a given measurement sequence defined as

\[
\text{rms}_m = 100 \cdot \sqrt{\frac{1}{N} \sum_{i=1}^{N} (\bar{P}(m) - P(m,i))^2}.
\]

Here \(\bar{P}(m), P(m,i),\) and \(N\) are the mean pressure of \(N_i\) piezoceramic samples, the measured pressure for the \(i\)th ceramic sample, and the number of time samples acquired, respectively.

The error of the simulation is calculated as the relative error with respect to the mean of the measurement. This is calculated as

\[
\text{rms}_s = 100 \cdot \sqrt{\frac{1}{N} \sum_{i=1}^{N} [(\bar{P}(m) - P_s(m))^2]}{\sqrt{\frac{1}{N} \sum_{i=1}^{N} \bar{P}(m)^2}}
\]

where \(P_s\) is the pressure predicted by the model. From Table III it can be identified that the model has a significantly higher rms error in all predictions relative to the average of the measurements than each sample deviates from the average. This is a consequence of the drifting tail behavior and the slight overshoot on the transitions as is indicated on Fig. 5. The errors may seem high, however, it must be recalled that the rms error calculation is a very sensitive method of quantification. Therefore, a slight drift in phase results in a high error contribution.

From the table it becomes clear that the measured current standard deviation is ranging from 3.2% to 12.1% for short pulses and from 3.7% to 7.7% for long pulses, where best behavior is found for the 2.1 MHz pulses. For pressure measurements it is found that short pulses can be measured with a deviation error around 26% down to 8.5%, where best results are found for long pulses with a center frequency of 2.1 MHz. The error on the current simulation is found to be higher than the measurement deviation. The maximum simulated current error is found to be around 36.0% for short pulses while for long pulses the error is 17.9%. The best current result is found in the 4.0 MHz simulation, where an 8.6% error is found. Comparison of the current error calculated relative to simulations using either the real-valued data set or the complex-valued data set is seen to exhibit almost identical error prediction relative to the measured. This indi-

### Table III.

<table>
<thead>
<tr>
<th></th>
<th>1 cycle excitation</th>
<th>4 cycle excitation</th>
<th>10 cycle excitation</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(E: 2.1) MHz</td>
<td>(E: 4) MHz</td>
<td>(P: 2.1) MHz</td>
</tr>
<tr>
<td></td>
<td>(P: 4) MHz</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Re</td>
<td>36.0</td>
<td>29.0</td>
<td>36.2</td>
</tr>
<tr>
<td>C</td>
<td>35.5</td>
<td>25.3</td>
<td>36.8</td>
</tr>
<tr>
<td>M</td>
<td>3.2</td>
<td>12.1</td>
<td>10.0</td>
</tr>
<tr>
<td>Re</td>
<td>24.9</td>
<td>16.0</td>
<td>21.6</td>
</tr>
<tr>
<td>C</td>
<td>25.4</td>
<td>14.3</td>
<td>24.4</td>
</tr>
<tr>
<td>M</td>
<td>4.8</td>
<td>8.5</td>
<td>8.5</td>
</tr>
<tr>
<td>Re</td>
<td>17.1</td>
<td>9.8</td>
<td>14.3</td>
</tr>
<tr>
<td>C</td>
<td>17.9</td>
<td>8.6</td>
<td>20.0</td>
</tr>
<tr>
<td>M</td>
<td>3.7</td>
<td>7.7</td>
<td>8.5</td>
</tr>
</tbody>
</table>
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Fig. 7. Comparison between simulated and measured pressure pulses at a distance of 72 mm from a single element modeling each subdivided element. 

B. Results for the convex transducer when modeling each single subelement

A comparison between the simulated and the measured pressure at a distance of 72 mm along the center axis of an active element is shown in Fig. 7. Several measurements and tests in different depths have shown that the simulations undershoot the amplitude by approximately 1.7 dB relative to the mean measurement, which is the value found to give the smallest rms error. The following rms results are therefore calculated with this adjustment in amplitude. From Fig. 7 it is furthermore found that the model captures the pressure behavior relatively well. Only a slight overshoot on the transition is found and some missing behavior on the pulse tail can be seen.

Fig. 8 is an example of a measured intensity profile at a distance of 72 mm from an active element. The profile is measured in the elevation and the lateral direction and is calculated as the spatial peak pulse average intensity, which is chosen due to its suitability for pulse comparison. When comparing a simulated intensity profile in the elevation plane with measurements, it is very important that the proper lateral direction is found in the measurement. If this is not found one may compare with a wrong measurement profile. As is seen in Fig. 8 the deviation of the intensity profiles in the lateral direction can be seen to be small and may be quantified by an rms error calculated as

$$\text{rms}_{\text{prof}} = 100 \cdot \frac{\sqrt{\frac{1}{N} \sum_{m=1}^{N} \left( \frac{\bar{I}(m) - I(m,i)}{N} \right)^2}}{\sqrt{\frac{1}{N} \sum_{m=1}^{N} (\bar{I}(m))^2}},$$

where $\bar{I}(m)$, $I(m,i)$, $N_s$, and $N$ are the mean intensity profile, the measured intensity profile at the $i$th lateral direction, the number of lateral profiles, and the number of elevation points measured, respectively. Table IV lists calculated rms errors for measurements of intensity profiles from three center elements at three different depths: 33, 72, and 112 mm.

Table IV shows that measurements on Element 65 and 66 are within a 1.5% deviation relative to the mean but increasing for Element 64 around the focus point. Therefore, a simulated intensity profile compared with an intensity profile for Element 65 and 66 for any of the lateral directions can be made with similar error predictions. However, Element 64 may give a highly different error prediction due to the high relative deviation of its measured lateral profiles. Therefore, in the following, all simulated intensity profiles along the elements’ center axes are compared with the laterally average of measured intensity profiles.

Table IV. Intensity profiles’ relative rms errors measured at three depths.

<table>
<thead>
<tr>
<th>Depth (mm)</th>
<th>33</th>
<th>72</th>
<th>112</th>
</tr>
</thead>
<tbody>
<tr>
<td>Element 64</td>
<td>3.4</td>
<td>8.9</td>
<td>0.9</td>
</tr>
<tr>
<td>Element 65</td>
<td>1.0</td>
<td>0.6</td>
<td>1.5</td>
</tr>
<tr>
<td>Element 66</td>
<td>1.5</td>
<td>1.1</td>
<td>1.1</td>
</tr>
</tbody>
</table>

Figure 9 shows an intensity comparison in the elevation plane between simulated and measured intensity profiles at the three depths. From the results plotted in the figure, it is found that the tendency of the intensity level is captured...
through the whole elevation plane in the three depths 33, 72, and 112 mm. However, it is pointed out that the 1.7 dB amplitude adjustment on the pressure pulses is also used here.

The consistent tendency on the shape of the intensity curves is due to the setup of the FIELD II program and is not to be credited the impulse response calculated by the transducer model. This is because the shape of the intensity profile is entirely dependent on the spatial impulse response. It is therefore to be concluded that the FIELD II setup with the many subdivided elements is performed properly.

A quantitative comparison between the simulated and measured intensity and pressure is shown in Table V. The table shows the relative rms error between the simulated and the measured pressure in percent, which is calculated similarly as in Eq. (40). The calculation is made using the measured pressure in the three different measurement points along the element’s center lines. The center lines are found by searching for the maximum amplitudes of the measurements along the lateral direction. Accordingly the intensity rms error is calculated for the intensity studies in the elevation plane using the lateral average. Both results are listed in Table V.

From Table V, it is found that the pressure prediction at the three depths in between differ by 2% rms error relative to the mean, which is a much better result than the one found for the piezoceramics in Table III. This indicates that the transducer is very homogeneous in its performance, and that the measurements along the center lines are performed uniformly. A comparison between simulated- and measured pressures corresponds to an rms error equal to 25.2% to 27.2%. The rms intensity errors of the three elements in between are found to differ by 5.1%–14.6% at 112 mm, 7.1%–16.2% at 72 mm, and 11.5%–19.5% at 33 mm. This increase in difference the closer the measurements are to the transducer’s nonideal surface. Small deviations in the surface profile are of influence close to the transducer surface, since these are not accounted for in the FIELD II setup.
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**FIG. 11.** Elevation intensity comparison between simulated and measured values at three depths using major elements only.

### C. The results on the convex transducer modeling only the major elements

Figure 10 shows a comparison between simulated and measured pressures at a distance of approximately 33 mm from an emitting transducer element. The comparison does not involve an amplitude correction as seen in the previous results, which indicates that modeling of the major elements instead of each subelement predicts a better amplitude result. The same pulse behavior is, however, found with lacking information on pulse tails and slight overshoot on transitions.

Figure 11 is an intensity plot similar to Fig. 9. From the figure it can be identified that the amplitudes are well predicted and that the FIELD II surface model is predicting the intensity profile nicely in this configuration. The prediction is close to the one found in Fig. 9.

Table VI shows the quantitative rms errors for the intensity. As can be identified from the numerical errors on the pressure predictions only a small increase in the errors is found. Notice, that the data are given without amplitude correction which was not found necessary when using the given surface model of FIELD II. This indicates that the extra area contribution from the kerfs of the subdivided elements in between gives the extra small amplitude contribution needed for having a calibrated model. The intensity errors found in Table VI are found to be almost identical with those in Table V, which also implies that the two transducer models are working almost identically.

### VI. DISCUSSION

Figure 5 shows that the free oscillating pulse tail may approach an almost π/2 phase shift. Such a phase drift is due to several consequences of the presented modeling. One consequence is the use of a one-dimensional model which restricts the impulse response to account for dispersion modes that are only valid in the thickness mode (vibrations and dependencies along the z coordinate only). The attenuation in this direction is, furthermore, modeled as being frequency independent. A more detailed model involves frequency-dependent attenuation algorithms and a multidimensional
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**FIG. 10.** Comparison between a simulated and a measured pressure pulse at a distance of 33 mm.

### TABLE V. rms error at three depths with 1.7 dB amplitude correction.

<table>
<thead>
<tr>
<th>Depth (mm)</th>
<th>rms % intensity</th>
<th>rms % pressure</th>
</tr>
</thead>
<tbody>
<tr>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>72</td>
<td>72</td>
<td>72</td>
</tr>
<tr>
<td>112</td>
<td>112</td>
<td>112</td>
</tr>
<tr>
<td>Element 64</td>
<td>11.5</td>
<td>14.2</td>
</tr>
<tr>
<td>Element 65</td>
<td>19.5</td>
<td>16.2</td>
</tr>
<tr>
<td>Element 66</td>
<td>15.2</td>
<td>7.1</td>
</tr>
</tbody>
</table>

### TABLE VI. rms error at three depths with 0 dB amplitude correction.

<table>
<thead>
<tr>
<th>Depth (mm)</th>
<th>rms % intensity</th>
<th>rms % pressure</th>
</tr>
</thead>
<tbody>
<tr>
<td>33</td>
<td>33</td>
<td>33</td>
</tr>
<tr>
<td>72</td>
<td>72</td>
<td>72</td>
</tr>
<tr>
<td>112</td>
<td>112</td>
<td>112</td>
</tr>
<tr>
<td>Element 64</td>
<td>14.6</td>
<td>6.7</td>
</tr>
<tr>
<td>Element 65</td>
<td>19.9</td>
<td>9.6</td>
</tr>
<tr>
<td>Element 66</td>
<td>19.8</td>
<td>8.3</td>
</tr>
</tbody>
</table>
transducers requires a fine tuning of especially the density correction of the free resonance frequency of the different characterizing the samples used in the presented experiments. A these parameters may be slightly different from those characterizing the samples used in the presented experiments. A correction of the free resonance frequency of the different transducers requires a fine tuning of especially the density $\rho$, the stiffness $c^p$, and the thickness $L$, by performing measurements on each individual transducer. For the p227 samples also exact consideration of wire connections, soldering, and immersion medium would improve the errors, which to some extent is also applicable for the commercial transducer.

Despite the relatively high quantitative error found in this work it must also be argued that the model’s simplicity makes it a qualified tool for fast hybrid modeling with FIELD II compared to hybrid modeling linked up against time-consuming finite-element programs. Impulse responses, nevertheless, calculated using the latter programs benefit in the level of detail from the full dimensionality, however, it is also more sensitive to the accuracy of input parameters.

VII. CONCLUSION

It has been shown that a one-dimensional model for ultrasound multilayer transducers can be implemented to predict the required volt-to-surface acceleration converted impulse response needed by the FIELD II software to calculate the field pressure in front of piezoceramic disk samples as well as from a more complicated 128 element convex ultrasound transducer. The implemented model predicts the current flow through simple electrical circuits driving piezoceramic disks within an rms error of 8.6%–36% for long and short pulses, respectively, and within 11.2% to 36.2% for pressure pulses, respectively. All pressure amplitudes were found to give an approximately 2 dB overshoot in prediction. Both the real-valued data set and the complex-valued data set were found to exhibit almost identical results, which implies that the model works well with both types of parameter sets. Furthermore, it implies that it is possible to model losses in the piezoceramic using the mechanical quality factor or complex material parameter sets.

Pressure measurements carried out on the medical convex transducer and compared to model predictions yield rms errors of 26%–30% depending on the surface model used. Generally, the different pressure measurements were found to differ within 2%. Comparison of measured and simulated intensities was found to give an error between 5.8% and 19.8%, where the largest errors were found close to the elements. The results also show that the simplified electronic circuit describing the transmitter unit and the coaxial cable models the voltage amplitude across the piezoelectric transducer elements properly. It has been shown that using a measurement of the transmitter output voltage as an input excitation waveform for the FIELD II model gives good agreement between simulated and measured results. It can also be concluded that modeling of each single subdivided element gives almost the same result for the pulse shape as modeling the entire element as a whole surface does. However, an undershoot of approximately 1.7 dB was found.

The FIELD II program combined with the one-dimensional modeling principle is therefore a good candidate for performing fast hybrid modeling of acoustic fields.
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