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MODEL BASED CONTROL OF A CONTINUOUS YEAST FERMENTATION
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Department of Chemical Engineering, Building 229,
Technical University of Denmark, DK-2800 Lyngby, Denmark.

Abstract
Control of a continuous fermentation with Saccharomyces cerevisiae is performed by manipulation of the feed flow rate using an ethanol measurement in the exit gas. The process is controlled at the critical dilution rate with a low ethanol concentration of 40-50 mg/l. A standard PI controller is able to maintain the process fairly satisfactory around the critical dilution rate, but better performance is obtained with both an adaptive and a non-adaptive LO controller. However, simulation results indicate that improved performance of the PI controller can be obtained using a simple approximate model to calculate the tuning parameters. The results show that linear, constant gain controllers give satisfactory performance when the process is maintained in a small operating region. Experiments with significant variations in process operation are necessary to demonstrate the advantages of adaptive control.

INTRODUCTION

Control of fermentation processes operated in fed-batch mode is discussed in several studies in the literature [1]. In the case of continuous fermentations, the work is concentrated on on-line optimization, which is a most interesting research area due to the possible variability of the microorganisms. The literature reveals that only a few works exist for optimization combined with a non-linear feedback regulator [2],[3]. However, optimization without underlying feedback control is known and demonstrated to be ineffective in performing disturbance rejection [3]. The purpose of this paper is to investigate the continuous fermentation process dynamics and upon this basis to design a feedback controller.

Since fermentation processes are inherently nonlinear the control design must be able to deal efficiently with process variations. There are in principle three different approaches: robust control design, adaptive control, and nonlinear control. In the first case a linear time-invariant model is assumed and the model uncertainty occurring during operation is accounted for in the control design. Such a robust controller can in principle be obtained by designing an ideal controller using a nominal model of the process and then tune the controller on-line for satisfactory performance, or, the entire control design can be done off-line to ensure satisfactory performance for a family of models. The difficulty in this method is, however, that it requires a description of the model uncertainties which reflects only the expected variations in process behaviour. Otherwise, either a too conservative or optimistic control design will result. In the second approach, a linear time-invariant model structure is assumed and parameter variations are tracked during operation. Finally, the third approach is based on knowledge of the non-linear behaviour of the process which is used to derive a non-linear controller.

In this work, the first two mentioned approaches to model based control are investigated since a nonlinear model is not available. The robust controller is an internal model controller (IMC) designed by the method given in [4] where a nominal controller is tuned on-line. The adaptive controller is a Linear Quadratic controller combined with on-line identification of an ARMAX-model. Finally, a PI controller is used. Both simulation and experimental results are presented.

The control problem
In this work, the glucose-limited continuous fermentation with Saccharomyces cerevisiae is investigated. This yeast has a characteristic regulatory behaviour which depends on the substrate concentration. This internal cell regulation is seen by ethanol production if the glucose concentration becomes too high. The produced ethanol is consumed by the cells if the glucose concentration becomes low. This regulatory mechanism within the cells reacts very fast and ethanol can appear in the broth within a minute. Steady state concentrations of biomass, ethanol, and glucose as a function of dilution rate for fixed inlet glucose concentration have the schematic forms shown in fig.1. The dilution rate is defined as the feed flow rate divided by the liquid volume. Ethanol production starts around a critical dilution rate \( D_{\text{crit}} \).

![Fig 1: Schematic plot of steady state data as a function of dilution rate for a fixed feed glucose concentration. y-axis: concentration of B:biomass, E:ethanol, G:glucose.](image)

The control problem is to maintain the process close to the critical dilution rate in order to obtain maximum productivity of biomass. The critical dilution rate varies for different strains and operating conditions and even within an experiment. Therefore, feedback control is necessary when operation around the critical dilution rate is desired. Otherwise, the process must be operated at a dilution rate well below the critical - and optimal - dilution rate if significant ethanol production is to be avoided.

EXPERIMENTAL SYSTEM

Fermentor system
The experimental work was performed using a 20 l Chemap fermentor in the pilot plant of Novo Nordisk A/S. The reactor is equipped with standard measurements of pH, temperature, and dissolved oxygen tension. Oxygen and carbon dioxide concentrations in the exit gas are measured by a mass spectrometer. In addition to these standard measurements the fermentor is equipped with an ethanol sensor and a fluorescence sensor to measure culture NADH. The ethanol sensor is placed in the exit gas behind a teflon membrane close to the top of the fermentor. The sensor is sensitive to reducing gases and therefore not specific for ethanol. However, in this application only minor amounts of other species which can bias the ethanol measurement, such as acetate, are expected to be present. The sensor signal is arbitrarily converted to 0-100 and the output is adjusted to give maximum signal for a liquid concentration.
of 0.5 g/l. The fluorescence sensor is placed in a fitting with a quartz window through which the liquid fluorescence is measured. This sensor output is also converted to 0-100.

**Computer control system**

The fermentor is normally controlled by the company's process computer (a FOXBORO 300) and for practical reasons pH and temperature control are performed by this computer. This computer also provides data from the mass spectrometer. The control task is in principle divided in a low and high level task each undertaken by a computer. Only the low level computer is interfaced to the process and it receives all the measurements either directly to the I/O board or via a serial communication link from the FOXBORO. This computer also undertakes the low level control tasks such as PI control of dissolved oxygen and substrate feeding. The low level computer communicates with the high level computer which undertakes more advanced control.

The MODAC (MODular Data Acquisition and Control) software package runs on the high level computer and the IX (Instrumentation Expert) software package runs on the low level computer. Both are multi-tasking, real-time, command based software systems - running on personal computers - developed in house.

**Cultivation procedure**

The microorganism used is Saccharomyces cerevisiae provided by Novo Nordisk (ATCC 26 785). A standard synthetic medium with glucose as energy and carbon source and ammonium sulphate as nitrogen source is used. The experiments are started as batch fermentations and run at 30°C, pH 4.5, 101 air/min, and 0.5 bar pressure. Dissolved oxygen tension is controlled at 40% saturation with a PI controller using the agitation speed as manipulated variable. The liquid working volume is 8 l.

The feed flow and feed glucose concentration can be varied independently by means of two substrate feeds with different glucose concentrations. The two substrate flows are measured by balances and controlled by PI controllers by manipulating the pump speeds. Flow set points for each substrate flow to obtain an overall feed flow rate and feed glucose concentration are calculated automatically. The feed glucose concentration is kept constant at 10 g/l during the experiments except when disturbances are imposed.

Details of the experimental system are given in [5].

**PROCESS IDENTIFICATION**

In this work the approach to model based control is to use linear input-output models for controller design. Adaptive properties of such controller based on a linear model are essential if operating conditions change significantly as during start-up of a continuous fermentation or during on-line optimization.

The approach to process identification is to perturb the input variables with a Pseudo Random Binary Sequence (PRBS). Proper filtering of the input-output data is done to avoid aliasing and to remove trends.

**Perturbation experiment**

A characteristic feature of this process is the large change in ethanol concentration within a narrow range of dilution rates around the critical value. Even if a dilution rate is found to give a low ethanol concentration, it is not possible to maintain the low ethanol production with the fixed dilution rate during longer time periods. Therefore, it is necessary to perform the experiments in closed loop.

A PI controller is used to control the ethanol signal using the feed flow rate as manipulated variable. Perturbations are imposed on the reference signal to the controller. Tight point tracking is not necessary in this case as the purpose is to maintain a low ethanol concentration and at the same time allow variations. Fig. 2 shows a block diagram of the closed-loop perturbation set-up.

A perturbation experiment is performed with the ethanol reference signal at 10 while corresponds to a liquid concentration of 40-50 mg/l. A PRBS sequence with a basic period of 6 min but sampled every min is generated off-line. The sampling time for the PI controller is 1 min. The feed flow rate is constrained within the limits 2.3 and 2.4 l/h corresponding to the dilution rates 0.41 and 0.30 h⁻¹. The input-output data are shown in fig. 3.

The off-gas analysis sample time is increased to 2 min after the perturbations are started. The ethanol and fluorescence data are filtered with a digital 2.order low-pass filter sampled every 3 sec. The filtered signals are then sampled every min. This resampling of measurements from a faster sampled filter avoids aliasing. The corner-frequency for the low-pass filter is 2.3 rad/min which is slightly below the Nyquist frequency for the 1 min sampling time.

![Fig.2: Block diagram of closed-loop perturbation set-up. u: feed flow rate, y: ethanol measurement.](image)

![Fig.3: Perturbation experiment. The ΔO₂⁻ and ΔCO₂ measurements are given as the difference between inlet and outlet concentrations in percentage of air, i.e. % (v/v). E: ethanol signal (0-100), Eref: ethanol reference in PI controller, F: fluorescence signals (0-100). The feed flow rate is in l/h. Upper and lower limits for the feed flow rate are indicated by horizontal lines.](image)
Until \( t = 1 \) h the reference to the PI controller is constant at 10 and the ethanol oscillates around the setpoint. Perturbations are started around \( t = 1 \) h and continued during the following 5 h. The perturbation amplitude is 0.5 during the first 2 h but it is decreased to 0.2 in order to reduce the variations in the feed flow rate.

Notice the lack of response in the fluorescence signal and in the \( \Delta CO_2 \)-gas measurement. Significant variations are seen in the \( \Delta CO_2 \)-gas measurement and the ethanol signal but the first mentioned is generally more noisy than the latter. In addition, the discrete nature of off-gas analysis limits the analysis sample time to 2 min.

The same conclusions apply to a RQ measurement calculated as \( \Delta CO_2/\Delta O_2 \), but this measurement will generally be more noisy than the \( \Delta CO_2 \)-gas measurement. A Flow Injection Analyzer for measuring glucose in the broth has been developed. However, this measurement was discarded for control purpose because significant ethanol production can result even at low glucose concentrations as seen from fig.1. These considerations regard which measurements are suitable for identification and control around the particular operating point are supported by glucose pulse experiments. Therefore, only the ethanol measurement was used for control. At lower dilution rates the fluorescence signal could also have been chosen as it responds 1-2 min before the ethanol signal and is very sensitive to excessive feeding. If the ethanol measurement is not available, the \( \Delta CO_2 \)-measurement could be used instead.

Off-line identification

The off-line calculations are done using MATLAB with the system identification toolbox. The ethanol measurement is chosen as process output and the feed flow rate as the process input. The length of the data set is 281 samples. The mean values of 10.18 for ethanol and 2.73 l/h (\( D = 0.34 \) hr\(^{-1}\)) for the feed flow rate are subtracted. No trends are seen in the data and therefore high pass filtering is not done.

Fully parametrized ARX-models of increasing order \( n \) are identified to determine the model order. No further decrease in the residual is obtained and no significant changes are seen in the Bode plots from \( n = 3 \) and above. The input data are not low-pass filtered, hence the transfer function for the low-pass filter is estimated as well as the process transfer function. The filter transfer function is not recognized neither for a first or second order model. Therefore a third order, fully parametrized model is chosen although the parameters of the \( A \)-polynomial were correlated. Fig.4 shows the ethanol measurement and the residuals for the off-line identified third order ARX-model.

Fig.4: Plot of process output (ethanol measurement) and residuals for off-line identified third order ARX-model.

99.37 % of the variation in the output is explained by the model. The estimated transfer function has the following zeros and poles:

- Zeros: 1.6563, -0.9088
- Poles: 0.9782, 0.3562 ± 0.4698i

The zero outside the unit circle gives an inverse response which can be explained as follows. When the feed flow rate is increased, the ethanol concentration will initially decrease due to the larger flow out of the reaction. But a larger feed flow rate makes the cells produce more ethanol and therefore the ethanol concentration will increase. Fig. 5 shows a simulated step response with the identified transfer function.

Fig.5: Simulated step response of ethanol signal with identified transfer function model. Lower plot is an expanded plot of the initial response.

The large pole of 0.9782 results in the slow response. It also indicates that the process is close to the stability limit which is consistent with the earlier described observation.

**EXPERIMENTAL RESULTS**

An adaptive Linear Quadratic controller is used to control the ethanol concentration by manipulating the feed flow rate. The LQ objective function is

\[
J_u = y^T(t+N)Q_y y(t+N) + \sum_{i=1}^{N} (y^T(t+i)Q_y y(t+i) + u^T(t+i)Q_u u(t+i))
\]

where the weight matrices \( Q_y \) and \( Q_u \) are diagonal positive definite matrices. The controller is combined with an on-line identification of an ARMAX-model using the Recursive Extended Least Squares method with a variable forgetting factor. The model is reformulated to a state space representation in the controller and the feedback gains are calculated by iterative solution of the Ricatti equation. Adaptation of the model parameters can be switched off in which case a constant gain LQ controller is obtained. The controller is implemented in MODAC and described in more detail in [6]. Fig.6 shows a block diagram of the adaptive LQ controller.

Before control is started a fully parametrized third order ARMAX model is estimated on-line during the closed-loop experiment previously described. A first order high-pass filter with corner-frequency 0.02 rad/min is used for both input and output data. The output data are low-pass filtered as previously described.

The transfer function of the estimated model converges after approximately 140 samples (the duration of the PRBS experiment is approximately 300 samples). The scaling factor of the measurement is then changed from 2 to 1 which naturally results in a sharp change in the estimated parameters and thereby in the transfer function. This is seen as an increased gain at high frequencies which remains until the end of the PRBS experiment. The Bode plots of the off-line estimated transfer function and the on-line estimated transfer function at the end of the PRBS experiment are shown in fig.7.
At transfer between the false approximately 2 hours are ensured desired the offline, the feed Fig. 8 shows and corresponding offline, the shed to 46 h.

Fig. 8: Control with adaptive LQ controller. Upper plot: controlled variable, lower plot: manipulated variable. QU = 5, QY = 1.

After the initial adaptation follows a long period of nearly 15 hours in which the ethanol concentration is kept nicely at the desired set point of 10 with only minor disturbances. At $t = 24$ h a large load disturbance is imposed consisting in an increased feed glucose concentration from 10 to 20 g/l during 2 sample intervals. The controller decreases the feed flow rate to the lower limit. The ethanol measurement is back at the set point after 40 min but shortly after a disturbance follows having the same form and magnitude as the the one seen approximately 1.5 h before the imposed load disturbance. During a short period of 1.4 hours the ethanol set point is decreased from 10 to 8 (from $t = 26.9-28.3$ h). This set point change is very small as it corresponds to a 20-30 mg/l decrease in liquid ethanol concentration. The response following the set point increase is quite oscillatory.

Control with the non-adaptive LQ controller is shown in Fig. 9. The same input and output weights and limits on the feed flow rate as for the adaptive LQ are used. Estimation is set off at $t = 46$ h and a Bode plot of the transfer function estimate at this time is shown in Fig. 7. This model has a significantly lower gain than the other two shown.

The performance of the non-adaptive LQ controller is similar but clearly better than the adaptive LQ. Less variations and disturbances are seen with the non-adaptive LQ. The effect of the load disturbance is eliminated within 30 min. These results are, however, not sufficient to conclude that adaptation should be avoided. In order to demonstrate the advantages of adaptive control larger set point changes should be performed. A step change in the feed glucose concentration would also result in a significant change in process gain as the biomass concentration would change. In addition, it is believed that improved performance of the adaptive controller can be obtained by better adjustment of the parameter adaptivity to obtain a less alert controller. A feasible operation form would be to use the LQ controller without adaptation and only switch estimation on if the controller performance becomes unsatisfactory due to changed process dynamics. During adaptation addition of PRBS signals to the inputs will ensure sufficient conditions for identification.

At $t = 6$ h the perturbation - and the PI controller - is stopped and the LQ controller is used to control the ethanol concentration at the desired value of 10. Convergence of the Ricatti equation solution is ensured by 20 iterations in each of 4 samples before the controller is started. Thereafter, 2 iterations in each sample is used. During the first 2 hours approximately, the control performance is fairly bad as seen in the variations in the ethanol measurement. Large variations are also seen in the feed flow rate. The reason for this is the mismatch between the process transfer function - which can be represented by the off-line estimated transfer function - and the on-line estimated transfer function, i.e. the model in the controller. But after approximately 2 hours (120 samples) the model has converged and the false high gain in the high frequency range is no longer present.

Fig. 7: Bode plots of identified transfer functions. Solid line: off-line, dashed line: on-line at $t = 6$ h, dashed-dotted: on-line at $t = 46$ h.

Fig. 8 shows the control results with the adaptive LQ controller. The feed flow rate is constrained within the limits 3.28 and 2.4 l/h corresponding to the dilution rates 0.41 and 0.30 hr$^{-1}$. The control weights in the LQ objective function are 5 and 1 respectively for the input and output variables.
The third controller used experimentally is the standard PI controller used for the closed-loop perturbation experiment previously described. From fig.3 it is seen that the set point tracking performance is bad. No systematic tuning procedure was used and tuning of the PI controller was therefore time consuming. The performance of this controller for disturbance rejection is seen in fig.10. Two disturbances are imposed as the first one was not quite as large - in terms of extra amount of added glucose - as the ones imposed in the case of LQ control.

Large oscillations are seen in the ethanol measurement before the first disturbance. The ethanol measurement is back around the set point - but still oscillating - after one hour. The maximum value for the ethanol measurement is somewhat larger for the second disturbance. In this case it also takes 1 hour to return to the set point but the following oscillations are clearly reduced. This controller also reduces the feed flow rate to the lower limit after the disturbances.

SIMULATION RESULTS

It is interesting to investigate the performance of an IMC controller which is a simple model based controller. The off-line identified transfer function model is used for control design and simulation of the process.

An IMC design method for the IMC controller is used as described in [4]. The design is done in discrete time. The first step is to factorize the model into a stable part and a part containing the zero outside the unit circle. The IMC controller is then obtained by inverting the stable part of the model and multiplying with a low-pass filter. The zero close to (-1,0) of the model transfer function becomes a pole in the control transfer function which can cause intersample ripples ([4]). Therefore, this pole is cancelled and placed at the origin. The time constant of the filter is the only tuning parameter which is adjusted on-line to obtain satisfactory performance and robustness. A first order filter is used and the tuning parameter lies in the range 0 to 1. A value of 0 leads to a controller which is the inverse model and 1 leads to open-loop control.

The performance of the IMC controller for disturbance rejection and set point tracking is compared to the non-adaptive LQ and a PI controller. The disturbance is simulated as a load disturbance in the ethanol measurement. The parameters of the off-line identified model are used in the LQ controller. The PI controller is tuned using the method described in [7] in which IMC design is used to calculate the PI tuning parameters. The step response shown in fig.5 shows that the process has a large time constant versus deadtime. Therefore, the model is approximated to an integrator plus deadtime in order to avoid a slow load response [7]. Having the process gain and deadtime from the step response (these are 0.6667 and 5 min respectively) the two PI tuning parameters are calculated by specifying the time constant of the closed-loop response. This response time constant need to be larger than the deadtime in order to avoid oscillatory response. A closed-loop time constant of 10 min is used. The IMC tuning parameter has an optimal value around 0.8 as less good performance results when it is increased or decreased. Fig.11 shows the performance of the three controllers.

Similar performance is obtained for all three controllers. The most significant difference is seen in the disturbance rejection where the IMC and PI controllers both have a more sluggish response than the LQ controller. Using the same PI tuning parameters as for the experimental results gives a much more oscillatory response. Although the PI controller as such does not have any information of the process dynamics in form of a model, this model based tuning seems to be an efficient method to improve the PI controller performance.

CONCLUSIONS

A perturbation experiment is successfully performed around the critical dilution rate. Closed-loop operation is necessary at this operating point in order to maintain a low ethanol concentration. For this particular set-up the ethanol measurement is found to be the most suitable measurement for control. An off-line identified model, using the feed flow rate and the ethanol measurement, reveals inverse response for this pair of input output variables.
It is possible to maintain the process at the desired operating point also with a standard PI controller although the obtained control is not as tight as with the LQ controllers. The constraints in feed flow rate confines the control action when the large load disturbance is imposed, but still the time needed to eliminate the effect of the disturbance is twice as long for the PI controller compared to the non-adaptive LQ.

Simulations show that similar performance is obtained with an IMC, LQ, and PI controller all designed on the basis of the experimentally identified model. This indicates that improved performance can be obtained experimentally using a model based tuning of the PI controller. The LQ controller is tuned for faster response than the IMC and PI controllers. Such tuning for fast response seems feasible for adaptive control. The IMC and PI controllers will probably have to be detuned for practical application where changes in fermentation dynamics can occur. For this detuning a priori knowledge of the model uncertainty is required.
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