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Using nonequilibrium Green’s functions we calculate the spin-polarized current and shot noise in a ferromagnet-quantum-dot-ferromagnet system. Both parallel (P) and antiparallel (AP) magnetic configurations are considered. Coulomb interaction and coherent spin flip (similar to a transverse magnetic field) are taken into account within the dot. We find that the interplay between Coulomb interaction and spin accumulation in the dot can result in a bias-dependent current polarization $\varphi$. In particular, $\varphi$ can be suppressed in the P alignment and enhanced in the AP case depending on the bias voltage. The coherent spin flip can also result in a switch of the current polarization from the emitter to the collector lead. Interestingly, for a particular set of parameters it is possible to have a polarized current in the collector and an unpolarized current in the emitter lead. We also found a suppression of the Fano factor to values well below 0.5.
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I. INTRODUCTION

Spin-dependent transport in quantum dots (QDs) is a subject of intense study nowadays due to its relevance to proposed spintronic devices that encompass, for instance, the Datta-Das transistor, memory devices, and as an ultimate goal, quantum computers. In particular, the recent progress in the coherent control of electron spins in quantum dots has stimulated even further the research in this field for possible applications in quantum computation and quantum information processing. In addition to these fascinating technological applications, quantum dots constitute a unique well-controllable system to study fundamental physical aspects of transport in the strong Coulomb-correlated regime and its interplay with spin-dependent effects.

A common geometry used for transport studies in quantum dots consists of two leads weakly coupled to a QD via tunneling barriers. Spin-dependent effects such as spin accumulation and spin-polarized transport can occur in these systems when both leads are (or at least one of them is) ferromagnetic (FM). The junction ferromagnet-quantum-dot-ferromagnet (FM-QD-FM) resembles the standard tunnel magnetoresistance (TMR) and giant magnetoresistance (GMR) geometries composed of an insulator layer sandwiched by two ferromagnetic metallic leads, except for the quantum dot replacing the insulator layer. This system (dot coupled to FM leads) was recently experimentally realized in the context of semiconductor quantum dots and molecules. A wealth of spin-dependent effects has been observed in this system due to the interplay of quantum confinement, Coulomb correlations, Pauli principle, and lead-polarization alignments. For instance, effects such as spin accumulation, spin diode, spin blockade, spin current ringing, negative differential conductance, and negative TMR arise in this context. In order to obtain additional information, not contained in the average current, shot noise has also been analyzed in several spintronic systems. A few examples include shot noise in spin-valve junctions and quantum dots attached to ferromagnetic leads.

Here we apply the Keldysh nonequilibrium technique to study spin-polarized transport (current and shot noise) in a FM-QD-FM system (Fig. 1). Both parallel (P) and antiparallel (AP) lead magnetization alignments are considered. The left and the right lead materials are taken to be different, thus resulting in additional effects, not seen for leads with the same material. We analyze both the current and the shot noise in the presence of Coulomb interaction and spin flip in the dot. We find an interplay between spin accumulation and Coulomb interaction that gives rise to a bias-dependent cur-

FIG. 1. Schematic of the system studied: a quantum dot coupled to two ferromagnetic leads. On the forward bias the electrons tunnel from the left lead to the right lead via the quantum dot. We consider configurations in which the FM leads are P or AP. The dot has a single orbital level and can hold at most two electrons of opposite spins. Intradot Coulomb interaction and spin flip are considered.
rent polarization $\phi$. More specifically, $\phi$ can be suppressed or enhanced and have its sign changed depending on the magnetic alignment and the bias voltage. We also note that the spin flip can switch the current polarization as it flows from the emitter to the collector lead. In particular, it is possible to have an unpolarized emitter current and a polarized collector current. For the shot noise, we find that spin flip can suppress it (in the AP case) with Fano factors reaching well below 1/2.

The outline of our paper is as follows: In Sec. II we describe in detail our model Hamiltonian. In Sec. III we present the current and the noise calculations, respectively, including general formulas for these quantities. In Sec. IV we present and discuss numerical results for the current and the shot noise. We summarize our conclusions in Sec. V. Technical details of our calculation are described in the Appendixes A–D.

II. MODEL SYSTEM AND HAMILTONIAN

Our system consists of a quantum dot with one quantized level coupled to two ferromagnetic leads via tunneling barriers. While the electrons in the leads are noninteracting, the electrons in the dot experience Coulomb repulsion and spin-flip scattering. The system Hamiltonian is

$$H = H_1 + H_R + H_D + H_T.$$  

The first three terms in Eq. (1) correspond to the three different regions: left lead, right lead, and dot. The last term $H_T$ hybridizes these three regions thus allowing electrons to tunnel from one region to the other. This term gives rise to current in the presence of a bias voltage.

More explicitly, we have for the ferromagnetic leads

$$H_\eta = \sum_{\sigma} \epsilon_{\sigma} \sum_{k} f_{\sigma k}^\dagger f_{\sigma k} \mathbb{1}_{\eta k},$$  

where $\epsilon_{\sigma} = \epsilon_{\sigma} + (-1)^{\delta_{\sigma}} \Delta$ (Stoner model) is the spin-dependent energy of the electron in lead $\eta = (L, R)$, with the band spin splitting $\Delta$, $\sigma = \uparrow, \downarrow$, and $\delta_{\sigma} = 1$; $\delta_{\sigma} = 0$. The operator $c_{\sigma k}^\dagger$ ($c_{\sigma k}$) destroys (creates) an electron with wave vector $k$ and spin $\sigma$ in lead $\eta$. The dot Hamiltonian is

$$H_D = \sum_{\sigma} \epsilon_{\sigma} d_{\sigma}^\dagger d_{\sigma} + U n_\uparrow n_\downarrow + R (d_{\uparrow}^\dagger d_{\uparrow} + d_{\downarrow}^\dagger d_{\downarrow}),$$  

where $\epsilon_{\sigma}$ is the dot level and $d_{\sigma}$ ($d_{\sigma}^\dagger$) annihilates (creates) an electron in the dot with spin $\sigma$. Our model assumes a single spin-degenerate orbital level in the dot. $\epsilon_\uparrow = \epsilon_\downarrow = \epsilon_d$. More specifically, our dot can be singly occupied by an electron with spin up, down, or doubly occupied by two electrons with opposite spins. We account for the Coulomb interaction in the dot via the Hubbard term with correlation parameter $U$. We assume a linear voltage drop across the system: $\epsilon_d = \epsilon_0 - eV$, where $e > 0$, $V$ is the applied voltage, and $\epsilon_0$ is the dot level for $V=0$. The left $\mu_L$ and the right $\mu_R$ chemical potentials are related by $\mu_L - \mu_R = eV$. Here we assume that $\mu$ is constant and defines the origin of the energy. For positive bias ($\mu_L > \mu_R$) the left lead is the electron emitter and the right lead is the collector. The last term in Eq. (3) accounts for a coherent spin flip in the dot. This term can represent, e.g., a local transverse magnetic field that coherently rotates the electron spin, which can be experimentally realized via electron spin resonance (ESR) techniques or by the Hanle effect.

Instead of carrying out the calculations with Hamiltonian (3), we perform the following canonical transformation:

$$d_\sigma = \frac{1}{\sqrt{2}} \sum_{i=1,2} (-1)^{\delta_{\sigma i}} d_i,$$  

With Eq. (4), the dot Hamiltonian becomes

$$H_D = \sum_{i=1,2} [\epsilon_d + (-1)^i R] d_i^\dagger d_i + U n_1 n_2,$$  

where $n_i = d_i^\dagger d_i$. Note that in Eq. (5) the dot level is split into two levels: $\epsilon_\uparrow = \epsilon_d - R$ and $\epsilon_\downarrow = \epsilon_d + R$. We note that this canonical transformation rotates the spin-quantization axis (e.g., to the direction of a local transverse magnetic field), thus replacing the spin-flip term by a diagonal term with a split level.

The tunneling Hamiltonian in Eq. (1) is

$$H_T = \sum_{k, \eta} \sum_{\sigma} (t_{k,\sigma} c_{\sigma k}^\dagger d_{\sigma} + t_{k,\sigma}^* d_{\sigma}^\dagger c_{\sigma k}),$$  

where the matrix element $t_{k,\sigma}$ connects an electronic state in lead $\eta$ to one in the dot. Observe that the hopping process between the leads and the dot is spin conserving, i.e., $t_{k,\sigma}$ does not mix different spin components. Applying the transformation Eq. (4) into Eq. (6) we find

$$H_T = \sum_{k, \sigma} \frac{(-1)^{\delta_{\sigma}}}{\sqrt{2}} \left( t_{k,\sigma}^* d_i^\dagger c_{\sigma k} + t_{k,\sigma} d_i c_{\sigma k}^\dagger \right).$$  

Next we calculate current and noise for the model described above.

III. CURRENT AND NOISE

The current is calculated in a standard way from the definition $I_L(t) = \langle \hat{I}_L(t) \rangle$, where $\hat{I}_L(t) = -e \dot{N}_L$ is the current operator, with $N_L = \sum_{k,\sigma} c_{\sigma k}^\dagger c_{\sigma k}$, being the total number operator, and $\langle \ldots \rangle$ is a thermodynamic average. From the Heisenberg equation $\dot{N}_L = [H, N_L]$, we find

$$\dot{I}_L(t) = ie \sum_{k, \sigma} [t_{k,\sigma} c_{\sigma k}^\dagger(t)d_{\sigma}^\dagger(t) - t_{k,\sigma}^* d_{\sigma}^\dagger(t) c_{\sigma k}(t)],$$  

which results in the following current expression:

$$I_L(t) = 2e \Re \sum_{k, \sigma} t_{k,\sigma} \langle c_{\sigma k}^\dagger(t)d_{\sigma}(t) \rangle.$$  

A similar expression holds for the right lead current $I_R = -e \langle N_R \rangle$. Since we are in a stationary regime, we have simply $I_L = -I_R$. Using the canonical transformation in Eq. (9), we obtain
\[ I_L = 2e \text{Re} \sum_{k\alpha} t_{k\alpha} \frac{(-1)^j\delta_{\alpha\downarrow}}{\sqrt{2}} G_{\text{skat}}(t,t), \]

where \( G_{\text{skat}}(t,t) = i\langle c_{\text{skat}}^\dagger(t)d_{\text{skat}}(t) \rangle \) is the lesser Green’s function, which is calculated via the Keldysh nonequilibrium technique.40,41

As a starting point we construct the complex time Green’s function \( G_{\text{skat}}(\tau,\tau') = -i(T_{\text{c}}d_{\text{skat}}(\tau)\langle c_{\text{skat}}^\dagger(\tau') \rangle) \), where \( T_{\text{c}} \) is the contour time-ordering operator and \( \tau, \tau' \) are the complex times running along a complex contour.40,41 Then we go from the Heisenberg to the interaction picture by introducing the \( S \)-matrix operator \( S = e^{-i\phi_{H}dt^2/\hbar} \). Here the tilde means that \( H_F \) is in the interaction picture. After expanding \( S \) we find

\[ G_{\text{skat}}(\tau,\tau') = i_{\text{skat}} \sum_j \frac{(-1)^j\delta_{\alpha\downarrow}}{\sqrt{2}} \int d\tau G\ij_{\text{skat}}(\tau_1,\tau_2) L_{\text{skat}}(\tau_1,\tau_2), \]

where \( G\ij_{\text{skat}}(\tau_1,\tau_2) = -i(T_{\text{c}}d_{\text{skat}}(\tau_1)\langle c_{\text{skat}}^\dagger(\tau_2) \rangle) \) and \( L_{\text{skat}}(\tau_1,\tau_2) = -i(T_{\text{c}}c_{\text{skat}}\langle c_{\text{skat}}^\dagger(\tau_2) \rangle) \). Note that while \( G\ij_{\text{skat}}(\tau_1,\tau_2) \) is in the Heisenberg picture, \( L_{\text{skat}}(\tau_1,\tau_2) \) is in the interaction picture (denoted by the tilde operators). This “separability” of the interaction and Heisenberg pictures follows from the assumption of noninteracting electrons in the leads. This allows us to put the “difficult” part of the analysis entirely in the dot Green’s functions, which contain the Coulomb interaction, the spin flip, and the coupling to leads.

The next step is to apply Langreth’s analytical continuation rules41 to Eq. (11), to find the lesser Green’s function appearing in Eq. (10). This yields

\[ G^{<}_{\text{skat}}(t,t') = i_{\text{skat}} \sum_j \frac{(-1)^j\delta_{\alpha\downarrow}}{\sqrt{2}} \int d\tau G\ij_{\text{skat}}(t,t\downarrow) L_{\text{skat}}(t\downarrow,\tau_2) G^{<}_{\text{skat}}(\tau_2,t'), \]

where the labels \( r, a, \) and \( \downarrow \) mean retarded, greater, and lesser, respectively. The calculation of the retarded \( G^{>}_{\text{skat}} \) and lesser \( G^{<}_{\text{skat}} \) dot Green’s functions is presented in Appendix A.

Using this result in Eq. (10) we arrive at

\[ I_L = 2e \text{Re} \sum_{ij} \int d\tau \{G^{<}_{\text{skat}}(t,t\downarrow)\Sigma^{<}_{\text{skat}}(t\downarrow,t) + G^{>}_{\text{skat}}(t,t\downarrow)\Sigma^{>}_{\text{skat}}(t\downarrow,t)\}, \]

where \( \Sigma^{<}_{\text{skat}}(t\downarrow,t) = \frac{1}{2} \sum_{k\alpha} \langle c_{\text{skat}}^\dagger(t\downarrow)\rangle^2\delta_{\alpha\downarrow} G^{<}_{\text{skat}}(t\downarrow,t) \), with the lesser Green’s function \( G^{<}_{\text{skat}}(t\downarrow,t) = i\langle c_{\text{skat}}^\dagger(t\downarrow)\rangle \) and the advanced one \( G^{>}_{\text{skat}}(t\downarrow,t) = i\langle c_{\text{skat}}^\dagger(t\downarrow)\rangle \); here the curly brackets denote an anticommutator. In the steady-state regime the Fourier transforms of the Green’s functions result in single frequency Green’s functions. Since this is the regime of interest here, we state for later use the Fourier transform of the leads Green’s functions,

\[ \hat{G}_{\text{skat}}(\epsilon) = \delta_{\epsilon\mathbf{k}_{\text{skat}}} = \frac{1}{\epsilon - \epsilon_{\text{skat}} - i\delta}, \]

where \( n_{\eta} = \frac{1}{2} \text{Re} [\text{Tr}(e^{\epsilon_{\text{skat}}})] \), which is the Fermi distribution function of lead \( \eta \).

A. Average current in the stationary regime

In a stationary regime all of the Green’s functions depend on only \( t-t_1 \), yielding the Fourier transform

\[ I_{\text{L}} = 2e \text{Re} \sum_{ij} \int \frac{d\epsilon}{2\pi} \{G^{<}_{ij}(\epsilon)\Sigma^{<}_{ji}(\epsilon) + G^{>}_{ij}(\epsilon)\Sigma^{>}_{ji}(\epsilon)\} \]

\[ = ie \int \frac{d\epsilon}{2\pi} \text{Tr}(\Gamma_{L}[(G^{\prime} - G^{a})n_{L} + G^{<}]), \]

where \( \Gamma_{L} = 2\pi \sum_{k\alpha} \delta_{\alpha\downarrow} \) is the linewidth function. In what follows we neglect the energy dependence of \( \Gamma_{L}^{\alpha} \) (wide-band limit), which will be taken as a constant phenomenological parameter.

B. Spin-resolved currents

From Eqs. (16) and (17) we can also determine the spin-resolved components of the average current,

\[ I^{\alpha}_{L} = ie \int \frac{d\epsilon}{2\pi} \text{Tr} \left\{ \frac{\Gamma_{L}^{\alpha}}{2}[(-1)^{\delta_{\alpha\downarrow} - 1}] \right\} \times \left\{ n_{L}[G^{\prime} - G^{a} + G^{<}] \right\}. \]

A similar result holds for \( I^{\alpha}_{L} \). Equation (18) gives the spin-polarized current components with their polarization axes defined along the magnetic moment of the leads. In the present study no spin torque is considered, which makes the projected current a relevant quantity to investigate. In the presence of spin torque more general definitions for spin-resolved charge currents and spin currents should be used. A general expression for the spin current in the presence of spin transfer was recently derived in Ref. 42.

C. Noise definition

Fluctuations of the current are interesting because they can give additional information about the system beyond that provided by the average current alone.43 Here we derive an expression for the current fluctuations, which include both thermal and shot noises. The thermal noise is related to fluctuations in the occupations of the leads due to thermal excitation, and it vanishes at zero temperature. Shot noise is an unavoidable temporal fluctuation of the current due to the granularity of the electron charge. It is nonzero only for finite bias, i.e., it is a nonequilibrium property. In the linear-response regime the fluctuation-dissipation theorem holds, yielding the relation \( S(\omega) = 4k_{B}T G(\omega) \), where \( G(\omega) \) is the conductance.43 Hence, in equilibrium the noise contains the
same information as the conductance. Away from equilibrium this relation is no longer valid and the noise spectrum can provide additional information.

We define noise via $S_{\eta\eta'} = \langle (\delta I_\eta(t) - \delta I_\eta(t')) \rangle$, where $\delta I_\eta(t) = \tilde{I}_\eta(t) - I_\eta$ is the current fluctuation at a time $t$ in lead $\eta$. Equivalently,

$$S_{\eta\eta'}(t,t') = \langle (\tilde{I}_\eta(t), \tilde{I}_\eta'(t')) \rangle - 2\tilde{I}_\eta^2,$$  \hspace{1cm} (19)

where we use the fact that $I_\eta = \langle \tilde{I}_\eta(t) \rangle$ in the stationary regime. Using the current operator $\tilde{I}_\eta$ [Eq. (8)] and Eq. (4) into Eq. (19), we obtain

$$S_{\eta\eta'}(t,t') = (ie)^2 \sum_{k\alpha\sigma'\alpha} \frac{1}{2} \left[ 1 - 1 \right] |\delta_{\alpha\sigma}| \left[ 1 - 1 \right] |\delta_{\alpha'\sigma'}| \times
times \left[ \langle k_{\alpha\sigma} d_{\alpha}^{\dagger} (\tilde{c}_{\alpha\sigma}^{\dagger}) d_{\alpha} (\tilde{c}_{\alpha'\sigma'}^{\dagger}) d_{\alpha'} (\tilde{c}_{\alpha'\sigma'}^{\dagger}) \rangle \right. \left. - \langle k_{\alpha\sigma} d_{\alpha}^{\dagger} (\tilde{c}_{\alpha\sigma}^{\dagger}) d_{\alpha} (\tilde{c}_{\alpha'\sigma'} (\tilde{c}_{\alpha'\sigma'}^{\dagger}) d_{\alpha'} (\tilde{c}_{\alpha'\sigma'}^{\dagger}) \rangle \right]$$

$$+ H.c. - 2\tilde{I}_\eta^2.$$ \hspace{1cm} (20)

D. Noise in terms of Green’s functions

Each $\langle \ldots \rangle$ term in Eq. (20) can be expressed in terms of a Green’s function. Defining the two-particle Green’s functions,

$$g_1^{(2)}(\tau, \tau') = i\tilde{c}_i^{\dagger} (\tilde{T}_c^{\dagger} \tilde{g}_{\kappa \alpha}(\tilde{\tau}) \tilde{d}_{\alpha}^{\dagger}(\tau) \tilde{c}_{\alpha' \sigma'}^{\dagger}(\tau') \tilde{d}_{\alpha'}(\tau')),$$

$$g_2^{(2)}(\tau, \tau') = i\tilde{c}_i^{\dagger} (\tilde{T}_c^{\dagger} \tilde{g}_{\kappa \alpha}(\tilde{\tau}) \tilde{d}_{\alpha}^{\dagger}(\tau) \tilde{c}_{\alpha' \sigma'}^{\dagger}(\tau') \tilde{d}_{\alpha'}(\tau')),$$

$$g_3^{(2)}(\tau, \tau') = i\tilde{c}_i^{\dagger} (\tilde{T}_c^{\dagger} \tilde{g}_{\kappa \alpha}(\tilde{\tau}) \tilde{d}_{\alpha}^{\dagger}(\tau) \tilde{c}_{\alpha' \sigma'}^{\dagger}(\tau') \tilde{d}_{\alpha'}(\tau')),$$

$$g_4^{(2)}(\tau, \tau') = i\tilde{c}_i^{\dagger} (\tilde{T}_c^{\dagger} \tilde{g}_{\kappa \alpha}(\tilde{\tau}) \tilde{d}_{\alpha}^{\dagger}(\tau) \tilde{c}_{\alpha' \sigma'}^{\dagger}(\tau') \tilde{d}_{\alpha'}(\tau')),$$

we can write Eq. (20) as

$$S_{\eta\eta'}(t,t') = e^2 \sum_{k\kappa \alpha \sigma' \alpha} \frac{1}{2} \left[ 1 - 1 \right] |\delta_{\alpha\sigma}| \left[ 1 - 1 \right] |\delta_{\alpha'\sigma'}| \times
times \left[ \langle k_{\kappa \alpha \sigma'}^{\dagger} g_{\kappa \alpha}^{(2)}(\tau,t') \rangle - \langle k_{\kappa \alpha \sigma'}^{\dagger} g_{\kappa \alpha}^{(2)}(\tau,t') \rangle \right.

\left. - \langle k_{\kappa \alpha \sigma'}^{\dagger} g_{\kappa \alpha}^{(2)}(\tau,t') \rangle - \langle k_{\kappa \alpha \sigma'}^{\dagger} g_{\kappa \alpha}^{(2)}(\tau,t') \rangle \right] + H.c. - 2\tilde{I}_\eta^2.$$ \hspace{1cm} (21)

where $g_{\alpha}^{(2)}(\tau,t')$ is obtained from the complex time Green’s function $g_{\alpha}^{(2)}(\tau, \tau')$ via analytical continuation. Similarly to the current calculation where we develop an $S$-matrix expansion in $G_{\alpha \alpha}^{\text{out}}(\tau, \tau')$ to obtain $G_{\alpha \alpha}^{\text{out}}(t, t')$, here we expand the $S$ matrix in $g_{\alpha}^{(2)}(\tau, \tau')$ and then obtain $g_{\alpha}^{(2)}(\tau, \tau')$. This procedure follows the standard calculations proposed in Ref. 39 to derive the current equation. The details of this $S$-matrix expansion are presented in Appendix B; here we simply state the results,

$$g_i^{(2)}(\tau, \tau') = \frac{1}{2} \sum_{t_1, t_2=1,2} \langle (-1)^{t_1} \delta_{t_1}(t_1 - \tau) \rangle \times
times \left[ \int d\tau_1 d\tau_2 g_{\kappa \alpha}(\tau_1, \tau) g_{\kappa \alpha}^{\dagger}(\tau_2, \tau') \right]$$

$$\times \{ G_{i_i}(\tau, \tau_1) G_{j_j}(\tau', \tau_2) - G_{i_i}(\tau, \tau_2) G_{j_j}(\tau', \tau_1) \} \}$$ \hspace{1cm} (22)

and

$$g_i^{(2)}(\tau, \tau') = - \delta_{\kappa \alpha \sigma \sigma'} g_{\kappa \alpha}(\tau', \tau) G_{i_i}(\tau, \tau') \times
times \left[ \frac{1}{2} \sum_{t_1, t_2=1,2} \langle (-1)^{t_1} \delta_{t_1}(t_1 - \tau) \rangle \right] \times
times \left[ \int d\tau_1 d\tau_2 g_{\kappa \alpha}(\tau_1, \tau) g_{\kappa \alpha}^{\dagger}(\tau_2, \tau') \right]$$

$$\times \{ G_{i_i}(\tau, \tau_1) G_{j_j}(\tau', \tau_2) - G_{i_i}(\tau, \tau_2) G_{j_j}(\tau', \tau_1) \} \}.$$ \hspace{1cm} (23)

Equations (22) and (23) hold on a Hartree–Fock or other mean-field theory (see details in Appendix B). The other two Green’s functions $g_3^{(2)}$ and $g_4^{(2)}$ are given by

$$g_3^{(2)}(\tau, \tau') = g_2^{(2)}(\tau, \tau').$$ \hspace{1cm} (24)

From a diagrammatic point of view the terms in Eqs. (22) and (23) involving

$$G_{i_i}(\tau, \tau_1) g_{\kappa \alpha}(\tau_1, \tau) G_{j_j}(\tau', \tau_2) g_{\kappa \alpha}^{\dagger}(\tau_2, \tau')$$ \hspace{1cm} (26)

and

$$G_{\kappa \alpha}(\tau, \tau_1) g_{\kappa \alpha}(\tau_1, \tau) g_{\kappa \alpha}^{\dagger}(\tau_2, \tau')$$ \hspace{1cm} (27)

cancel identically the term $2\tilde{I}_\eta^2$ of Eq. (21) (see Appendix C). So we can say that this corresponds to the linked cluster expansion to the noise. The other terms in Eqs. (22) and (23) give the connected diagrams and thus can give a contribution to the noise. Substituting the connected terms of Eqs. (22)–(25) into Eq. (21), we find

$$S_{\eta\eta'}(t,t') = e^2 \sum_{k\kappa \alpha \sigma' \alpha} \langle \delta_{\alpha \sigma} \rangle \left[ \sum_{ij} \left( \langle t_{k\kappa \alpha \sigma'} \rangle \right) \right]$$

$$+ H.c. - 2\tilde{I}_\eta^2.$$ \hspace{1cm} (21)
we find the following zero-frequency shot noise:

\[ - g_{kxqy}(t, \tau_j) G_{i12}^{(1)}(\tau_j, \tau_2) g_{k'x'q'y'}(\tau_2, \tau_1') G_{j12}^{(1)}(\tau_1', \tau_j) + g_{kxqy}(t, \tau_j) G_{i12}^{(1)}(\tau_j, \tau_2) g_{k'x'q'y'}(\tau_2, \tau_1') G_{j12}^{(1)}(\tau_1', \tau_j) \]

where the superscript \( t > t' \) means that an analytical continuation should be performed by applying Langreth’s rules.

## E. Zero-frequency shot noise

The shot noise is defined as the Fourier transform of \( S_{\eta \eta'}(t-t') \), which in the stationary regime reads

\[ S_{\eta \eta'}(\omega) = \int_{-\infty}^{\infty} d(t-t') e^{i\omega(t-t')} S_{\eta \eta'}(t-t') \]

Using the analytical continuation of Eq. (28) into Eq. (29) we find the following zero-frequency shot noise:

\[ S_{LL}(\omega = 0) = \frac{e^2}{\pi} \int \frac{d\epsilon}{2\pi} \text{Tr} \{ n_L^{1/2} \hat{G}^{<} - i(1-n_L) \hat{G}^{>}_L \}
+ \hat{G}^{<}_L \hat{T}^{\dagger} \hat{G}^{>}_R + \hat{G}^{<}_L (\hat{G}^{>}_r - \hat{G}^{<}_R) \hat{T}^{\dagger}_{L} - (1-n_L) \hat{G}^{<}_L - n_L (1-n_R) \hat{G}^{>}_{L} \hat{T}^{\dagger}_{L}
+ \hat{G}^{<}_L \hat{T}^{\dagger}_{R} \hat{G}^{>}_R \]

where \( \hat{G}^{<} \) satisfies the identity \( \hat{G}^{<} - \hat{G}^{<} = \hat{G}^{>} - \hat{G}^{>} \). All the Green’s functions in Eq. (30) are in the frequency domain. In our analysis we only take the component \( \eta = \eta' \). Since the dc noise is independent of position, we have simply \( S_{LL}(0) = S_{RR}(0) = -S_{LR}(0) = -S_{RL}(0) \). Equation (30) can be expressed in a standard form as follows:45,46 (Appendix D):

\[ S_{LL}(\omega = 0) = \frac{e^2}{\pi} \int \frac{d\epsilon}{2\pi} \text{Tr} \left[ n_L(1-n_L) + n_R(1-n_R) \hat{T}(\epsilon) \right]
+ (n_L - n_R)^2 \text{Tr} \left[ \hat{T}(\epsilon) [1 - \hat{T}(\epsilon)] \right] \]

with the transmission matrix \( \hat{T} = \Gamma^{L} \hat{G}^{>}_{L} \hat{G}^{<}_R \). In the calculation leading to Eqs. (30) and (31) we have truncated an S-matrix expansion by breaking two-particle Green’s function into products of one-particle Green’s functions. This procedure holds in a mean-field theory. Thus, for a consistent procedure, we calculate the average, Hartree–Fock-like for the Green’s functions should be made (see Appendix A). Some limitations imposed by this approximation are discussed in the end of Sec. IV.

## F. Model for the FM leads

The ferromagnetism of the leads is considered via the spin-dependent parameter \( \Gamma_{\sigma}^{0} \). From the Stoner model, for instance, we can see that the density of states for spin-up electrons of the lead is shifted with respect to that of the spin-down electrons. Since \( \Gamma_{\sigma}^{0} \) contains information about the spin-dependent density of states, it is expected that \( \Gamma_{\sigma}^{0} \neq \Gamma_{\sigma}^{0} \). Following Ref. 49 we define \( \Gamma_{\sigma}^{0} = \Gamma_{\sigma}^{0} [1 + (-1)^{s_{\sigma}^L} p_{L}] \).

The parameter \( \Gamma_{L}^{0} \) gives the strength of the lead-to-dot coupling and \( p_{L} \) is a parameter describing the degree of spin polarization of the left lead.\(^{50}\) Note that \( \Gamma_{\sigma}^{0} > \Gamma_{\sigma}^{0} \) for \( p_{L} \neq 0 \). This means that the population for spin up around the Fermi energy in the left lead is greater than the population for spin down. Similarly, for the right ferromagnetic lead we assume \( \Gamma_{\sigma}^{R} = \Gamma_{\sigma}^{R} [1 + (-1)^{s_{\sigma}^R} p_{R}] \) for the P alignment and \( \Gamma_{\sigma}^{R} = \Gamma_{\sigma}^{R} [1 - (-1)^{s_{\sigma}^R} p_{R}] \) for the AP alignment. Note that for the P case we have \( \Gamma_{\sigma}^{L} = \Gamma_{\sigma}^{L} \) and for the AP configuration \( \Gamma_{\sigma}^{L} = \Gamma_{\sigma}^{R} \), with \( \bar{\sigma} \) being the opposite of \( \sigma \). In the present work we mostly discuss the \( p_{L} 
eq p_{R} \) case, i.e., a geometry in which the left and right leads are composed of different materials (Ni and Co, for instance).

## G. Numerical procedure

The numerical results are obtained following a self-consistent procedure. We calculate the average:

\[ \langle \hat{n}_{\sigma} \rangle = \langle \hat{d}^\dagger \hat{d} \rangle = \int \frac{d\epsilon}{2\pi i} \hat{G}^{<}_{\sigma}(\epsilon) \]

self-consistently with Eqs. (A9)–(A15). When converged solutions for the expectation values \( \langle \hat{d}^\dagger \hat{d} \rangle \) and dot Green’s functions are found, we determine the current [Eq. (18)] and the noise [Eq. (30)]. This iterative schema is performed for each bias voltage.

## IV. RESULTS

### A. Spin-resolved electronic occupations

**Occupations.** Figures 2(a) and 2(b) show the spin-up and spin-down occupations of the dot for both P and AP alignments. In the P case the dot has a net spin-down polarization \( n_{\uparrow} < n_{\downarrow} \), while in the AP configuration \( n_{\uparrow} > n_{\downarrow} \). These spin imbalances in the dot can be easily understood in terms of the tunneling rates \( \Gamma_{\sigma}^{0} \) adopted. The parameters \( p_{L} = 0.23 \)
and $p_R=0.35$ used here\cite{sozu} yield the following tunneling rates in the parallel case: $\Gamma^p_{\uparrow}=12.3$ $\mu$eV, $\Gamma^p_{\downarrow}=7.7$ $\mu$eV, $\Gamma^R_{\uparrow}=13.5$ $\mu$eV, and $\Gamma^R_{\downarrow}=6.5$ $\mu$eV. In the AP case the values of the tunneling rates to the right lead are swapped ($\Gamma^R_{\uparrow}=\Gamma^p_{\downarrow}$). From these rates we conclude that in the P case a spin-up electron leaves the dot faster than it comes in. The opposite happens for a spin-down electron. The imbalance of these in/out tunneling rates results in a larger spin-down occupation \cite{sozu} in the parallel case, i.e., $n_{\downarrow} < n_{\uparrow}$ \cite{fig2a}. By the same token, in the AP alignment we have $n_{\uparrow} > n_{\downarrow}$ as seen in Fig. 2(b).

Spin accumulation. In Figs. 2(c) and 2(d) we show the spin accumulation $(m=n_{\uparrow}-n_{\downarrow})$ as a function of the bias voltage. In the zero-bias limit $m$ is essentially zero. When the bias increases, the spin accumulation in the P case assume negative values. In contrast, in the AP alignment, $m$ is enhanced. In particular, in the bias range corresponding to a singly occupied dot (1–3 meV)\cite{sozu} the additional suppression \cite{fig2c} or the enhancement \cite{fig2d} of $m$ is due to the spin-dependent population suppression that takes place in the presence of Coulomb interaction and spin accumulation. More specifically, in the AP case due to Coulomb interaction $n_{\uparrow}$ tends to suppress more strongly $n_{\downarrow}$ than otherwise. This translates into an enhancement of $m$. In the P alignment the spin-up occupation $n_{\downarrow}$ is more suppressed than $n_{\uparrow}$, thus $m$ becomes more negative \cite{fig2c}. We emphasize that this effect happens for both the P and AP alignments because we assume $p_L \neq p_R$. For equal leads we find $n_{\downarrow}=n_{\downarrow}$ in the P case so that $m$ remains zero in this configuration.

B. Current and its polarization

Current. Figures 3(a) and 3(b) show the current in the P and AP cases for $U=1$ meV and $R=0$. Similarly to the occupations, some features of the spin-up and spin-down currents can be understood in terms of the tunneling rates. For instance, their saturation values (second plateau) can be easily calculated from the standard expression\cite{sozu}

$$I^\mu_{\eta} = I_{\sigma} e^{-\Delta E_{\eta,\sigma}/k_B T},$$

(33)

which gives $I^\mu_{\eta} > I_{\eta}$ and $I^\mu_{\eta} < I_{\eta}$ in the P and AP cases, respectively. For the first plateau Eq. (33) is not valid and these inequalities can change\cite{sozu}.

In the P case [Fig. 3(c)] $I_{\downarrow}$ is more strongly suppressed than $I_{\uparrow}$ due to the interplay of spin accumulation $(n_{\downarrow} < n_{\uparrow})$ and Coulomb interaction. This results in a suppression of the current polarization $[\rho=(I_{\downarrow}-I_{\uparrow})/(I_{\downarrow}+I_{\uparrow})]$ in the range 1–3 meV. On the other hand, in the AP case [Fig. 3(d)] $I_{\eta}$ is more suppressed than $I_{\eta}$ due to the inverted inequality $n_{\downarrow} > n_{\uparrow}$, thus resulting in an enhancement of $\rho$.

Spin-flip effects. In Fig. 4 we show the current polarization against bias voltage for distinct spin-flip parameter $R$. The polarization is calculated for the left and right leads according to the formula $\rho^\eta = (I_{\eta} - I_{\eta}^{-1})/(I_{\eta} + I_{\eta}^{-1})$, where $\eta = L, R$. For $R=0$ (solid line) we have $\rho^L = \rho^R$ for all biases. This curve is the same as seen in Fig. 3(d). When $R \neq 0$ these two polarizations depart from each other. The $\rho^L$ increases with $R$ tending to reach the left lead-polarization value $p_L$

![Fig. 3. (a)–(b)] Spin-resolved currents $I_{\downarrow}$ and $I_{\uparrow}$ and [(c)–(d)] current polarization for both parallel and antiparallel alignments. In the P case we find $I_{\downarrow} > I_{\uparrow}$. In contrast, for AP alignment $I_{\downarrow} < I_{\uparrow}$ in the bias window 1–3 meV (singly occupied regime) and $I_{\downarrow} > I_{\uparrow}$ when the bias exceeds the charging energy above 3 meV (doubly occupied regime). Panels (c)–(d) reveal a suppression and an enhancement of the current polarization in the singly occupied regime for the P and AP cases, respectively. Parameters: $p_L=0.23$, $p_R=0.35$, $k_BT=200$ $\mu$eV, $\Gamma_0=10$ $\mu$eV, $R=0$, $\epsilon_0=0.5$ meV, and $U=1$ meV.

![Fig. 4. Current polarization against the bias voltage for different spin-flip rates in the AP alignment and in both left and right leads. For $R=0$ the polarization is the same on both sides. When $R \neq 0$, though, the current polarization in the left side enhances, tending to the left magnetization degree $p_L$. In contrast, the current polarization in the right side assumes negative values, tending to $-p_R$. Parameters: $p_L=0.23$, $p_R=0.35$, $k_BT=200$ $\mu$eV, $\Gamma_0=10$ $\mu$eV, $\epsilon_0=0.5$ meV, and $U=1$ meV.](image-url)
enhancement of $\varphi^L$ and $|\varphi^R|$ as seen in Fig. 4. Interestingly, there is a crossing point between $I_L^\uparrow$ and $I_L^\downarrow$ around $R = \Gamma_0/4$. So for this particular $R$ the total current becomes unpolarized in the emitter (left) lead and relatively high polarized in the collector (right) lead. This means that it is possible to change the current polarization from emitter to collector lead by precessing the electron spin in the quantum dot.

In the inset of Fig. 5 we show the total current against $R$. This curve resembles a typical Hanle resonance. Similar to Ref. 37, here we can say that in the AP configuration and positive bias (i.e., with left being the emitter) the dot tends to be more up populated due to the majority up population in the emitter and the majority down population in the collector lead. On average a transverse magnetic field tends to increase the spin-down component in the dot along the down magnetization of the collector lead. As a result, the electron can more easily tunnel into the right ferromagnet and the current increases.

C. Shot noise

Figure 6 shows the Fano factor, $\gamma = S_{IL}/2eI_L$, against $R$ in the AP configurations. The P alignment gives approximately insensitive Fano factor with respect to $R$. In the AP configuration, the Fano factor can be suppressed with $R$, reaching values below 0.5. This suppression can be further intensified by increasing the lead-polarization parameters $p_L$ and $p_R$. In particular, for fully spin-polarized leads ($p=1$) AP aligned, the Fano factor reaches values close to 0.3 when double occupancy is allowed (bias=6 meV), and it attains 0.35 in the single-occupancy regime (bias=2 meV). For fully polarized leads in the P configuration the Fano factor remains at 0.5 independently of $R$.

A simple physical picture for this additional suppression of $\gamma$ is as follows: Consider an up-spin sitting on the dot. A second up-spin trying to hop onto it is Pauli blocked until the first electron tunnel to the collector lead or undergo a coherent spin flip. If the spin flip is fast enough (faster than the into/out tunneling processes), the first electron can return to its original state (via another spin flip) instead of tunneling out of the dot. This blocks additionally the second up-spin, consequently suppressing even further the noise.

We note that for any $R$ when we go from the single (bias=2 meV) to the double (bias=6 meV) occupation regimes a reduction in the Fano factor is observed in both P and AP alignments (cf. solid black to solid gray lines and dashed black to dashed gray lines). This general feature was already predicted in Ref. 56, where a diagrammatic formulation for the noise is derived. It is valid to mention that in the present study we have performed an $S$-matrix expansion (Appendix B) to the noise, which could in principle be mapped into a Feynman diagrammatic formulation. Comparing our results with previous findings in the literature, we observe a difference between them in the single-occupancy regime. Figure 7 shows a comparison for the shot noise obtained from Eq. (30) and from the analytical results in Ref. 54 (derived for $p_L=p_R=0$ and $R=0$). While the second plateau [II in Fig. 7] coincides in both numerical and analytical cases, the first plateaus (I in the plot) do not coincide. This disagreement is related to the Hartree–Fock factorization underlying our calculation.

We also note that without Coulomb interaction ($U=0$) and for fully spin-polarized leads antiparallel aligned, the Fano factor is given by

$$\gamma = 1 - \frac{1}{2} \beta^2 \left( 5 + \beta^2 \right) \left( 1 + \beta^2 \right)^{-2},$$

where $\beta = R/\Gamma_0$. Equation (34) is also found for a three tunneling barrier junction. Hence, for fully spin-polarized AP leads and nonvanishing spin flip, the FM-QD-FM setup resembles a three-barrier geometry.
V. CONCLUSION

Using the nonequilibrium Green’s-function technique, we have studied the transport properties of a quantum dot coupled to two ferromagnetic leads. We consider both parallel (P) and antiparallel (AP) alignments of the lead polarizations. Coulomb interaction and coherent spin flip are included in our model. We find that for distinct ferromagnetic leads the interplay between Coulomb interaction and spin accumulation translates into an enhancement and a suppression of the current polarization \( \rho \) in AP and P cases, respectively, depending on the bias. We also observe that the spin flip can change the current polarization when it flows from the emitter to the collector. It is even possible to have a polarized current in the collector while it is unpolarized in the emitter. We have derived an expression for the noise [Eq. (30)], which exactly accounts for spin flip but only approximately for Coulomb interaction. Finally, we found a suppression of the Fano factor to values well below 1/2 due to spin flip.
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APPENDIX A: DOT GREEN’S FUNCTIONS

Here we present in some detail the calculation of the dot Green’s functions, \( \mathbf{G}^0 \), \( \mathbf{G}^i \), \( \mathbf{G}^o \), and \( \mathbf{G}^\cdot \), used in the current and noise expressions. The starting point is to derive an equation of motion for the contour-ordered Green’s function

\[
G_{\alpha\sigma}(\tau, \tau') = -i (T_{\alpha\sigma} d_\tau c_{\sigma\eta}(t) d_{\sigma\eta}(t')) ,
\]

and then, via analytical continuation rules, to determine these Green’s functions. After a straightforward calculation via equation of motion we find

\[
G^{(2)}(\tau_1, \tau') = G^{(2)}(\tau_1, \tau') + \int d\tau_2 d\tau_3 G^{(2)}(\tau_1, \tau_2) \times \Sigma(\tau_2, \tau_3) G(\tau_3, \tau') ,
\]

where the components of \( \mathbf{G}^{(2)} \) and \( \Sigma \) are

\[
G^{(2)}_{ij}(\tau, \tau') = -i (T_{\alpha\sigma} n_{\alpha}(t) d_{\sigma j}(t')) ,
\]

and

\[
\Sigma_{ij}(\tau, \tau') = \sum_{k\eta} \frac{1}{2} (-1)^{|i\eta|} \delta_{\eta j} d^\dagger_{\eta i}(t') d_{\eta j}(t') ,
\]

respectively. \( \mathbf{G}^0 \) is the dot Green’s function without both the coupling to leads and the Coulomb interaction.

Following the equation of motion expansion we find for \( \mathbf{G}^{(2)}(\tau_1, \tau') \),

\[
G^{(2)}(\tau_1, \tau') = G^{(2)}(\tau_1, \tau') + \int d\tau_2 d\tau_3 G^{(2)}(\tau_1, \tau_2) \times \Sigma(\tau_2, \tau_3) G(\tau_3, \tau') ,
\]

where \( \mathbf{G}^{(2)}(\tau_1, \tau') \) satisfies the identity,

\[
\left( \frac{i}{\partial \tau} - \epsilon_i - U \right) G^{(2)}_{ij}(\tau, \tau') = \delta_{ij} \delta(t - t') (n_i) - \delta_{ij} \delta(t - t') (d_i d_j) .
\]

In Eq. (A2) we have used the following approximations:

\[
\langle T d_i(t) d_j(t) c_{\sigma\eta}(t') d_{\sigma j}(t') \rangle = 0 ,
\]

\[
\langle T d_i^\dagger(t) d_j(t) c_{\sigma\eta}(t) d_{\sigma j}(t') \rangle = \langle d_i^\dagger d_j \rangle \langle T c_{\sigma\eta}(t) d_{\sigma j}(t') \rangle ,
\]

\[
\langle T d_i^\dagger(t) d_j(t) c_{\sigma\eta}(t) d_{\sigma j}(t') \rangle = \langle d_i^\dagger d_j \rangle \langle T c_{\sigma\eta}(t) d_{\sigma j}(t') \rangle .
\]

Observe that Eq. (A2) closes the system of Eqs. (A1) and (A2). Substituting Eq. (A2) into Eq. (A1) we find a Dyson equation for \( \mathbf{G} \),

\[
G^{(2)}(\tau_1, \tau') = \tilde{G}^{(2)}(\tau_1, \tau') + \int d\tau_2 G^{(2)}(\tau_1, \tau_2) \times \Sigma(\tau_2, \tau_3) G(\tau_3, \tau') ,
\]

where

\[
\tilde{G}^{(2)}(\tau, \tau') = G^{(2)}(\tau, \tau') + \int d\tau_1 G^{(2)}(\tau, \tau_1) U G^{(2)}(\tau_1, \tau') .
\]

Applying analytical continuation rules into Eqs. (A4) and (A5), we find

\[
G^{(2)}(t, t') = \tilde{G}^{(2)}(t, t') + \int dt_1 dt_2 \tilde{G}^{(2)}(t, t_1) \times \Sigma(t_1, t_2) G(\tau_2, \tau') ,
\]

where

\[
\tilde{G}^{(2)}(\tau, \tau') = G^{(2)}(\tau, \tau') + \int d\tau_1 G^{(2)}(\tau, \tau_1) U G^{(2)}(\tau_1, \tau') .
\]
\[ \tilde{G}^{0r}(t,t') = G^{0r}(t,t') + \int dt_1 G^{0r}(t,t_1) U G^{0r}(t_1,t'), \]  
(A7)

and also the Keldysh equation,
\[ \tilde{G}^<(t,t') = \int dt_1 dt_2 G^>(t,t_1) \Sigma^>(t_1,t_2) G^<(t_2,t'). \]  
(A8)

Via Fourier transform of Eqs. (A6) and (A7), we obtain
\[ G'(\epsilon) = \left[ \tilde{G}^{0r-1}(\epsilon) - \Sigma'(\epsilon) \right]^{-1}, \]  
(A9)
\[ \tilde{G}^{0r}(\epsilon) = G^{0r}(\epsilon) + G^{0r}(\epsilon) U G^{0r}(\epsilon), \]  
(A10)

and of Eq. (A8) we find
\[ G^<(\epsilon) = G'(\epsilon) \Sigma^<(\epsilon) G'(\epsilon), \]  
(A11)

where
\[ G^{0r}(\epsilon) = \begin{pmatrix} 1 & 0 \\ 0 & 1/\epsilon - \epsilon_2 + i0^+ \end{pmatrix}, \]  
(A12)

and
\[ G^{0(2)r}(\epsilon) = \begin{pmatrix} \langle n_2 \rangle & \langle d_2^d \rangle \\ \langle d_2^d \rangle & \langle n_1 \rangle \end{pmatrix} \begin{pmatrix} 1/\epsilon - \epsilon_1 - U + i0^+ & 0 \\ 0 & 1/\epsilon - \epsilon_2 - U + i0^+ \end{pmatrix}. \]  
(A13)

The retarded self-energy is given by
\[ \Sigma' = -\frac{i}{2} \begin{pmatrix} \Gamma_1 + \Gamma_1 \Gamma_1 - \Gamma_1 \\ \Gamma_1 - \Gamma_1 \Gamma_1 + \Gamma_1 \end{pmatrix}, \]  
(A14)

and the lesser self-energy is defined as
\[ \Sigma^<_{lm} = \sum_{\sigma} \frac{i}{2} \langle \alpha \rangle \langle \beta \rangle d_{\alpha \beta} \langle \alpha \rangle \langle \beta \rangle \]  
(A15)

**APPENDIX B: S-MATRIX EXPANSION FOR THE NOISE**

According to Eq. (21) the noise is given in terms of the four-operator Green’s functions \( g^{(2)}(\tau, \tau') \) \((i=1,2,3,4). To determine their equations of motion we develop an S-matrix expansion as we illustrate below for \( g^{(2)}(\tau, \tau'). \) The first step is to transform the operators from the Heisenberg to the interaction picture,
\[ g^{(2)}_1(\tau, \tau') = \hat{E}_1^{(r)} \int d\tau_1 d\tau_2 \langle \hat{S}_1^{(c)}(\tau') \hat{d}_1(\tau) \hat{d}_1(\tau_1) \rangle, \]  
where the tilde denotes the operators in the interaction picture, i.e.,
\[ d_1(t) = \hat{v}^{*}(t,t_0) \hat{d}_1(t) \hat{v}(t,t_0), \]  
(B1)

and a similar definition for the \( c \) operator. The operator \( T \) is the time-ordering operator. The S-matrix in \( g^{(2)}_1(\tau, \tau') \) is defined as
\[ S = T e^{-iE_1^{(r)}} d\tau_1 \hat{d}_1(\tau), \]  
(B3)

Expanding \( S \) we find
\[ g^{(2)}_1(\tau, \tau') = \hat{E}_1^{(r)} \int d\tau_1 d\tau_2 \]  
\[ \times \sum_{\Gamma_1, \Gamma_2, \Gamma_2} \sum_{\Gamma_1, \Gamma_1} \sum_{\Gamma_1, \Gamma_1} \left( \langle 1 \rangle \langle 1 \rangle d_1 \langle 1 \rangle d_1 \langle 1 \rangle d_1 \langle 1 \rangle d_1 \right) \]  
\[ \times \langle \hat{S}_1^{(c)}(\tau') \hat{d}_1(\tau) \hat{d}_1(\tau_1) \hat{d}_1(\tau_2) \rangle. \]  
(B5)

In Eq. (B5) we have contracted \( \tilde{c}_{\Gamma_1, \Gamma_1} \) with \( \tilde{c}_{\Gamma_2, \Gamma_2} \) and \( \tilde{c}_{\Gamma_2, \Gamma_2} \) with \( \tilde{c}_{\Gamma_2, \Gamma_2} \). This is one choice among \( n(n-1) \) possible contractions. Since all of them yield the same result, we simply multiply the chosen pairing by \( n(n-1) \). This factor cancels part of the factorial \( n! \) in Eq. (B4), thus resulting in the S matrix in the last angle bracket of Eq. (B5).

The first and second averages in Eq. (B5) give \( \delta_{l,\sigma,\eta_{\alpha}, \eta_{\beta}} \) and \( \delta_{l,\sigma', \eta', \eta''} \), respectively so the sums over \( (\sigma_1, \eta_1) \) and \( (\sigma_2, \eta_2) \) disappear. Defining \( g_{l,\sigma,\eta,(\tau, \tau')) = -i\langle \hat{T} \hat{S}_1^{(c)}(\tau_1) \hat{c}_{\Gamma_1, \Gamma_1}^{(r)}(\tau) \rangle \) and \( g_{l,\sigma', \eta',(\tau', \tau'')} = -i\langle \hat{T} \hat{S}_1^{(c)}(\tau_2) \hat{c}_{\Gamma_2, \Gamma_2}^{(r)}(\tau') \rangle \), we can rewrite Eq. (B5) as
\[ g^{(2)}_1(\tau, \tau') = \hat{E}_1^{(r)} \int d\tau_1 d\tau_2 \]  
\[ \times \sum_{l,\sigma,\eta, \eta'} \frac{1}{2} \langle -1 \rangle \langle 1 \rangle \langle 1 \rangle \langle 1 \rangle d_1 \langle 1 \rangle d_1 \langle 1 \rangle d_1 \langle 1 \rangle d_1 \]  
\[ \times \langle \hat{S}_1^{(c)}(\tau') \hat{d}_1(\tau) \hat{d}_1(\tau_1) \hat{d}_1(\tau_2) \rangle. \]  
(B6)
For the U=0 case the calculation is straightforward. By applying Wick’s theorem in the four-operator Green’s function, we find
\[ \mathcal{g}^{(2)}_1(\tau, \tau') = i \omega N \sum_{\mathbf{i} \mathbf{j}} \int d\tau_1 d\tau_2 \times \sum_{ij} \frac{1}{2}(1)^{i_1^* \delta_{ij}(-1)^{\delta_{ij}}}, \]
\[ \times \mathcal{G}_{ij}(\tau, \tau_1, \tau) \mathcal{G}_{ij}^*(\tau_1, \tau') \]
\[ \times \sum \{ G_{ij}(\tau, \tau_1) G_{ij}(\tau', \tau_2) - G_{ij}(\tau, \tau_2) G_{ij}(\tau', \tau_1) \}, \] (B6)
where \( \mathcal{G}_{ij}(\tau, \tau_1) = -i \langle T_{\mathcal{G}}(\tau) d_1^i (\tau) \rangle \), plus analogous definitions for the other Green’s functions. A similar calculation yields Eq. (23) for \( \mathcal{g}^{(2)}_2(\tau, \tau') \). In the presence of the Coulomb interaction (U \neq 0) Eq. (B6) is no longer exact and the full diagrammatic expansion should be considered in order to find an accurate noise expression. However, this is a formidable task since it involves not only the usual many body expansion but also the analytical continuation of two and more particles Green’s functions. So as a first approximation, we use Eq. (B6) even in the presence of the Coulomb interaction.

APPENDIX C: “LINKED-CLUSTER THEOREM” FOR THE NOISE EXPANSION

Equations (22)–(25) are composed of what we call connected and disconnected terms. Here we show that the disconnected parts cancel identically the term 2F_\eta in Eq. (21). Writing explicitly the disconnected term of Eq. (22), we have
\[ \mathcal{g}^{(2)}_{\text{dis}}(\tau, \tau') = i \omega N \sum_{\mathbf{i} \mathbf{j}} \int d\tau_1 \mathcal{G}_{ij}(\tau, \tau_1) \mathcal{G}_{ij}^*(\tau_1, \tau') \]
\[ \times \sum \{ G_{ij}(\tau, \tau_1) G_{ij}(\tau', \tau_2) - G_{ij}(\tau, \tau_2) G_{ij}(\tau', \tau_1) \} + \text{H.c.} \] (C1)
where the + sign on one of the \( \tau \) and \( \tau' \) is just a reminder that the sequence of operators \( \mathcal{G}_{ij}(\tau) d_1(\tau) \) and \( \mathcal{G}_{ij}(\tau') d_1(\tau') \) in the main definition of \( \mathcal{g}^{(2)}_1(\tau, \tau') \) (beginning of Sec. III D) should be preserved during the following calculation. Applying the analytic continuation rules, we obtain
\[ \mathcal{g}^{(2)}_{\text{dis}}(t, t') = i \omega N \sum_{\mathbf{i} \mathbf{j}} \int dt_1 [\mathcal{G}_{ij}(t, t_1) \mathcal{G}_{ij}^*(t_1, t') \]
\[ \times \sum \{ G_{ij}(t, t_1) G_{ij}(t', t_2) - G_{ij}(t, t_2) G_{ij}(t', t_1) \} + \text{H.c.} \] (C2)
with
\[ \mathcal{F}_{\text{ir,kr}}(t, t) = \sum_{\mathbf{i}} \frac{1}{2}(-1)^{i_1 \delta_{ij}} \int dt [\mathcal{G}_{ij}(t, t_1) \mathcal{G}_{ij}^*(t_1, t)] \]
\[ + \mathcal{G}_{ij}(t, t_1) \mathcal{G}_{ij}^*(t_1, t), \] (C3)
and a similar definition for \( \mathcal{F}_{\text{ir,kr}}(t') \). Similarly, from Eq. (23), we have
\[ \mathcal{g}^{(2)}_{\text{dis}}(t, t') = i \omega N \sum_{\mathbf{i} \mathbf{j}} \int dt_1 [\mathcal{G}_{ij}(t, t_1) \mathcal{G}_{ij}^*(t_1, t') \]
\[ \times \sum \{ G_{ij}(t, t_1) G_{ij}(t', t_2) - G_{ij}(t, t_2) G_{ij}(t', t_1) \} + \text{H.c.} \] (C4)
which, after analytic continuation, can be expressed as
\[ \mathcal{g}^{(2)}_{\text{dis}}(t, t') = i \omega N \sum_{\mathbf{i} \mathbf{j}} \int dt_1 [\mathcal{G}_{ij}(t, t_1) \mathcal{G}_{ij}^*(t_1, t') \]
\[ \times \sum \{ G_{ij}(t, t_1) G_{ij}(t', t_2) - G_{ij}(t, t_2) G_{ij}(t', t_1) \} + \text{H.c.} \] (C5)
Using the identities Eqs. (24) and (25) we obtain
\[ \mathcal{g}^{(2)}_{\text{dis}}(t, t') = i \omega N \sum_{\mathbf{i} \mathbf{j}} \int dt_1 [\mathcal{G}_{ij}(t, t_1) \mathcal{G}_{ij}^*(t_1, t') \]
\[ \times \sum \{ G_{ij}(t, t_1) G_{ij}(t', t_2) - G_{ij}(t, t_2) G_{ij}(t', t_1) \} + \text{H.c.} \] (C6)
and
\[ \mathcal{g}^{(2)}_{\text{dis}}(t, t') = i \omega N \sum_{\mathbf{i} \mathbf{j}} \int dt_1 [\mathcal{G}_{ij}(t, t_1) \mathcal{G}_{ij}^*(t_1, t') \]
\[ \times \sum \{ G_{ij}(t, t_1) G_{ij}(t', t_2) - G_{ij}(t, t_2) G_{ij}(t', t_1) \} + \text{H.c.} \] (C7)
From Eqs. (19) and (21) we note that
\[ \langle \hat{I}_y(t)\hat{I}_y(t') \rangle \rangle_{\text{dis}} = e^2 \sum_{\mathbf{k}'} \frac{1}{2}(-1)^{\delta_{ij}(-1)^{\delta_{ij}}}, \]
\[ \times \{ \mathcal{F}_{\text{ir,kr}}(t, t') + \mathcal{F}_{\text{ir,kr}}^*(t, t') \} \]
\[ \times \{ \mathcal{F}_{\text{ir,kr}}(t, t') + \mathcal{F}_{\text{ir,kr}}^*(t, t') \} \] (C8)
Using Eqs. (C1), (C4), (C6), and (C7) into Eq. (C8) we find
\[ \langle \hat{I}_y(t)\hat{I}_y(t') \rangle \rangle_{\text{dis}} = e^2 \sum_{\mathbf{k}'} \frac{1}{2}(-1)^{\delta_{ij}(-1)^{\delta_{ij}}}, \]
\[ \times \{ \mathcal{F}_{\text{ir,kr}}(t, t') + \mathcal{F}_{\text{ir,kr}}^*(t, t') \} \]
\[ \times \{ \mathcal{F}_{\text{ir,kr}}(t, t') + \mathcal{F}_{\text{ir,kr}}^*(t, t') \} \] (C9)
On the other hand we can write the current as
\[ \langle \hat{I}_y(t) \rangle = e \sum_{\mathbf{k}'} \frac{\langle \mathcal{F}_{\text{ir,kr}}(t, t') \rangle + \mathcal{F}_{\text{ir,kr}}^*(t, t') \rangle}{\sqrt{2}}, \] (C10)
Squaring Eq. (C10) and multiplying it by two, we find
\[ \langle \hat{I}_y(t)\hat{I}_y(t') \rangle \rangle_{\text{dis}} = e^2 \sum_{\mathbf{k}'} \frac{\langle \mathcal{F}_{\text{ir,kr}}(t, t') \rangle^2}{\sqrt{2}}, \]
\[ \times \frac{1}{2}(-1)^{\delta_{ij}(-1)^{\delta_{ij}}}, \]
\[ \times \{ \mathcal{F}_{\text{ir,kr}}(t, t') + \mathcal{F}_{\text{ir,kr}}^*(t, t') \} \]
\[ \times \{ \mathcal{F}_{\text{ir,kr}}(t, t') + \mathcal{F}_{\text{ir,kr}}^*(t, t') \} \] (C11)
Hence, Eq. (C11) cancels identically with Eq. (C9), i.e.,
\[ \langle \hat{I}_g(t), \hat{I}_g(t') \rangle_{\text{disc}} - 2 \langle \hat{I}_g(t) \rangle \langle \hat{I}_g(t') \rangle = 0. \quad (C12) \]

**APPENDIX D: RECOVERING THE STANDARD FORMULA FOR THE NOISE**

To prove Eq. (31) we note that the Green’s functions appearing in Eq. (30) can be written as follows:

\[
\Gamma^G_G = i\Gamma^G_G' (n_L \Gamma^G_L + n_R \Gamma^G_R) G^a, \quad (D1) \\
\Gamma^G_H = -i\Gamma^G_H' \Lambda_G + (1 - n_L) \Gamma^G - (1 - n_R) \Gamma^G R^a, \quad (D2) \\
\Gamma^G(G' - G) = -i\Gamma^G(\Gamma^G L + \Gamma^G R) G^a, \quad (D3) \\
\text{Tr} [\Gamma^G \Gamma^G T^G G^a + \Gamma^G \Gamma^G T^G G'] = \text{Tr} [2\Gamma^G T^G G^a + \Gamma^G(G' - G) \Gamma^G(G' - G^a)]. \quad (D4) \\
\]

Now, defining the generalized transmission coefficients,

\[
T_{LL} = \Gamma^G G T^G G^a, \quad (D5) \\
T_{LR} = \Gamma^G T^G G^a, \quad (D6) \\
\]

we can write the above set of equations [Eqs. (D1)–(D4)] in terms of \( T_{LL} \) and \( T_{LR} \),

\[
\Gamma^G G^a = in_L T_{LL} + in_R T_{LR}, \quad (D7) \\
\]

\[ \Gamma^G G^a = -i(1 - n_L) T_{LL} - i(1 - n_R) T_{LR}, \quad (D8) \]

\[ \Gamma^G G' = -i(1 - n_L) T_{LL} - i(1 - n_R) T_{LR}, \quad (D9) \]

\[ \text{Tr} [\Gamma^G \Gamma^G T^G G^a + \Gamma^G \Gamma^G T^G G'] = \text{Tr} [2T_{LL} - (T_{LL} + T_{LR})(T_{LL} + T_{LR})]. \quad (D10) \]

Using Eqs. (D7)–(D10) in Eq. (30) we obtain

\[ S_{LL}(\omega = 0) = \frac{e^2}{\pi} \int d\epsilon \text{Tr} [n_L (1 - n_L) T_{LL} + n_L (1 - n_R) T_{LR} + (1 - n_L) n_T T_{LL} + (1 - n_R) n_T T_{LR} + n_T L_{LL} + (1 - n_R) L_{LR}] - n_L T_{LL} + (1 - n_L) T_{LR} - n_R T_{LL} + (1 - n_R) T_{LR}] - n_L T_{LL} + T_{LR}[n_T T_{LL} + n_T T_{LR}] - n_L T_{LL} + T_{LR}[n_T T_{LL} + n_T T_{LR}] - n_R T_{LL} + T_{LR}[n_T T_{LL} + n_T T_{LR}]. \]

The terms with \( T_{LL} \) cancel out identically and the above expression can be written as

\[ S_{LL}(\omega = 0) = \frac{e^2}{\pi} \int d\epsilon \times \text{Tr} [(1 - n_L + n_R (1 - n_R)] T_{LR}(\epsilon) + (n_L - n_R) T_{LR}(\epsilon)[1 - T_{LR}(\epsilon)]. \quad (D11) \]

Denoting \( T_{LR} \) simply as \( T \) we arrive at Eq. (31).


33 A similar term has been used by a variety of authors describing spin-flip process in quantum dots; see, for instance, P. Zhang, Q.-K. Xue, and X. C. Xie, Phys. Rev. Lett. 91, 196602 (2003), and Refs. 26, 31, and 49.


46 A suppression of the shot noise due to spin flip can also be seen in Ref. 56.

47 For nonmagnetic leads, closed expressions for the current and the shot noise in all the plateaus can be found in A. Thielmann, M. H. Hettler, J. König, and G. Schön, Phys. Rev. B 68, 115105 (2003).


50 For nonmagnetic leads, closed expressions for the current and the shot noise in all the plateaus can be found in A. Thielmann, M. H. Hettler, J. König, and G. Schön, Phys. Rev. B 68, 115105 (2003).


53 See, for instance, Eq. (76) of Ref. 43.


55 For nonmagnetic leads, closed expressions for the current and the shot noise in all the plateaus can be found in A. Thielmann, M. H. Hettler, J. König, and G. Schön, Phys. Rev. B 68, 115105 (2003).


57 Comparing the current plateaus obtained from Eq. (16) and the ones derived in Ref. 54 we find a complete agreement between the results.


60 J. H. Davies, J. C. Egues, and J. W. Wilkins, Phys. Rev. B 52, 11259 (1995). In this work, shot noise in a Fabry-Perot type model with dephasing leads was analyzed and an enhancement of the Fano factor was found.


62 See Chapter 12 of Ref. 41 for a discussion about this kind of approximation.