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Abstract 
The main aim of this thesis is to understand the catalytic activity of transition metals and 

noble metals for the direct decomposition of NO and the oxidation of CO.  

 

The formation of NOx from combustion of fossil and renewable fuels continues to be a 

dominant environmental issue. We take one step towards rationalizing trends in catalytic 

activity of transition metal catalysts for NO decomposition by combining microkinetic 

modelling with density functional theory calculations. We establish the full potential 

energy diagram for the direct NO decomposition reaction over stepped transition-metal 

surfaces by combining a database of adsorption energies on stepped metal surfaces with 

known Brønsted–Evans–Polanyi (BEP) relations for the activation barriers of dissociation 

of diatomic molecules over stepped transition- and noble-metal surfaces. The potential 

energy diagram directly points to why Pd and Pt are the best direct NO decomposition 

catalysts among the 3d, 4d, and 5d metals. We analyze the NO decomposition reaction in 

terms of the Sabatier analysis and a Sabatier–Gibbs-type analysis and obtain an activity 

trend in agreement with experimental results. We show specifically why the key problem 

in using transition metal surfaces to catalyze direct NO decomposition is their significant 

relative overbinding of atomic oxygen compared to atomic nitrogen. 

 

We calculate adsorption and transition state energies for the full CO oxidation reaction 

pathway by the use of DFT for a number of transition and noble metals; Pt, Pd, Cu, Ag 

and Au, and for various structures; closed packed surfaces, stepped surfaces, kinked 

surfaces, and a 12 atom corner model of a larger nanoparticle. We show obtained linear 

scaling relations between adsorption energies of reaction intermediates and BEP-relations 

between transition energies and adsorption energies. We establish a simple kinetic 

framework within the Sabatier analysis and obtain trends in catalytic activity based on the 

descriptors EO and ECO. We show that gold nanoparticles are optimal catalysts for low 

temperature CO oxidation and Pt closed packed surfaces are optimal for high temperature 

CO oxidation. We show that the change in catalytic activity of the elemental metals 

changes with the coordination number of atoms at the active sites. This effect is shown to 
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be electronic in nature, as low coordinated metal atoms, which bind reactants most 

strongly, have the highest energy metal d states. 
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Dansk resume 

Formålet med denne afhandling er at opnå en forståelse af den katalytiske aktivitet af 

overgangs og ædle metallerne for den direkte NO dekomponering og CO oxidation.  

Dannelsen ad NOx fra forbrænding af brændstoffer er til stadighed et vigtigt miljø 

spørgsmål. Ved at kombinere DFT beregninger og mikrokinetisk modellering tager vi her 

et skridt mod at rationalisere tendenser i den katalytiske aktivitet af en række overgangs 

metaller og ædle metaller i den direkte dekomponering af NO.  

 

For den direkte dekomponering af NO på steppede overgangs og ædle metaller 

overflader, etablerer vi et et potential energi diagram for den fulde reaktion. Dette gøres 

ved at kombinere adsorptions energier fra en database med kendte BEP-relationer, 

hvorfra vi bestemmer aktiveringsenergier for de enkelte elementar reaktionerne. Potential 

energi diagrammet viser, hvorfor Pd og Pt er de bedste katalysatorer til direkte NO 

dekomponering, blandt  3d, 4d, og 5d metallerne. Yderligere opnår vi en beskrivelse af 

tendenser i den katalytiske aktivitet fra Sabatier Analyse og Sabatier-Gibbs Analyse i 

overensstemmelse med eksperimentelle opnåede tendenser. Vi viser, at hovedproblem 

med at anvende steppede metaloverflader til at katalysere NO dekompositionen, ligger i 

at bindingen af atomart oxygen er for stærk sammenlignet med bindingen af atomart 

nitrogen. 

 

Ved brug af DFT beregner vi adsorptions energier og aktiverings energier for den fulde 

CO oxidations reaktion for et antal overgangs og ædel metaller; Au, Ag, Cu, Pd, Pt, og 

for forskellige geometriske strukturer; (111)-overflader, (211)-overflader, (532)-

overflader og for M12 hjørne-modellen af en større nanopartikel. Vi viser de opnåede 

linære relationer mellem adsorptions energier, og mellem aktiverings energier og 

adsorptions energier. Vi etablerer en simple mikrokinetisk model indenfor Sabatier 

analysen og opnår en beskrivelse af tendenser i den katalytiske aktivitet baseret på EO and 

ECO alene. Vi viser, at for lave temperaturer er guld i nanopartikel form den bedste 

katalysator og ved høje temperaturer er Pt(111) overflader den bedste CO oxidations 

katalysator. Ændringen i den katalytiske aktivitet for de enkelte metaller som funktion af 

geometrien er korreleret til metalkoordinationen af det aktive site. Yderligere viser vi, at 
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denne effekt er elektronisk af nature, eftersom at de lavt koordinerede metalatomer der 

binder reaktanterne stærkest, har de højest liggende d-tilstande.
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Chapter 1  

 

Introduction 
Heterogeneous catalysis is one of the major industries worldwide. Catalysis is used to 

facilitate the production of many chemicals and materials that we use every day. It 

provides a range of products from fuels and fertilizers to plastics and pharmaceuticals. 

Catalysts are also utilized for the cleaning of exhaust from cars, power plants, and 

industrial production. The proliferation of heterogeneous catalysis during the 20th 

century has indeed led to a significant improvement in the living standard of a large 

fraction of the world’s population. It is perhaps therefore natural that one of the hundreds 

of important heterogeneous catalytic reactions was selected as the most important 

invention of the 20th century, ahead of the discovery of penicillin, the construction of the 

first transistor and the design of the integrated semiconductor circuit [1]. 

 

Within this thesis we will focus on heterogeneous catalysis, where the catalyst is in the 

solid state and the reactants and products in the gas-phase. A catalytic reaction is made up 

of three major steps. First the gas phase reactants adsorb on the catalyst. Next the reaction 

intermediates react at the catalyst and finally the catalyst lets the products desorb from 

the surface of the catalyst into the gas phase.  A catalytic reaction takes place at the active 

site of the catalyst. Therefore the active site is a key component in heterogeneous 

catalysis [2]. Density functional theory calculations have reached a good accuracy and 

efficiency for obtaining adsorption and transition state energies for catalytic reactions in 

heterogeneous catalysis [3, 4]. In combination with microkinetic modeling it is possible 

to study trends in catalytic activity from one metal to the next – and from one local 

structure to the next. We can thus obtain an atomic level understanding of the optimal 

catalyst composition and structure. Further we can understand the underlying catalyst 

properties causing the change in activity from one metal to the next and for different 

surface structures in terms of electronic and geometrical effects. 
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In this thesis we aim to understand which catalytic properties determine the catalytic 

activity at a fundamental level for direct NO decomposition on stepped transition metal 

surfaces and for CO oxidation on various structures of transition metals.  We base such 

an understanding on combining DFT [3] with microkinetic modeling. For a given catalyst 

of a certain structure and composition we map out the out the full potential energy 

diagram for NO decomposition and CO oxidation from DFT calculations on adsorption 

and transition state energies. From linear scaling and Brønsted-Evans-Polanyi relations 

[5, 6] we predict the parameters most important in determining the catalytic activity and 

we use these in a microkinetic model to obtain trends in catalytic activity. 
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Outline 

In Chapter 2 a brief description of the basic of density functional theory is given. 

Throughout this thesis DFT have been employed to obtain reaction and activation 

energies for the direct NO decomposition reaction and the CO oxidation reaction. 

 

In Chapter 3 the topics in heterogeneous catalysis relevant for this thesis are described 

briefly; catalytic reactions, chemisorption, BEP-relations, surface structure and volcano 

curves are covered.  

 

In Chapter 4 an introduction to the simple kinetic framework, The Sabatier Analysis, and 

the more constrained Sabatier-Gibbs Analysis is given. These microkinetic models form, 

together with DFT, the basis for the research results obtained during this PhD. 

 

In Chapter 5 trends in direct NO decomposition on (211) transition metal surfaces are 

described from BEP-relations and volcano curves obtained from a combining DFT 

calculated energies with microkinetic modeling. 

 

In Chapter 6 the focus is on the catalytic activity of nanoparticles. We especially focus on 

gold nanoparticles and the role of surface structure for the catalytic activity for the CO 

oxidation reaction.  

 

Finally some overall conclusions and outlook.
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Chapter 2  

 

Electronic structure theory 
This chapter is a summary of the theory behind the electronic structure calculations 

performed. We use Density Functional Theory (DFT), which is a standard electronic 

structure method in heterogeneous catalysis. A number of good textbooks [7, 8] and 

reviews [9, 10] on DFT exist; we refer to these and give here a brief description of the 

most important aspects of DFT. All the calculations in this thesis are performed using the 

freely available total energy code DACAPO [11].   

 

2.1  The Schrödinger equation 

The Schrödinger equation is central in quantum mechanics. It describes all quantum 

mechanical properties of a system. Within the Born-Oppenheimer approximation [12] for 

an isolated N-electron system the time-independent electronic Schrödinger equation is 

given by: 

 

Ĥ EY = Y     (1) 

 

Here E is the electronic energy of the system and 1 2 N(r , r , ....., r )Y = Y is the many-body 

wavefunction depending on the spatial coordinates of the electrons, ri. In the Born-

Oppenheimer approximation the interactions between the nuclei and the electrons are 

decoupled, and the electrons are moving in a static external potential.   

 

 

 

 

The Hamiltonian Ĥ is: 
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( )2
i ext ee

1 1 i j

1 1ˆ ˆ ˆ ˆr  T + V V
2 r -r

N N N

i
i i i j

H v
= = �

� �= - D + + = +� �
� �

� � �   (2) 

 

Where the first term of the Hamiltonian is a kinetic energy operator,̂T , the second term is 

the external potential, extV̂ , acting on the electrons (in the absence of an external potential 

this reduces to the attractive forces between the nuclei and the electrons) and the last term 

is the electron-electron interaction and is denoted eeV̂ .   

 

Different wavefunction methods can be used to obtain precise results of equation (2). 

However such methods are computationally very demanding for extended systems of 

heterogeneous catalysis.  

 

2.2 Density functional theory  

In heterogeneous catalysis the standard electronic structure method is Density Functional 

Theory (DFT). The basic idea behind DFT is that the electronic energy of a system can be 

written in terms of the electron density,r . This reduces the problem of N interacting 

electrons with 3N degrees of freedom to 3 degrees of freedom.  

2.2.1 The Hohenberg-Kohn theorems 
In 1964 the very basis of DFT was made Hohenberg and Kohn [13], where they showed 

that there is a one-to-one correspondence between the potential and the electon density of 

the ground state. Therefore the total energy is only a functional of the density:  

 

[ ] [ ] [ ]E Hr r r= Y Y          (1) 

 

Further they proved the total energy has a minimum equal to the ground-state energy at 

the ground-state density. This does not tell anything about the form of the functional 

dependence of the energy on the density; it only tells us that such a functional exists.  
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2.2.2 The Kohn-Sham equations 
The next major breakthrough came one year later in 1965 [14], where Kohn and Sham 

presented a scheme for obtaining the ground state energy.  The scheme represents a way 

of mapping a many-body problem of a system of interacting particles located in an 

external potential, onto a system of non-interacting single electron states, ( )ij r , in an 

effective potential, with the same ground state density.  

 

They showed that the exact ground-state electronic energy functional of an N-electron 

system can be written as: 

 
[ ] [ ] [ ]non int

kin potE � E E =  + r r    (2) 

 
 

where [ ]non
kinE r  is the kinetic energy for the non-interacting system. [ ]int

potE r  is the 

potential energy of the interacting system: 

 

[ ] [ ] [ ] [ ]int
pot ext H xcE E E Er r r r= + + .              (3) 

 

where [ ]extE r  is the external potential, [ ]HE r  is the classical Hatree energy term and 

[ ]xcE r  is the exchange-correlation term that contains all non-classical electron-electron 

interactions. The exchange-correlation energy is the main challenge for obtaining 

accurate results with DFT.  

 

The kinetic energy of the non-interacting electron system is: 

 

[ ] ( ) ( )non * 2
kinE

N

i i
i

dr j j= Ñ� 	 r r r                                     (4) 

 

where ( )ij r  are the KS-orbitals which are obtained from solving the KS equations:  
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( )

2
reff i i iv j e j
 �- Ñ + =� 

� �
                                                               (5) 

 

where ie is the KS orbital energy corresponding to the KS orbital, ij . The effective 

potential has the form: 

 

( ) ( ) ( ) ( )
'

'eff ext XCv v dr v
r

= + +	
r

r r r
r - r'

   (6) 

 

The effective potential is also called the KS potential. The major challenge in DFT lies in 

obtaining the exchange-correlation potential which is the functional derivative of the 

exchange-correlation energy, [ ]xcE r : 

 

[ ] [ ]( )

( )

r
r

r
xc

xc

Ed r
u

dr
=                                                            (7) 

 

The KS equations are solved in a self-consistent fashion, where we start out with an 

initial guess of the electron density, r  , and by using some approximate form for the 

functional dependence Exc we obtain the effective potential in equation (6). 

The KS equations are then solved and we obtain the KS orbitals, which can be used to 

calculate the density: 

 

( ) ( ) 2

1

N

i
i

r j
=

= �r r .                                                                             (8) 

 

If the density is the same as the initial within a given threshold the calculation is 

converged and the energy can be computed using equations (2), (3) and (4). If not the 

new density (or a mixture of the new and the old) is used in equation (6) to obtain the 

effective potential again and the procedure is reiterated until the density is converged. 



 
 

 8 

The genius part in the KS method is that we calculate the majority of the energy exactly 

leaving only a small residual term the exchange-correlation to be approximated. Walter 

Kohn received the Nobel Prize in chemistry for his contributions to DFT in 1998 [3].   

 

2.3 The exchange-correlation functional, plane waves and 

pseudopotentials 

The exchange-correlation functional contains all the unknown parts of the total energy 

functional. In solving the KS-equations the main challenge is finding an accurate enough 

approximation for the exchange-correlation functional. The approximations most 

commonly used in solid state physics are the Local Density Approximation (LDA) and 

the Generalized Gradient Approximation (GGA). In this thesis we use GGA based on the 

RPBE functional [15], which has shown improvement in the description of the energetics 

for adsorption of species on surfaces. 

 

The most commonly used basis sets in DFT are plane waves and Gaussians. Here we 

describe the adsorption on metal structures in unit cells repeated infinitely in space. In the 

DFT code employed in this thesis DACAPO [11] the wave functions are expanded in a 

plane wave basis using Bloch’s theorem:  

 

( ) ( ) ( )
,

i
i j j ij G

c c ey j= =� � k+G r
i ,k+Gr r                (9) 

 
where ,ic k+G  are the expansion coefficients, k is a wave vector in the first Brillouin zone, 

and  G is the wave vector in the reciprocal space. In principal an infinite number of plane 

waves are needed for each k-point, however a finite number is sufficient to approximate 

the wave function and the total energy. In our calculations we limit the number of plane 

waves by introducing an energy cutoff:  

 
21

2 cut offE -£k+G   (10) 
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Also in order to limit the amount of plane waves needed, we here use ultrasoft Vanderbilt 

pseudopotentials [16] to describe the core electrons and only the valence electrons are 

treated explicitly.  
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Chapter 3  

 

Heterogeneous catalysis 
In this chapter we will give a brief description of the background for the material 

presented in this thesis and in the included papers. The overall topic of this thesis is 

heterogeneous catalysis. We will here present some background of the factors 

determining the catalytic activity by describing how the adsorption energy of an atom 

changes from one metal to the next. We will then go on describing the linear relations 

between reaction and activation energies, the so called Brønsted-Evans-Polanyi (BEP) 

relation, for a given elemental surface reaction. We will describe the underlying effects in 

catalytic activity, the electronic and geometric effects, and how these effects can be 

separated from each other by considering BEP-relations for a given surface reaction at 

different transition metals and surface structures. Finally we will describe how the BEP-

relations ultimately lead to a volcano curve in heterogeneous catalysis. This forms the 

very basis of this Ph.D-thesis. 

 

3.1 Catalysis 

A catalyst increases the rate of a chemical reaction. Reactants bind to the surface of the 

catalyst, bonds are broken, and products are being formed leaving the catalyst unaltered. 

Thus a good catalyst must bind the reactants and at the same time facilitate the formation 

of products. In order for the products to desorb a good catalyst must not bind the products 

too strongly. In this thesis we focus on heterogeneous catalysis in which the reactants and 

the catalyst are in different phases. In this thesis the reactants and products are in the gas 

phase and the catalyst is in the solid phase.  
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Figure 1 Schematic energy diagram for a chemical reaction a long the reaction coordinate of the reaction. 

 

A catalytic reaction can be described by its potential energy diagram. In Figure 1 such a 

potential energy diagram is shown. The diagram shows the stability of the intermediates 

and the activation barrier of the reaction. The initial and final states of the reaction are 

located at the local minima on the potential energy diagram and the transition state on the 

local maximum separating them. In order to go from the initial to the final state the 

transition state must be passed. Here we denote the energy difference between the 

transition and initial state as the activation energy, Ea, and the energy difference between 

the transition state and the energy of the gas-phase reactants as the transition energy. 

Finally the reaction energy, � E , is the final state energy, FSE , minus the initial state 

energy, ISE .  A catalyst only influence the kinetics of the reaction – e.g. lowers the 

activation barrier for the process, while the thermodynamics is unaffected.  

 



 
 

 12 

3.2  Chemisorption  

The variation in the adsorption energy of a substance from one metal to the next can be 

understood from the d-band model [17, 18, 19]. In Figure 2 the interaction between the 

valence state of the adsorbent with the metal s- and d-states is shown.  

 

Figure 2 Schematic of the d-band model. Adapted from Ref. [19] 

 

We think of the adsorption as a two-step procedure. First the valence state of the 

adsorbate is coupled with the s-state of the metal. This causes a broadening and downshift 

of the adsorbate state. The transition metals all have half filled s states [20] and therefore 

this interaction does not change from one transition metal to the next. The interaction 

between the d-states of the metal and the renormalized adsorbate state is a strong 

interaction and leads to a splitting in bonding and anti-bonding states below and above 

the initial states of the adsorbate and the metal. When the antibonding states are shifted 

above the Fermi level they become empty and therefore the adsorbate will bind more 

strongly to the metal. Also, bonding states might be shifted down below the Fermi level 

and become occupied, which will also increase the adsorption energy. Hence trends in 

adsorption energies between the adsorbent and transition and noble metals will depend 

primarily on the coupling to the metal d-states.  
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3.3 Surface structure 
In Figure 3 the different surface structures studied in this thesis are shown; closed packed, 

stepped, kinked surfaces, a model of a nanoparticle and a model of the corner of 

nanoparticle. The coordination number Nc indicated in Figure 3 is the number of nearest 

neighbors for the indicated metal atom. For closed packed surfaces each metal atom has 

coordination number equal 9, for metal atoms at the step of the (211) surfaces it is 7, for 

kink atoms the number is 6 and the corner metal atoms has 4 nearest neighbors.  

 

 

 
Figure 3 Schematics of different surface structures (a)  
(111) closed packed surfaces, (b) stepped surface 
(c) kinked surface (d) nanoparticle and corner model 
 of a nanoparticle. 
 
Obviously, each structure offers different active sites for catalysis in terms of local 

geometry. A change in the surface geometry will also lead to a change in the electronic 

structure of the catalyst. Since we in this thesis study the catalytic activity of transition 

and noble metals we her characterize the change in electronic structure in terms of 

shifting the d-band center up or down in energy (see section 3.2).  
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Figure 4 Local projected DOS for the low coordinated metal atoms on  
different structures. 
 

In Figure 4 we show the metal d-states for closed packed, stepped, kinked and the M12 

corner-model for Au. The energy of the d-band center relative to the Fermi energy is also 

shown. The figure clearly shows, that the d-band shifts up, when going from high 

coordinated metal atoms at closed packed surfaces to low coordinated atoms at the 

corner-model of a nanoparticle. In chapter 6 the effect of changing surface structure will 

be discussed in detail for the CO oxidation reaction. 

 

3.4 Brønsted-Evans-Polanyi relations for surface reactions 
Here we will consider the Brønsted-Evans-Polanyi (BEP) relation between the activation 

energy of a chemical reaction and the reaction energy [5, 6]. It turns out, that the 

activation energy for a surface reaction is linearly correlated to the reaction energy: 

                                              

Ea = �� E + �   

 

Where Ea is the activation barrier for the surface reaction and ED  is the reaction energy.     

The BEP relationship is found throughout chemistry [31] and in surface chemistry in 

particular [32, 33, 34, 35]. 
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For a class of heterogeneous catalytic reactions, activation of diatomic molecules 

( )2A +2*  2A*«  over transition metal catalysts Nørskov et al. [21] found a universal 

reactant-independent linear relationship between the activation barrier and the reaction 

energy.   

 

 
Figure 5  The universal BEP-relations for dissociative  
chemisorption of diatomic molecules on (a) closed-packed  
surfaces and (b) stepped surfaces. Adapted from Ref [21]. 
 

 

The BEP-relations in Figure 5 are for dissociative chemisorption of the diatomic 

molecules, CO, NO, O2 and N2, on closed-packed and stepped transition metal surfaces. 

The BEP lines for the different surface reactions fall on the same universal BEP-line, but 

varies for the closed packed and stepped surfaces. 

For closed packed surfaces the BEP relation is: 

 

aE  = 0.90� E + 2.07eV         (11) 
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And for stepped surfaces: 

 

aE  = 0.87� E + 1.34eV.                                                                                              (12) 

 

The BEP-lines for the closed packed and stepped surfaces are clearly separated. Hence, 

for the same reaction energy, the activation barrier will be approximately 0.7 eV lower on 

a stepped metal surface, than on a closed packed surface. In the next section we will 

discuss the effects in the structure of the surfaces causing this separation. In Chapter 5.2.2 

the microkinetic model for direct NO decomposition on stepped transition metal surfaces 

is based on the BEP relation in equation(12). 

 

3.5 Electronic and geometric effects 
The reactivity of surfaces depends on both electronic and geometrical effects. In chapter 

3.2 we showed that the d-band center of the transition metals is a good measure of the 

adsorption strength of the intermediates. The d-band center changes from one transition 

metal to the next, and as discussed, also by changing the local structure of the active site. 

A change in the d-band center will act on both the reaction and activation energy of an 

elementary surface reaction. This is a purely electronic effect. The geometrical effect, on 

the other hand, is due to a variation in the “geometrical stabilization” of the transition 

state structure offered by the different surface structures.  

   

One can differentiate the two effects by plotting the Brønsted-Evans-Polanyi (BEP) [5, 

6]relation for a given elementary reaction for varying surface structures and metals. The 

electronic effect acts on both the stability of the intermediates and of the transition state. 

This corresponds to moving along the BEP line. The geometrical effect is the shift 

between BEP lines in the vertical direction. Often the change in catalytic activity we 

observe for changing the surface structures is not either-or, but a combination of both 

electronic and geometrical effects. In Figure 5 the electronic and geometrical effects are 

clearly separated for the dissociative chemisorption of diatomic molecules. In Chapter 6 
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we will show that there is no geometrical effect for a change in surface structure on the 

CO oxidation reaction.   

 

3.6 Volcano curves in heterogeneous catalysis 

The French chemist Paul Sabatier stated in 1911 that the interaction between the catalyst 

and the adsorbate should be "just right"; that is, neither too strong nor too weak [22]. If 

the interaction is too weak the catalyst will e.g. be unable to dissociate a bond.  On the 

other hand, if the interaction is too strong, the reaction intermediates will be unable to 

desorb from the catalyst. Due to the linear scaling between adsorption energies, and 

between activation energies and adsorption energies for surfaces reactions, the trend in 

catalytic activity for metals of different reactivity in the Periodic Table can be understood 

directly based on a single descriptor, which we often choose to be the dissociative 

chemisorption energy of the key reactant. This leads to the volcano curve for catalytic 

reaction. 

 

 

Figure 6 The catalytic activity versus the reaction energy of the dissociation  
reaction. More negative reaction energy (left) signifies that the adsorption  
reaction is more exothermic.  
 

An activity trend such as the schematic plot shown in Figure 6  will often appear (a 

volcano relation). For more reactive metals (ED  further to the left) the removal of the 
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dissociated reactants from the surface into the product gas phase will usually limit the 

catalytic rate. For the less reactive metals (ED  further to the right) this desorption 

process is fast, and the dissociation barrier is high, so the catalytic rate is limited by the 

activation of the key reactants. The optimal catalyst will be one having intermediate 

reaction energies and the catalyst will be located at the top of the volcano curve, as 

predicted by P. Sabatier. 
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Chapter 4  

 

Microkinetic modeling 
 
Throughout this thesis we are interested in describing the trends in catalytic activity from 

one transition metal to the next. In Chapter 5 we describe such trends for the NO 

decomposition reaction on stepped transition metal surfaces and in Chapter 6 we describe 

trends in the CO oxidation reaction for different catalyst structures and transition metals. 

We model the reaction rates using a simple kinetic framework within the “Sabatier 

Analysis” [23].  For the NO decomposition reaction we also use the Sabatier-Gibbs 

Analysis, which is still within the Sabatier framework, but impose stricter upper bounds 

on the surface coverages of the reaction intermediates.  

 

Here we illustrate how to set up the microkinetic models for the Sabatier Analysis and for 

the Sabatier-Gibbs Analysis. We do this for a simple catalytic reaction and we compare 

the obtained reaction rates with the rate from the numerical solution.  

4.1 Introduction 

We consider the simple catalytic reaction  

 

2A (g) + 2B(g)  2AB(g)«     

 

And assume that the reaction proceeds via the two following elementary steps: 

 

2(R1) A  + 2*  2A*�   

(R2) A* + B  AB + *�  

 

where a diatomic gas-phase molecule A2 is dissociativly adsorbed on a catalyst surface. 

The adsorbed intermediate reacts with a gas-phase species, B, and associatively desorbs 
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from the catalyst surface. A species denoted with an asterisk is adsorbed on the catalyst 

surface and an asterisk is an active site on the catalyst.  

 

The rates for elementary reactions (R1) and (R2) are:  

 

( )
2 2

+ 2 - 2 2 +
1 A 1 * 1 A A * 1 1r = p k �  - k �  = p � k 1-�    (13) 

( )+ - +
2 2 B A 2 AB * A B 2 2r k p �  - k p �  = � p k 1-�=            (14) 

 

Where 
2A B ABp , p  and p  are the gas-phase partial pressures, * A�  and � the surface 

coverage of free sites (*) and reaction intermediate A respectively. ig  is the approach to 

equilibrium for elementary reaction (Ri).  

 

The rate constant ki for step, (Ri), in the forward or backward direction for each 

elementary step is given by: 

 

ai ai
i i

B

-� E +T� S
k  = � exp

k T

� �
� �
� �

              (15) 

 

where in  is the prefactor. Throughout this thesis we assume the prefactor, in  is metal 

independen [24] and equalsi B�  = k T h. � Eai is the activation barrier for the reaction and 

ai� S  the entropy change, kB is the Boltzmann constant, and T is the temperature. Further 

we assume ai gasS   ±SD » , since in general the entropy of the molecules in the adsorbed 

state is much smaller than the entropy of the gas-phase molecules .  

The equilibrium constant is given by:  

 

+
i i i

i -
i B

k -(� E -TS )
K  =  = exp

k k T

� �
� �
� �

                                                                   (16)                                                                                     

 

And the approach to equilibrium for the overall gas phase reaction is:  
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2

2
AB

2
A B

p1
�  = 

K p peq
   (17) 

 

4.2  The Sabatier analysis 

The Sabatier Analysis was first described by Bligaard et al [23].  It is based on three 

basic assumptions: i) all activation barriers are calculated from known BEP relations, ii) 

only net-forward rates (ri>0) are considered, iii) the coverage of free sites and surface 

species are assumed optimal for each reaction step in the forward direction. We 

emphasize that these assumptions ensure the Sabatier rate to be an exact upper bound to 

the reaction rate.  

4.2.1 Activation barriers 
The activation energies for the elementary reactions (R1) and (R2) we obtain from the 

“universal” BEP-relation [21] for dissociative chemisorption of diatomic molecules on 

closed-packed transition metal surfaces described in Chapter 3.4.  

The activation barrier for the forward rate of the dissociative chemisorption of A2 is 

described by:  

 

a1 1 1 1E = � � E +�               (18) 

 

where 1� E  is the reaction energy for reaction (R1), 1 1� = 0.87 and � = 1.34 eV.  

The backward reaction is just the reverse, hence the activation energy for the associative 

desorption is given by: 

 

( )-
a1 1 1 1E  = � -1 � E  + � .              (19) 

 

For the activation barrier in the forward direction of (R2) we assume that a BEP-relation 

exists such that:  

 

a2 2 1 2E  = � � E  + �   
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where we choose2 2� = -0.13 and � = 0.8 eV. By choosing a negative value for 2a  we 

ensure that the activation energy increases for a strong binding of reaction intermediate 

A. For the backward reaction the activation energy is given from: 

 

- +
a2 a2 2E E E= - D              (20) 

 

The reaction energy for elementary reaction (R2) is: 

 

2 0 1� E 1 2(� E -� E )=                (21) 

 

where 0� E  is the reaction energy for the overall gas-phase. Since the activation energies 

for reactions (R1) and (R2) are described by1� E , and the reaction energies are linearly 

related (equation (21)), we have a single descriptor for the catalytic activity and we 

choose 1� E  as descriptor for the catalytic activity. 

4.2.2 The approach to equilibrium 
The next basic assumption is that we only consider net forward rates (ri>0). The approach 

to equilibrium for an elementary step, � i , and overall reaction, � , are therefore restricted:  

 

i0 1 and 0 1g g£ £ £ £           (22) 

 

Since the approach to equilibrium for the overall gas phase reaction is the product of the 

approaches to equilibrium for the elementary reactions, 2
1 2g g g=  we obtain the further 

bound: 

 

0     1n
ig g£ £ £                                       (23) 
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4.2.3 The Sabatier rate 
Now we address the Sabatier rate. For noble metals the surface will be nearly empty 

( * 1q = ) and the dissociative chemisorption of A2 will be rate determining 

( 1 2 and 1g g g= = ). Hence an exact upper bound to the rate for reaction (R1) is: 

 

( )
2

+
1 A 1r  = 2p k 1-�                              (24) 

 

For more reactive metals, the surface coverage will be high ( 1Aq = ) and the desorption 

reaction (R2) will be the rate determining (1 21 and g g g= = ). And an exact upper 

bound to the rate is described by: 

 

( )+
2 B 2r  = p k 1- �                (25) 

 

Because the surface coverage has an upper bound of 1, the Sabatier rate for the overall 

reaction must be bound by equation (24) and equation (25): 

 

( ){ }21 A 2 BR = min 2k p (1-� ), k p 1- �              (26) 

 

4.3 Sabatier-Gibbs analysis 
The Sabatier Analysis is based on the assumption that the coverage of the reaction 

intermediates and free sites are “optimal”. However this is probably too optimistic. We 

here apply a stricter bound on the surface coverages of the reaction intermediates in the 

forward reactions. 

  

We use that we from equation (23) have lower and upper boundaries on the approach to 

equilibrium for each elementary reaction, and hence also on the coverages of the reaction 

intermediates. By using these bounds we ensure that the coverage for each reaction 
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intermediate is within the interval between the coverage at a given approach to 

equilibrium for the overall reaction and the equilibrium coverage.  

 

The approach to equilibrium for the overall reaction is 

2

2
AB

2 2
1 2 B A

p1
�  = 

K K p p
          (27) 

 

For each elementary step the approach to equilibrium is: 

2 2

2 2
A A A A

1 2
* 1 1

� p 	 p
�  =  = 

� K K
        (28) 

21 A* AB AB
2

A B 2 A B 2 A

� K p� p p
�  =  =  = 

� p K 	 p K 	
      (29) 

 

Where A A *	  = � �  is the coverage activity of species A. 

 

From equation (23), the boundaries on 1 2andg g  are:  

 
2

1 21 and ( ) 1g g g g£ £ £ £          (30) 

 

Inserting 1 2 and g g in eq. (30) we get the following lower and upper bounds on Al : 

 

2 2

min max
A A 1 A A 1	  = p K �   and 	  = p K         (31) 

 

From the conservation of sites,
n

i
i=1

� =1�  we have: 

* *
min maxmax min

A A

1 1
�  =  and �  = 

	 +1 	 +1
                    (32) 

 

Therefore the maximum coverage of species A is: 
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 2

2

A 1max max min
A A *

A 1

p K
�  = 	 �  = 

p K +1
            (33) 

 

We now have expressions of the maximum coverage of the surface intermediate A*, and 

the maximum coverage of free sites, within the boundaries given by the coverage at a 

certain approach to equilibrium and the coverage at equilibrium. It is however important 

to note that this procedure for obtaining the maximum coverages for each reaction 

intermediate is only possible for a catalytic reaction, where there is exactly one product 

and reaction channel for each intermediate.  

 

The Sabatier-Gibbs rate has the same form as equation (26), but with stricter upper 

bounds on the coverage of each intermediate in the forward direction: 

 

( ) ( ){ }
2

2max max
SG 1 * 2 BA

R  = min 2k p (1-� ), k p 1- �Aq q                  (34) 



 
 

 26 

 

4.4 Volcano curves 

We here study the performance of the Sabatier Analysis and of the Sabatier-Gibbs 

Analysis. We compare the results with the real rate obtained from the numerical solution.   

 

 
Figure 7 The Sabatier-Gibbs volcanoes (blue) and real volcanoes (red) for  
various values of � . The solid black volcano curve is the Sabatier volcano at 

 �  � ��0 and the dotted black volcano is the Sabatier volcano for �  � ��0.90. 
 
In Figure 7 we present Sabatier, Sabatier-Gibbs and real volcanoes for various overall 

approaches to equilibrium. The Sabatier and the Sabatier-Gibbs volcanoes are upper 

bounds to the real rate.  

 

Far from equilibrium the Sabatier volcano is in good agreement with the real volcano, 

since the coverages of the intermediates for an elementary reaction in the forward 

direction are approaching “optimal” for 0g ® .  On the other hand, when we approach 

equilibrium the Sabatier volcano is still in qualitative agreement with the real volcano, 

but is far off quantitatively.   
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In general the Sabatier-Gibbs Analysis of the surface coverages improves the description 

of Sabatier rate considerably. For 1g ®  the Sabatier-Gibbs volcano is approaching the 

real volcano, since the coverages are described exactly at equilibrium. On the other hand 

the Sabatier-Gibbs description also performs well far from equilibrium, since we here are 

in the range of optimal coverage. For the case with an intermediate approach to 

equilibrium the Sabatier-Gibbs rate is an upper bound to the real rate, and is 

quantitatively still close to the real rate. However for the overall reaction described here 

the dissociative chemisorption reaction is rate determining for the Sabatier-Gibbs rate for 

all approaches to equilibrium over the entire energy range, except for 710g -= . For more 

complex catalytic reactions, where there is more than one step forming the volcano, 

probably the Sabatier-Gibbs volcano will not be in this good agreement with for the real 

volcano for an intermediate approach to equilibrium.   
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Chapter 5  

 

The direct decomposition of NO on transition metal surfaces 
This chapter is based on the included papers [25, 26] describing NO decomposition on 

stepped transition metal surfaces. We study the catalytic direct decomposition of NO to 

N2 and O2 over a series of (211) transition metal surfaces. We combine DFT with 

microkinetic modeling and obtain a simple tool to describe trends in the catalytic activity 

for the decomposition of NO. The Sabatier rate is described for the NO decomposition 

together with more restricted Sabatier-Gibbs rate. The theoretical modeling leads to a 

volcano curves for the catalytic activity, where the rate for the noble surfaces is limited in 

how fast the catalyst can dissociate NO and for the more reactive surfaces by how fast the 

desorption of O2 occurs. We compare the theoretical obtained activity with the 

experimentally obtained volcano. And finally we show why transition metal surfaces are 

probably not the optimal catalysts for decomposition of NO due to a significant 

overbinding of atomic oxygen compared to the binding of atomic nitrogen.    

 

5.1 Introduction  

Nitrogen oxide, NO, in exhaust gases from the combustion of fossil and renewable fuels 

is a major source of air pollution. NOx contribute to a range of environmental problems; 

photochemical smog, acid rain and greenhouse effects. The increasingly stringent 

emission requirements for diesel engines require NOx abatement technology, which is 

effective under lean-burn conditions. Various technologies such as NOx traps [27] and 

selective catalytic reduction (SCR) exist [28, 29, 30], but it would be preferable if a 

simpler process could be developed based on direct NO decomposition. In the direct NO 

decomposition reaction, the exhaust containing 

NO is flowed over a heterogeneously catalytic surface, where the NO bond is split, and N 

atoms recombine to N2 while the O atoms recombine to O2. The direct NO decomposition 

reaction is thermodynamically favored at low temperatures, but it has proven difficult to 
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find a catalyst that is both active and oxidation-resistant [31]. Here, we study the direct 

decomposition of NO over stepped transition metal surfaces, since such step sites are 

known from theoretical calculations to be significantly more active for NO 

decomposition than the corresponding close-packed surfaces [21, 32, 33, 34, 35]. This 

enhanced reactivity of steps also explains why smaller transition-metal particles show 

enhanced activity for NO decomposition [36]. 

 

5.2  Method 

5.2.1 Experimental 

The catalysts were prepared by incipient wetness impregnation of metal solutions on a 

MgAl2O4 support, with a surface area of 70 m2/g and using metal concentrations of 92 

mmol/g. Of each catalyst, 300 mg, was placed in a quartz tube reactor. A flow of 25 

ml/min of 1 vol. % NO in He was then admitted to the reactor at ambient pressure. The 

activity was measured at 600-650C. At each temperature, the measurement was 

performed for two hours to achieve stable conversions. The concentrations of NO, N2 and 

O2 were monitored using gas chromatography with a Thermal Conductivity Detector and 

a molecular sieve packed column. In all experiments, no traces of N2O or other products 

were detected.  

 

5.2.2 Microkinetic models for the direct decomposition of NO 

The overall NO decomposition reaction is: 

2 22NO  N  + O�    

  

The decomposition is assumed to take place in four elementary steps: 

    

2

2

(R1)   NO + *  NO*

(R2)   NO* + *  N* + O*

(R3)   N* + N*  N  + 2*

(R4)   O* + O*  O  + 2*

«

«

«

«
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A species denoted with an asterisk is adsorbed on an active site on the transition metal 

catalyst, where an asterisk is a vacant active site on the surface.  

 

The rates for the elementary reactions are given by: 

( )+ - +
1 NO 1 NO 1 NO 1 1r  = p � *k  - � k  = p � *k 1-�            (35) 

( )+ - +
2 NO * 2 N O 2 NO * 2 2r =� � k  - � � k  = � � k 1-�            (36) 

( )
2

2 + 2 - 2 +
3 N 3 * N 3 N 3 3r =� k  - � p k  = � k 1-�             (37)

( )
2

2 + 2 - 2 +
4 O 4 * O 4 O 4 4r  = � k  - � p k  = � k 1-�                                   (38) 

         

Where 
2 2NO N Op ,  p  and p  are the gas-phase partial pressures, NO O N� *, � , �  and � the 

surface coverage of free sites (*), NO, O and N.  The rateconstants are given from: 

 

ai ai
i i

B

-� E +T� S
k  = � exp

k T

� �
� �
� �

             (39) 

 

We here assume that the prefactors and adsorption entropies are metal-independent. Since 

all elementary steps are dissociation or association reactions for diatomic molecules we 

use the universal Brønsted-Evans-Polanyi relation for stepped surfaces from Ref. [21], 

described in Chapter 3.4, to describe the transition state energies ETS2, ETS3 and ETS4 from  

reaction energies. Trends in the catalytic activity for the direct decomposition of NO is 

determined from following metal-dependent parameters: ENO EO and EN. 

 

The modelled NO decomposition rates, The Sabatier rate and Sabatier-Gibbs rate, are 

calculated using the experimental conditions for the initial partial pressure, and 5% 

conversion of NO corresponding to average experimental conversion. 
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5.2.3 The Sabatier rate 

The Sabatier Analysis is described in Chapter 4.2 and in Ref. [23]. For the NO 

decomposition reaction we obtain the following Sabatier elementary rates: 

 

( )+
s1 NO 1r  = p k 1- � , ( )+

S2 2r  = 1/4k 1- � , ( )+
S3 3r  = 2k 1-�  and ( )+

S4 4r  = 2k 1-�      

 

The Sabatier rate for the total reaction is bounded by the rates for the individual steps: 

 

( ) ( ) ( ) ( )1 2 3 4min 1 ,1/ 4 1 ,2 1 ,2 1S NOR p k k k kg g g g+ + + +� �= - - - -
� �

              (40) 

 

 

5.2.4 The Sabatier-Gibbs rate 

In order to determine the Sabatier-Gibbs rate for the NO decomposition we follow the 

procedure outlined in Chapter 4.3. For the elementary reaction (R1)-(R4) the approach to 

equilibrium is given by: 

 

NO
1

1 NO

	
�  = 

K p
, N O

2
2 NO *

	 	1
�  = 

K 	 	
, 2N

3 2
3 N

p 1
�  = 

K 	
 and 2O

4 2
4 O

p 1
�  = 

K 	
      

 

Where the surface activity,Xl  for the adsorbed reaction intermediates 

are: NO NO *	  =  � � N N *	  =  � �  and O O *	  =  � � .      

 

The boundaries on the coverage of NO are obtained from the boundaries on the approach 

to equilibrium for reaction R1. The maximum possible coverage of NO is obtained, when 

reaction (R1) is at equilibrium: 

 
max

1 NO NO 1�  = 1  	  = p K�          (41) 
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The coverage of NO will be at the minimum value when the reaction being as far from 

equilibrium as the overall reaction “allows”: 

 

2 min
1 NO NO 1�  = �   	  = p K �� .                    (42) 

 

Similarly the boundaries on the surface activity N from the boundaries on the approach to 

equilibrium for reaction (R3):  

 

2 2

min max
N N 3 N N 3	  = p K  and 	  = p K � .             (43) 

 

From the boundaries on the approach to equilibrium for reaction (R4) the boundaries on  

O	 are:  

 

2 2

min max
O O 4 O O 4	  = p K  and 	  = p K � .           (44) 

 

From the conservation of sites, 1xq =� , we can express the coverage of free surface  

sites in terms of the surface activities of the adsorbed species: 

 

( )
( )
( )

min max max max
* NO O N

* NO O N max min min min
* NO O N

� =1 1+	 +	 +	
� 1 1+	 +	 +	     

� =1 1+	 +	 +	


�
= � �

��

                                         (45) 

 

The maximum coverages for NO, O and N are: 

 
max max min min
NO NO * * NO 1�  = 	 �  = � p K                                                                                             (46) 

2

max max min min
N N * * N 3�  = 	 �  = � p K �                                                                                     (47) 

2

max max min min
O O * * O 4�  = 	 �  = � p K �                                                                                     (48) 
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We now have expressions for the optimal coverages in a Sabatier-Gibbs sense. The 

Sabatier-Gibbs rate for the decomposition of NO is bounded by the rates for the 

elementary steps: 

 

( ) ( ) ( ) ( ) ( ) ( ){ }2 2max max max max max
SG * NO 1 * NO 2 3 N 4 OR  = min � p k 1- � , � � k 1- � , k � 1-� , k � 1-�   

 

 

5.3  Results 

5.3.1 Potential energy diagram for direct NO decomposition 

In Figure 8 we have constructed a potential energy diagram for the decomposition of NO 

on a series of transition metal catalysts, showing adsorption and transition state energies. 

The adsorption energies are from Ref. [23] and the activation barriers are obtained from 

BEP-relations. As described in the previous section, the decomposition is assumed to take 

place via four elementary steps: 

 

2

2

(R1)   NO + *  NO*

(R2)   NO* + *  N* + O*

(R3)   N* + N*  N  + 2*

(R4)   O* + O*  O  + 2*

«

«

«

«

 

 

The decomposition reaction has two main parts. First the NO molecule adsorbs and 

dissociates at the metal surface (R1 and R2), next N2 and O2 from the atomic precursors 

and are recombined and removed from the metal surface (R3 and R4).  A good catalyst for 

the direct NO decomposition is characterized by a low activation barrier for NO 

dissociation and weak binding of the intermediates.  
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Figure 8 Potential energy diagrams for the direct NO decomposition reaction over transition metal 
surfaces. A more negative energy means stronger adsorption. Adsorption energies of reaction intermediates 
are from Ref. [23] and transition state energies calculated applying the universality principle [21] on these 
energies. 
 

The reaction intermediates, NO, N and O, adsorb strongly to the less noble transition 

metals, Rh and Ru, have intermediate binding energies on Pt and Pd, and adsorb weakly 

to the noblest of the transition metals, Ag and Au. Strong adsorption energies of the 

reaction intermediates on one hand favor the dissociation of NO and on the other hand 

hinder the associative desorption of the reaction products, O2 and N2. Therefore, as seen 

in Figure 8, for the noblest metals, the adsorption of NO is simply too weak for the 

dissociation to take place, and on the other hand Ru and Rh tend to overbind the 

intermediates facilitating the dissociation of NO, but making the associative desorption of 

N and O difficult. The best catalysts must be Pd and Pt, since these do not overbind the 

intermediates to the same extent as Rh and Ru, and at the same time do not present the 

same problems with unstable reaction intermediates as the more noble catalysts Au and 

Ag. 
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5.3.2  Scaling relations 

In Figure 9 the dissociative chemisorption energies for NO, O2, and N2 on the transition 

metals are presented. The energies are highly correlated. Linear best fits of the energies 

show that the dissociation energy for adsorbed NO is described very well with the 

dissociative chemisorption energy for O2 and less well with the corresponding energy for 

N2 dissociation.  

 
Figure 9 The figure shows the dissociative chemisorption energies for N2 and O2 versus the dissociation 
energy of adsorbed NO. Correlation equations are obtained from linear best 

fits, 2

diss 2 diss
E (O )= 1.31E (NO*)-2.91 eV,  R =0.991; 2

diss 2 diss
E (N )= 1.39E (NO*)+1.54 eV,  R =0.91 

 

Since the reaction energies of the elementary steps are highly correlated, we can choose 

just one reaction energy as the descriptor for the catalytic activity in the microkinetic 

model.  We choose the dissociation energy of NO as descriptor for the catalytic activity. 

5.3.3  Sabatier and Sabatier-Gibbs volcanoes 

In Figure 10 we show the Sabatier rates for the elementary reactions, together with the 

Sabatier and the Sabatier-Gibbs volcanoes as a function of the dissociation energy for 

NO. The dissociation rate of NO is fast at the surfaces of the more reactive metals to the 

left in the periodic table and slow at the noble metals, and the rate is the limiting step for 

                                                
1 The linear values have been corrected from Ref. [26]. 
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the overall NO decomposition on Au, Ag and Pd. On these metals the weak binding of 

oxygen facilitates the associative desorption of O2, where the strong binding at the more 

reactive metals like Ru and Rh inhibits the associative desorption and causes the rate to 

be limiting for the overall reaction. Oxygen is at all surfaces more strongly adsorbed to 

the metals than nitrogen and for this reason is associative desorption for N2 is faster than 

O2 for all the transition metals here. From the individual rates a Sabatier type volcano is 

formed (the Sabatier rate).  

 

At the left leg of the Sabatier volcano the NO decomposition is limited by a too strong 

adsorption (the reactive transition metals) of oxygen and on the right side (the more noble 

metals) the weak interaction hinders the dissociation of NO in agreement with the 

Sabatier principle [22].  This is also the picture one would expect from the discussion of 

the energies in section 5.3.1 .  

 

 
Figure 10 Sabatier rates for each elementary reaction and the Sabatier and the Sabatier-Gibbs volcano 
curves versus the dissociation energy of adsorbed NO. rS1 is the rate for adsorption of NO, rS2 is the rate for 
dissociation of NO, rS3 is the rate for associative desorption of N2 and rS4 is the rate for associative 
desorption of O2. . The Sabatier-Gibbs rate has been slightly corrected from the Sabatier-Gibbs volcano in 
Ref. [26]. 
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The activity ranking can be compiled:Pt > Pd > Ag > Au > Rh > Ru.  Applying the 

constraints of the Sabatier-Gibbs model reduce the catalytic rate with orders of magnitude 

from the top of volcano and to the right. This results in a shift in the catalytic activity 

ranking:Pd > Pt > Rh > Ru > Ag > Au.  

 

In Figure 11 the Sabatier-Gibbs volcano is presented together with the experimental 

volcano. The Sabatier-Gibbs model describes the trend in catalytic activity through the 

transition metals quite well. Gervasini et al. [37] studied the catalytic activity of a number 

of transition metals (Pt, Pd, Rh and Ru) for the NO decomposition experimentally. They 

found platinum to be the most active catalyst and the order of activity Pt >Rh >Ru >Pd. 

However the experiments were performed under different experimental conditions from 

this study.  

 
Figure 11 The modelled decomposition rate versus experimental results for a  
range of different transition metal surfaces 
 

While the model is designed to investigate trends and cannot be viewed as quantitative, it 

is noteworthy that the most active transition metal, palladium is within a factor of ten 

from the experimental activity. However, the model is not able to quantitatively predict 

the decomposition rate on the two sides of the volcano curve. For the noble metals, silver 
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and gold, on the right side of the volcano, the rate is underestimated by several orders of 

magnitude. However, the experimental activities are close to, what is observed for a 

blank sample.  

 

5.3.4  Finding the optimal catalyst 

An optimal catalyst for direct NO decomposition would be a surface that facilitates fast 

dissociation of NO and at the same time desorbs oxygen and nitrogen easily. In Figure 12 

the theoretically calculated Sabatier-Gibbs direct NO decomposition rate is shown as a 

function of the dissociative chemisorption energies of N2 and O2. It shows a 2-

dimensional volcano with a maximum. Also the DFT-calculated reaction energies for the 

elemental metals are shown.  

 
Figure 12 The Sabatier-Gibbs activity is illustrated in green scale contours as a function  
of the dissociative chemisorption energies of O2 and N2. The dissociation energy for NO is  
determined from its correlation with Ediss(O2). The positions of the transition metals from DFT  
calculations are indicated in the figure.  
 
The dissociation energy of NO, necessary to construct the volcano, has been determined 

from the good linear correlation to the dissociation energy of O2. It is interestingly 

observed that the line N2 and O2 dissociative chemisorption fitting the DFT point lays 

several eV above the optimal point of the two-dimensional volcano.  However, since the 

dissociative chemisorption energy for these species is linearly related, no such transition 



 
 

 39 

metal catalyst can be found. This suggests that one needs to look into entirely different 

classes of materials in order to find appropriate direct NO decomposition catalysts, and 

that a more appropriate class of materials should have the property that nitrogen and 

oxygen binds with a more equal strength to the surface. 

5.4 Conclusion 

We have established a simple first-principle microkinetic analysis. The linear scaling 

relations enables us to describe the catalytic NO decomposition rate with just one 

descriptor for the catalytic activity. We have shown a good qualitative agreement 

between the experimental catalytic activities and the Sabatier-Gibbs activities of the 

transition metals in direct NO decomposition. The model enables us to understand the 

volcano curve for the direct NO decomposition where the activity is on one side limited 

by the ability to dissociate NO and on the other side the associative desorption of oxygen. 

Further we obtained from the Sabatier-Gibbs model an activity trend for the NO 

decomposition on stepped metal surfaces: Pd > Pt > Rh > Ru > Ag > Au. Furthermore 

the model clearly points out that the optimal catalyst for direct decomposition must be 

found in another kind of materials. The adsorption of oxygen is simply to strong 

compared to the adsorption of nitrogen and the linear relation between the adsorption 

energies prevents us from finding a transition metal close to the top of the volcano.  
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Chapter 6  

Catalytic activity of surfaces and nanoparticles for CO 

oxidation 

This chapter is based on the references [38, 39]. We here study trends in catalytic activity 

for the CO oxidation reaction on nanoparticles and extended surfaces. The CO oxidation 

reaction, 2 2CO + ½O   CO« , is regarded as the simplest and most general reaction for 

studying the activity of oxidation catalysts. For these reasons it is well studied both 

experimentally [40, 41, 42, 43, 44, 45, 46, 47, 48, 49, 50] and theoretically [51, 52, 53, 

54, 55, 56, 57].  

 

We start out by showing that gold nanoparticles are the best catalysts among the 

transition and noble metals for CO oxidation at low temperatures. We also show that 

platinum is the best catalyst for the closedpacked surfaces at elevated temperatures and 

gold is practically inactive.  In order to understand the enhanced catalytic activity of 

small gold particles we compare the catalytic activity of the nanoparticles with the 

catalytic activity for higher coordinated extended surfaces; closed-packed, stepped and 

surfaces with kinks and discuss the origin of the “nano-effect”.  

 

The study is based on combining DFT calculations on the full reaction pathway with 

microkinetic modeling within the framework of the “Sabatier Analysis”. We obtain 

scaling relations between adsorption energies of the reaction intermediates and between 

adsorption and transition state energies for the elementary reactions. This enables us to 

model the CO oxidation rate by limiting the numbers of independent variables within the 

microkinetic model.   
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6.1 Introduction 

Gold is traditionally considered among the most noble metals [17], where even O2 does 

not adsorb [58]. Therefore it was a surprise, when Haruta et al in 1987 [59] showed that 

gold nanoparticles smaller than 5 nm are catalytically very active for the CO oxidation 

reaction below room temperature. The reasons for the enhanced catalytic activity of gold 

nanoparticles are widely debated. The explanations include quantum size effects [45], 

charge transfer [60, 61, 62, 63], support interactions [64, 65, 59], and the role of low 

coordinated sites [51, 54, 66, 67, 68, 69, 70].  The enhanced catalytic activity is not only 

interesting for the CO oxidation reaction. Also gold nanoparticles have shown to be 

active catalysts for acetylene hydrochlorination [71], alcohol oxidation to acids [72, 73]   

and aldehydes [74], and direct formation of hydrogen peroxide [75]. 

 

One special thing about nanoparticles is their large relative fraction of low coordinated 

corner atoms to surface atoms [55, 54, 76, 51]. The fraction of low coordinated sites at a 

given nanoparticle depends on the size and the shape of the particle. In Figure 13 the 

fraction of corner (CN=6), edge (CN=7) and surface atoms (CN=8 or 9) on a nanoparticle 

shaped as the top half of an octahedron is shown for decreasing particle size.  

 
Figure 13 Calculated fractions of atoms at corners, edges, and faces in  
 uniform nanoparticle. Adapted from ref. [55] 
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Clearly the amount of low coordinated sites increases rapidly for nanoparticles with 

diameters less than 5 nm; whereas the fraction of high coordinated surface metal atoms is 

more or less constant for particles with diameters above 2 nm. In Figure 14 a compilation 

of data of the CO oxidation activities at 273 K on gold nanoparticles as a function of the 

particle size is presented. The data are from experimental studies [77, 78, 79, 80, 54, 47, 

81, 82, 83, 84, 85]. 

 

 
Figure 14 Reported catalytic activities for CO oxidation at 273 K over  
different Au-based catalysts as a function of the Au particle size. Adapted from ref. [54] 
 

Obviously the catalytic activity of gold particles is very dependent on the size of the 

nanoparticle. This is clear experimental evidence that the particle size of gold is an 

important parameter for the catalytic activity of supported catalysts. It is also observed 

that the catalytic activity depends on the choice of support, however to a minor extent.  

The black line is the calculated fraction of corner sites from Figure 13. From this it is 

evident, that there is a strong correlation between the fraction of low coordinated corner 

sites and the catalytic activity of gold nanoparticles.   
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6.2  Method 

6.2.1 Calculational details 

Adsorption, transition state, and gas phase energies are calculated using the plane wave 

DFT code DACAPO [15]. Kohn-Sham one-electron valence states are expanded in a 

basis of plane waves with kinetic energies up to 30 Ry. Vanderbilt nonlocal ultrasoft 

pseudopotentials are used to describe the core electrons [16]. The exchange-correlation 

(xc)-energy is described employing the RPBE generalized gradient correction self-

consistently. [15]  For  all  surfaces,  a  6×6 ×1  Monkhorst-Pack  k-point sampling  in  

the  irreducible  Brillouin  zone  was  used.  The occupation  of  the  one  electron  states  

was  calculated  at  a temperature of kBT  = 0.1 eV, and all energies were extrapolated to 

T = 0 K. Lattice constants have been determined by separate calculations  on  the  bulk  

metals.  The (111) surfaces were modeled by (2×2) surface unit cells with slab 

thicknesses of four layers and the two topmost layers were allowed to fully relax. The 

(211) and (532) surfaces were modeled by (2×1) and (1×1) surface unit cells, 

respectively, with three  close packed layer slabs, where only the topmost layer was 

allowed to relax. For all types of surfaces, the neighboring slabs are separated by more 

than 10 Å of vacuum. For the M12 cluster structure, 
  point calculations were performed 

within unit cells with  more than10 Å of vacuum between structures, with a Fermi 

temperature of kBT = 0.01 eV. All of the atoms in the 12 atom clusters were kept fixed in 

order to mimic the geometrically constrained corner of a larger particle with a lattice 

constant corresponding to the bulk value.  

 

We have included energy corrections for the adsorption of CO to avoid the overbinding 

of CO by DFT, which yields lower binding energies on bridge sites than atop sites, in 

contradiction to experiment [86]. Oxygen adsorption energies are calculated relative to 

the O2 energy from H2O splitting using the experimental reaction energy and that for H2 

and H2O in the gas phase [87]. This avoids difficulties associated with a DFT treatment 

of the triplet state of gas phase O2 [88].  
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6.3 Microkinetic modeling 

We here describe the microkinetic models employed for the CO oxidation reaction. First 

a detailed description of a simplified kinetic treatment within the “Sabatier analysis” is 

given. Next the analytical steady state solution is described. The steady state solution is 

for used for validation of the Sabatier rate. 

6.3.1 The Sabatier Analysis 
The CO oxidation is assumed to take place via the following reaction steps: 

 

( )
( )
( )
( )
( )

2 2

2

2

2 2

R1  CO + *  CO*

R2  O  + *   O *

R3  O * + *   2O*

R4  CO* + O*  CO  + 2*

R5  CO* + O *  CO  + O* + *

«

«

«

«

«

 

 

The reaction mechanism presents two possible routes for formation of CO2. In the first 

route the oxidation of CO happens after O2 is dissociated, where the second route to CO 

oxidation takes place via associatively oxidation by O2. The single adsorbed oxygen left 

over will react with CO following the last half of the first route. This is illustrated in 

Figure 15. 

 

 
Figure 15 Schematics of CO2 formation pathways 
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Here we assume that reactions (R1) and (R2) have reached equilibrium. The net-rates for 

these adsorption steps are therefore 1 2r   r   0.» »  Overall the Sabatier rate for the CO2 

production is the sum of the rates for reaction (R4) and (R5). However reaction (R4) is 

limited if there is no atomic oxygen present on the catalyst from reaction (R3) or reaction 

(R5). On the other hand reaction (R5) will be limited if by poisoning of oxygen on the 

catalyst, and therefore it can not be faster than (R4).  

 

The overall reaction rate according to the Sabatier analysis is then: 

 

{ } { }{ }S 5 4 3 4r  = max 2min r ,r , min 2r ,r                                                                               (49) 

 

The rates for elementary reactions (R3)-(R5) are maximized if we only consider the 

forward reactions: 

 

2

+
3 O * 3r  = � � k               (50) 

+ +
4 O CO 4 CO 4r  = � � k   � k»                        (51) 

2

+
5 O CO 5r  = � � k               (52) 

 

Where 
2CO O O *� , � , �  and �  are the coverages of CO, O2, O and free surface sites 

respectively.  The activation barriers are obtained from ( )ai TS ISE  = max E -E ,0� �� � , where 

ETS is the transition state energy and EIS the initial state energy. Adsorption and transition 

state energies are given with respect to the gas phase molecules. The gas phase entropies 

are taken from ref. [89].  For elementary reaction (R4) we make the further assumption 

that the rate is independent of the coverage of atomic oxygen, which still makes it an 

upper bound. 

 

Since reactions (R1) and (R2) are assumed to be in equilibrium the surface activities, il , 

of CO and O2 satisfy 
2 2CO 1 CO O 2 O	  = K p  and 	 = K p respectively. From the conservation of 
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sites, x�  = 1� , we can express the coverage of free surface sites from the surface 

activities of the adsorbed species: 

 

( ) ( )
2 2

max
* CO O 1 CO 2 O�  = 1 1+	 +	  = 1 1+K p +K p       (53) 

 

We have neglected the coverage of surface oxygen. Note that this assumption makes the 

surface coverages an upper bound. The coverages of the reaction intermediates and the 

forward rateconstants, hence The Sabatier rate, is fully determined from the six metal-

dependent parameters:
2 3CO O O TS TS4 TS5E , E , E , E , E  and  E . 

 

For the (111)-surfaces the 2 2CO* + O *  CO  + O* + *«  is neglected, due to a weak 

bonding of O2 combined with the reaction barrier for the process makes it unimportant 

for platinum [90] and less reactive metals.[91]. The Sabatier rate for producing CO2 is the 

minimum of the rates for elementary reaction (R3) and (R4): 

 

{ }3 4min 2 ,Sr r r=                          (54) 

 

 The Sabatier rate for the CO oxidation reaction on (111) surfaces are now fully 

determined from the five parameters: 
2 3CO O O TS TS4E , E , E , E  and E .  
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6.3.2 The analytical steady state solution 
We here set up an analytical solution based on the assumption that the system has reached 

steady state. At steady state the coverage of the adsorbed species does not change in time. 

Again we consider the following elementary steps in the CO oxidation reaction: 

( )
( )
( )
( )
( )

2 2

2

2

2 2

R1  CO + *  CO*

R2  O  + *   O *

R3  O * + *   2O*

R4  CO* + O*  CO  + 2*

R5  CO* + O *  CO  + O* + *

«

«

«

«

«

 

 

The CO oxidation rate is the rate of forming CO2. The CO2 forming steps are R4 and R5 

and the CO2 oxidation rate is
2CO 4 5r  = r  + r .  

 

The rates for the adsorption of CO and O are:  

 
+ -

1 1 CO * 1 COr  = k p � - k �               (55) 

2 2

+ -
2 2 O * 2 Or  = k p �  - k �               (56) 

Since reactions (R1) and (R2) are assumed to be in equilibrium the surface activities, il ,  

of CO and O2 satisfies
2 2CO 1 CO O 2 O	 = K p  and 	 = K p .  

 

The rates for the elementary reactions R3-R5 are: 

 

2

+ - 2 2 2
3 3 O * 3 O 3 * 3 Or  = k � �  - k �  = x �  - y �   (57) 

2

+ - 2 2
4 4 CO O 4 CO * 4 * O 4 *r  = k � �  - k p �  = x � � - y �            (58) 

2 2

+ - 2
5 5 O CO 5 CO O * 5 * 5 O *r  = k � �  - k p � �  = x �  - y � �              (59) 

 

To simplify the expressions the constants xi and yi, i=3,4,5 have been defined. 
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Since we are at steady state the coverage of the intermediates are conserved. Therefore: 

 
*

3 4 5R(O ) = 0  2r  - r  + r = 0�                                                                                            (60) 

 

By solving the second order equation obtained from inserting equations (57)-(59) in 

equation (60), and noting that all constants, xi and yi , and the coverages are positive we 

obtain: 

4 5 3 3 4 5
O * 2

3 4 5

x +y 8y (2x  + y  + x )-B ± D
�  =  = � -1 + 1 + 

2A 4y (x  + y )

� �� �
� �� �� �� �� �� �

                                  (61) 

 

We define the constant W as O *�  = � W . Using the sum-rule * O CO O2�  + �  + �  + �  = 1, we 

can now calculate *� :  

 

 *
1 2 2

1
�  = 

1+W+K p(CO)+K p(O )
                                                                                      (62) 

 

Thereby we have expressions for the surface coverages of each reaction intermediate and 

the coverage of empty site. 
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6.4  Results 
We start out by studying the CO oxidation reaction on a corner model of a larger 

nanoparticle for a number of transition and noble metals.  

 

 
Figure 16 Schematics of the  
corner model of a nanoparticle 
 
We compare the catalytic activity of the corner model with the catalytic activity for 

closed-packed surfaces. We show how scaling relations between adsorption energies, and 

between adsorption and transition state energies ((BEP) relations) limit the number of 

independent variables characterizing a particular metal and structure to EO and ECO.  For 

the closed-packed surfaces, we show that platinum is the most active transition metal for 

CO oxidation at high temperature conditions and that at low-temperature conditions the 

gold is the most active of the metal nanoparticles.   

6.4.1 Scaling relations 
The goal is to use the calculated adsorption energies and activation energies for the CO 

oxidation reaction to study trends in catalytic rates. Therefore we begin by studying 

trends in these energies.  
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Figure 17 The scaling and BEP relations for (111) surfaces and M12 clusters (a) Calculated transition state 
energies for O2 dissociation ETS3 (R3) as a function of O adsorption energy EO. (b) Calculated transition 
state energies for adsorbed CO reacting with adsorbed O, ETS4 (R4), as a function of the sum of the O and 
CO adsorption energies, EO + ECO.  For the M12 clusters also calculated transition state energies for 
adsorbed CO reacting with adsorbed O2, ETS5 (R5), as a function of the sum of the O and CO adsorption 
energies, EO + ECO (c) The scaling of the O2 adsorption energy, EO2, with the O adsorption energy, EO.  
 

In Figure 17 we present the scaling and BEP relations obtained for the CO oxidation 

reaction on the M12 clusters and for the (111) surfaces. For the both the (111) surfaces 

and M12 corner model, BEP-relations for the dissociation of O2 and the CO + O reaction, 
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are presented. Also a linear scaling between the adsorption energy of O2, EO2, and the 

adsorption energy of O, EO, is presented. Note that for the corner models we also present 

the BEP relation for the CO + O2 reaction.  

The scaling and BEP relations on the two types of structures, (111) surfaces and M12 

corner models, are similar. However the energy axis has shifted and the adsorption of 

CO, O and O2 are all substantially stronger on the M12 corner model than on the (111) 

surfaces. In fact oxygen binds about 0.5 eV stronger on the M12 corner model than on the 

extended (111) surfaces. The same trend is seen for molecular adsorption of CO and O2. 

This is in agreement with Lopez et al [54]. They found that the adsorption energy of O 

and CO increase significantly from the adsorption on a gold closed packed surface to a 

gold nanoparticle. The obtained linear relations, shown in Figure 21, mean that of the 

original six (five for (111) surfaces) metal-dependent variables; ECO, EO2, EO, ETS3, ETS4, 

and ETS5, only two are independent. We choose ECO and EO as descriptors of the catalytic 

activity. In Chapter 6.4.2 we show the catalytic activity of the M12 clusters and the (111) 

surfaces for the CO oxidation reaction as a function of the adsorption energy of O, EO, 

and the adsorption energy of CO, ECO.   
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6.4.2  Volcanoes  
In Figure 18 we present a two dimensional volcano plot of the Sabatier activity for CO 

oxidation on closed packed surfaces versus the descriptors, EO and ECO, for high 

temperature conditions (T=600 K, PO2= 0.33 bar and PCO=0.67 bar). The Sabatier activity 

is given as B
-1A = k T ln r k ThBs s

� �
� �
� �

� �
� �

, where rS is the Sabatier rate.  

 
Figure 18 Contour plot of the Sabatier activity over (111)  
as a function of ECO and EO under high temperature conditions.  
The values for the transition and noble metals are indicated.  
 

The result is a two-dimensional volcano shows that of the elemental metals platinum and 

palladium are closest to the maximum of the volcano. This agrees very well with 

experimental evidence [92]. Furthermore Grabow et al [93] have shown that for low 

temperature CO oxidation Pt without strain has a higher activity than either compressed 

(weaker bond energies) or expanded (stronger bond energies) Pt surfaces. The catalytic 

activity of gold and silver extended surfaces is very low.  
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Figure 19 Contour plot of the Sabatier rate as a function of the CO and O adsorption energies on the 12-
atom clusters. The values for some elemental metals are shown. (a) is the activity under typical 
experimental conditions for CO oxidation by gold nanoparticles (T= 273 K, PO2= 0.21 bar and PCO=0.01) 
and (b) is the activity under high temperature conditions (T=600 K, PO2= 0.33 bar and PCO=0.67 bar). 
 

In Figure 19(a) we present the Sabatier activity for the CO oxidation on the M12 corner 

models at low temperature conditions (T= 273 K, PO2= 0.21 bar and PCO=0.01). For the 

nanoparticles gold is at the pinnacle, followed by palladium and silver. The obtained 

trends in catalytic activity for the closed-packed surfaces and the M12 clusters in Figure 

18 and Figure 19, are in good agreement with available experimental observations [59, 

76]. It shows that we are able to estimate trends in activities for different metals from 

combining DFT with micro-kinetic modeling.   

 

When comparing the volcanoes in Figure 18 and Figure 19 we see that the catalytic 

activity of Au nanoparticles is many orders of magnitudes larger than for the Au closed-

packed surface. Therefore the gold corner atoms will dominate over the closed-packed 

surface even for quite large particles. On the other hand for Pt the catalytic activity for the 

closed-packed surface is about an order of magnitude larger than for the corner atoms on 

the nanoparticle. Note that the small Pt nanoparticles can still be more active, because the 

surface area for catalysis is larger than for surfaces.  

 

And most importantly, the adsorption energy for the reaction intermediates shift 

substantially depending on the surface structure. This is true for all the metals considered 

and it is the dominant reason for gold becoming the best elemental catalyst for the low 

coordinated sites. The shift is of the same order of magnitude as the difference between 
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neighboring metals in the Periodic Table explaining, why it appears as if the top of the 

volcano has shifted by a little less than one place to the right from Figure 18 and Figure 

19. 

 

The present analysis suggests that the more noble metals move to the maximum in the 

volcano, when lower coordinated metal atoms are as active sites for the reaction. The 

volcanoes give us a clear picture of which catalyst properties, in terms of adsorption 

energies of CO and O, we should chase in order to obtain the best catalyst.  

 

6.5  Validation of the microkinetic model 

In order to validate the micro-kinetic model in chapter 6.3.1 we set up an analytical 

steady-state solution. In Figure 20 we show the Sabatier volcano and the volcano for the 

analytical solution for the CO oxidation on nanoparticles at low temperatures. The 

simplified Sabatier model describes the trends in catalytic activity in good agreement 

with the analytical solution. 

  

Figure 20 Contour plot of the catalytic Activity ( )-1A=k Tln r/k ThB B  in eV for nanoparticles 

T=273 K, p =0.21 bar, p =0.01 barO CO2

� �
� �
� �

 (a) The Sabatier Activity and (b) The Steady State Activity. 

 
 
The simplified Sabatier volcano is for all data points an upper bound to the analytical 

solution.  
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6.6 The complete picture 

In the previous part we showed that we are able to estimate trends in the catalytic activity 

of the CO oxidation reaction from combining DFT with microkinetic modeling. We 

found that gold is the catalytic most active nanoparticle, due to a significant stronger 

binding on the M12 clusters than on the closed-packed surfaces, and that Pt is the most 

catalytic active for the closedpacked surfaces at high temperatures.  

 

We now complete the picture by including the stepped and kinked surfaces to our 

analysis. By doing so, we have a unique chance to study the role of surface structure and 

the role of low-coordinated sites, in this study for the CO oxidation reaction, and to 

analyze the origin of the “nanoeffect”.  
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6.6.1 Scaling Relations  

In Figure 21a-d, scaling relations obtained for the CO oxidation reaction on the different 

surface structures of transition and noble metals are shown.  

 
Figure 21 The scaling and BEP relations for (111) surfaces (black), (211) surfaces (red),  
(532) surfaces (green), and M12 clusters (blue). (a) The scaling of the O2 adsorption  
energy, EO2, with the O adsorption energy EO. (b) Calculated transition state energies for O2  
dissociation ETS3 (R3) as a function of O adsorption energy EO. (c) Calculated transition state  
energies for adsorbed CO reacting with adsorbed O ETS4 (R4) as a function of the sum  
of the O and CO adsorption energies, EO + ECO. (d) Calculated transition state energies for  
adsorbed CO reacting with adsorbed O2, ETS5 (R5) as a function of the sum of the O and  
CO adsorption energies, EO + ECO, with surface averaged BEP relation. 
 

In Figure 21 BEP-relations for the dissociation of O2 (R3), the CO + O reaction, (R4) and 

the CO + O2 reaction (R5), are presented for all the surface structures and the M12 corner 

model. Also a linear scaling between the adsorption energy of O2, EO2, and the adsorption 

energy of O, EO, is shown for the different structures.  

 

In general, the data falls into families of linear relations, with one linear relation for each 

structure of the catalyst. The differences in the BEP-lines show the structure dependence 

of the different adsorption energies and transition state energies. For the CO + O and CO 

+ O2 reactions the BEP-relations fall on the same line. There are still large differences in 
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the adsorption and activation energies, but the move along the general BEP line. 

Therefore the structure dependence of the catalytic activity is mainly electronic in nature.  
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6.6.2 Volcanoes 

The Sabatier activity is here presented for (111), (211) and (532) surfaces together with 

the Sabatier activity for the M12 corner model. In the microkinetic model we here also 

include the BEP-relation for elementary reaction (R5) for the closedpacked suraces and 

use the general BEP-relation obtained from Figure 21d. Therefore volcano for the (111) 

surfaces differ slightly from Figure 18.  

 

 

Figure 22 Contour plot of the catalytic Activity ( )-1
B BA=k Tln r/k Th  in eV (top) low temperature (T = 

273 K, pO2 = 0.21 bar, pCO = 0.01 bar) and (bottom) high temperature (T = 600 K, pO2 = 0.33 bar, pCO = 
0.67 bar), as a function of the CO and O adsorption energies on the (a) (111) surfaces (b) (211) surfaces (c) 
(532) surfaces and (d) M12 clusters. The values for the elemental metals are shown.  
 

First we note that the Sabatier volcano for the different geometries does not change 

substantially. However the CO oxidation rate for the elemental metals is a function of the 

surface geometry. This is caused by a shift to stronger binding energies of the reaction 

intermediates going from (111)� (211)� (532)� M12  sites. For Au, Ag and Cu this 

leads to a significant increase in the catalytic activity, most pronounced for Au. This is in 

good agreement with experimental observations [94]. The opposite picture is true for Pd 

and Pt; here the closed-packed surfaces are the most active. The binding of the reaction 

intermediates is simply to strong on the nanoparticle.  
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Also observed from Figure 22  it is clear that an increase in temperature shifts the top of 

the volcano to stronger adsorption energies, hence in the direction of the platinum metals.  

 

In summary, at the low temperature conditions the Au particles are the most active. At 

higher temperatures the CO oxidation is highest on the closed-packed surfaces of Pd and 

Pt. The volcano functions for the different structures in Figure 22 are not very different, 

and hence the shift in catalytic activity for the elemental metals is not a geometrical 

effect. It is connected to the variation in the adsorption energy of the intermediates as the 

structure is changed. 

 

6.6.3  Electronic structure effect 

It was shown above that the structure induced change in the catalytic activity for CO 

oxidation on transition metals and noble metals is determined by the structure 

dependence on the adsorption strength. 

 

 
Figure 23 Adsorption energy ECO and EO versus d-band center for 
 (111) surfaces, (211) surfaces, (532) surfaces, and M12 clusters of  
 
 

In Figure 23 we show the variation in the adsorption energy of CO and O against the d-

band center of the surface atoms. In general we expect low-coordinated surface atoms to 

have higher lying d-states and be more reactive than highly coordinated surface atoms. 
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This is also the picture we see in Figure 23 for both the Pt and the Au.  The d-band center 

shifts up and the adsorption of CO and O are stronger on the low-coordinated sites. This 

is in agreement with the d-band model described in Chapter 3.2.  

 

6.7 Conclusion  
 
We have studied the trends in catalytic CO oxidation over a range of metal surfaces by 

combining DFT and microkinetic modeling. We have shown that the scaling relations 

between different adsorption energies (EO and EO2) and between activation energies and 

adsorption energies (BEP-relations) are structure dependent. By studying different close-

packed, stepped and kinked surfaces as well as very small clusters, we have showed that 

the coordination number of the metal atoms at the active site is responsible for this 

structure dependence. We have also provided detailed evidence that this effect is 

electronic in nature: the low coordinated metal atoms that bind the reactants most 

strongly have the highest lying metal d states. 

 

We found that the catalytic activity of gold increases strongly, when the metal 

coordination number of Au decreases. This provides part of the explanation for the 

unusual high catalytic activity of Au.  The present analysis has identified the intrinsic 

structural effect associated with the metal for the CO oxidation reaction. This effect will 

always be present, but may be further augmented by additional effects, such as quantum 

size [45], charge transfer [60, 61, 62], support interactions [64, 65, 59].   

 

In summary, the catalytic properties of nano-sized particles observed experimentally, 

were modeled. We analyzed the origin of this effect. The ability of the metal atoms to 

activate reactants change substantially as the coordination number of the active metal site 

is reduced at corners of metal particles.  
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Summary and Outlook  

In this thesis we have combined density functional theory calculations with microkinetic 

modeling to describe trends in catalytic activity of transition metals for the direct NO 

decomposition reaction and the CO oxidation reaction. From density functional theory 

calculations adsorption energies and transition state energies have been obtained. Linear 

scaling between adsorption energies of reaction intermediates and between transition 

state energies and adsorption energies have enabled us to describe catalytic activities with 

few descriptors; One for the NO decomposition and two for the CO oxidation.  

 

First, an improved microkinetic model within The Sabatier Analysis, the Sabatier-Gibbs 

description of the surface coverage, was described. The Sabatier-Gibbs Analysis is 

restricted to reactions, where there is exactly one reactant and product channel for each 

reaction intermediate. It would be great to develop a simple kinetic framework similar to 

the Sabatier-Gibbs analysis, for reactions with parallel elementary reactions, like the CO 

oxidation reaction.   

 

For the NO decomposition on stepped transition metal surfaces we obtained the following 

activity trend: Pd > Pt > Rh > Ru > Ag > Au. We also showed that for the more noble on 

the right leg of the volcano the NO dissociation reaction is rate limiting, whereas on the 

left leg the associative desorption of O2 limits the NO decomposition rate. Finally the 3D 

volcano showed that (211) transition metals bind oxygen too strongly compared to 

nitrogen and because of linear scaling between them, the optimal catalyst should be found 

in a different class of materials.  

 

For the CO oxidation reaction on transition metal nanoparticles, kinks, steps and closed 

packed surfaces. We found that the catalytic activity of gold increases strongly, when the 

metal coordination number of Au decreases. This provides part of the explanation for the 

unusual high catalytic activity of Au. We showed that the coordination number of the 

metal atoms on the active site is responsible for the structural effects observed and that 

the active sites with the lowest coordinated metal atoms have the highest lying d-states. 

We concluded that the observed structural effect in CO oxidation on different catalyst 
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structures is electronic in nature. It is therefore possible that pronounced nano-effects in 

catalysis is not restricted to Au. For reactions with less reactive molecules, we would 

expect that the best nanoparticle catalysts would not be Au, but metals to the right in the 

Periodic table of the best extended surface catalyst. This opens up for the possibility of 

for enhancing the catalytic activity for all sorts of reactions by using nanoparticle 

catalysts.  
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Trends in catalytic NO decomposition over transition metal surfaces
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The formation of NO x from combustion of fossil and renewable fuels continues to be a dominant environmental issue. We take
one step towards rationalizing trends in catalytic activity of transition metal catalysts for NO decomposition by combining
microkinetic modelling with density functional theory calculations. We show speci“cally why the key problem in using transition
metal surfaces to catalyze direct NO decomposition is their signi“cant relative overbinding of atomic oxygen compared to atomic
nitrogen.

KEY WORDS: NO; NO x; decomposition; trends; microkinetic; volcano.

1. Introduction

Nitrogen oxides (NOx) are formed from combustion of
fossil and renewable fuels, and nitrogen monoxide (NO)
accounts for more than 95% of these nitrogen emissions.
NOx contribute to a wide range of environmental prob-
lems; the most signi“cant being the formation of acid rain
and photochemical smog. From a thermodynamic point
of view, NO is unstable in the sense that it should spon-
taneously decompose into N2 and O2. However, a high
activation barrier of 3.8 eV inhibits this gas phase
decomposition process [1]. A catalyst is therefore required
in order to facilitate the reaction [2,3]. In this study, we
describe the catalytic activity of a series of pure transition
metal surfaces for the direct decomposition of NO by
combining “rst principle calculations with microkinetic
modelling. The theoretical modelling leads to a volcano
curve for the activity, where the rate for the more noble
surfaces is limited by how fast the catalyst can dissociate
NO and for the more reactive surfaces by how fast
desorption of O2 occurs. We validate the modelled results
by carrying out independent NO decomposition mea-
surements. Our study provides insight into why transition
metals in general perform poorly as direct NO decom-
position catalysts. It is also shown which surface prop-
erties need modi“cation in order to establish a catalyst
with a useful level of activity.

2. Method

2.1. Microkinetic modelling

We aim to describe the trend in the catalytic activity
of various transition metals in decomposing NO using a
microkinetic model. Bligaard et al. [4] has described the

Sabatier analysis, which is closely related to the principle
of Sabatier [5]. The Sabatier principle states that the
catalytic activity for a given reaction follows a volcano
curve through the Periodic Table, because an interme-
diate binding of reaction intermediates to the surface
will give an optimal catalyst. The method is a simple
microkinetic framework for analysing trends in the
catalytic activity for processes where several (possibly
competing) reaction steps take place. Decomposition of
NO is here assumed to proceed in four elementary
reaction steps,

1: NO + * ¢ NO*

2. NO* + * ¢ N* + O*

3. N* + N* ¢ N2 þ 2�

4: O* + O* ¢ O2 + 2 �

Overall the decomposition is the sum of the elementary
reactions

2NO¢ N2 + O 2

In addition we assume that reaction step 1 has a barrier,
which for all the considered transition metals is domi-
nated by the dissociation and association barriers of the
strongly bound diatomics NO, N2, and O2. Under these
assumptions, the entire thermochemistry of the NO
decomposition reaction can be deduced from the avail-
able database [4]. Furthermore, since the dominant
reaction steps 2…4 all are dissociation or association
reactions of diatomic molecules, their transition state
potential energies are described by the universal
Brønsted…Evans…Polanyi relation described in Ref. [6].
Due to the signi“cantly higher reactivity of steps
compared to ”at surfaces [7], we will in the present study
assume that the key association and dissociation reac-* To whom correspondence should be addressed.
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tions occur at step sites. At these sites, the relation
between the transition state potential energy and the
dissociative chemisorption energy on a transition metal
is ETS = aEdiss + b, wherea = 0.87 and b = 1.34 eV
[6].

To calculate the prefactors in the forward rate con-
stants of the four reaction steps, which is required to
establish the Sabatier analysis, there is a need to specify
the entropy of each state. Only entropy for molecules in
the gas-phase is taken into account, whereas for adsor-
bed species and transition states we assume that all
entropy has been lost upon adsorption. This is justi“ed
by the fact that the dominant entropy terms stem from
the gas phase translational degrees of freedom, espe-
cially since the adsorbates considered here only have one
or two atoms (and therefore few vibrational degrees of
freedom).

For many heterogeneous catalytic processes carried
out in a high coverage regime it turns out that the
upper bound on the reaction rate provided by Sabatier
analysis is too optimistic to yield quantitative agree-
ment. This is caused by the Sabatier analysis being
based on ••optimal coverages•• for each forward reac-
tion [4]. Often the coverage of a species entering the
microkinetic expression of a forward rate is much
smaller than ••optimal••. This can be due to either weak
adsorption of the given species, or due to other species
adsorbing so strongly that the coverage of the key
species is suppressed. For reactions where all atoms of
a given kind is only present in one form in the reactant
and one form in the product, a more realistic strict
upper bound to the steady-state solution of the micr-
okinetic model can be found. This can be done simply
by observing that the steady-state approximation forces
the chemical potential of all reaction intermediates to
be inside the interval de“ned by the reactant and
product chemical potentials. This implies strict upper
and lower bounds on the coverage of all adsorbed
intermediates. The slight modi“cation of the Sabatier
analysis including these tighter bounds on the cover-
ages of intermediates, we refer to as the Sabatier…Gibbs
analysis [8].

Unless stated otherwise, the modelling has been made
at T = 600 � C, with a NO conversion of 5% and with
an initial pressure of NO of 0.01 bar. The equilibrium
constant for NO dissociation has been set to the value
determined from the DFT energetics and standard
tables for the reaction entropy.

3. Experimental

The catalysts were prepared by incipient wetness
impregnation of metal solutions on a MgAl2O4 support,
with a surface area of 70 m2/g and using metal con-
centrations of 92 l mol/g. Of each catalyst, 300 mg, was

placed in a quartz tube reactor. A ”ow of 25 mL/min of
1 vol.% NO in He was then admitted to the reactor at
ambient pressure. The activity was measured at 600…
650 � C. At each temperature, the measurement was
performed for two hours to achieve stable conversions.
The concentrations of NO, N2 and O2 were monitored
using gas chromatography with a Thermal Conductivity
Detector and a molecular sieve packed column. In all
experiments, no traces of N2O or other products were
detected.

4. Results and discussion

In Figure 1, the dissociative chemisorption energies
for NO, O 2, and N2 on the transition metals are pre-
sented. The dissociative chemisorption energies for O2

and N2 are plotted against the dissociation energy for
bound NO. In the upper right corner, the energies are
positive and therefore dissociation of NO is energetically
uphill, and desorption of nitrogen and oxygen from the
surface is favoured. The opposite situation appears in
the lower left corner; here desorption of nitrogen and
oxygen is energetically uphill, and dissociation of NO is
favoured. On all the considered metal surfaces, oxygen
binds stronger than nitrogen. Linear best “ts of the
energies show that the dissociation energy for bound
NO is described very well with the dissociative chemi-
sorption energy for O2 and less well with the corre-
sponding energy for N2 dissociation.

Since the reaction energies of the elementary steps are
highly correlated, we can in principle choose just one
reaction energy as the descriptor for the catalyst activity.
In Figure 2, the modelled Sabatier rates for each ele-
mentary reaction, together with the Sabatier and the
Sabatier…Gibbs volcano curves are presented as a
function of the dissociation energy of adsorbed NO.

Figure 1. The “gure shows the dissociative chemisorption energies
for N 2 and O2 versus the dissociation energy of adsorbed NO.
Correlation equations are obtained from linear best “ts,
Ediss(O2)=1.31 Ediss (NO*) � 2.91 eV,R2=0.99 Ediss(N2)= 1.39Ediss

(NO*) + 1.54 eV, R2= 0.91:
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The Sabatier volcano is determined by the rate of
the NO dissociation on the right leg and by the
desorption rate of oxygen on the left leg of the volcano
in agreement with the Sabatier principle [5]. This is also
the picture one would expect from the discussion of the
correlated reaction energies. The activity ranking can
be compiled: Pt> Pd > Ag > Au > Rh > Ru.
Applying the constraints of the Sabatier…Gibbs model
reduce the catalytic rate with orders of magnitude from
the top of volcano and to the right. This results in a
shift in the catalytic activity ranking:Pd > Pt > Rh >
Ru> Ag> Au. In order to validate the Sabatier…Gibbs
analysis, we compare activities with experimentally
obtained activities in Figure 3. The Sabatier…Gibbs
rates are calculated using the experimental conditions
for the initial partial pressure, and 5% conversion of

NO corresponding to average experimental conversion.
Gervasini et al. [9] studied the catalytic activity of Pt,
Pd, Rh and Ru experimentally. They found platinum
to be the most active catalyst and the order of activity
Pt > Rh > Ru > Pd using di�erent experimental con-
ditions from this study. The Sabatier…Gibbs model
describes the trend in catalytic activity through the
transition metals quite well. While the model is
designed to investigate trends and cannot be viewed as
quantitative, it is noteworthy that the most active
transition metal, palladium is within a factor of ten
from the experimental activity. However, the model is
not able to quantitatively predict the decomposition
rate on the two sides of the volcano curve. For the
noble metals, silver and gold, on the right side of the
volcano, the rate is underestimated by several orders of
magnitude. However, the experimental activities are
close to, what is observed for a blank sample. For the
more reactive metals on the left side of the volcano,
oxygen binds very strongly and desorption of oxygen is
rate limiting. Here the surface is completely covered
with oxygen. The adsorption energies used in this work
are obtained from low coverage calculations. Therefore
the lateral interactions taking place at high coverage
are underestimated. We have performed a test of the
di�erence in the di�erential adsorption energy, when
adsorbing two oxygen atoms next to each other at the
step edge bridge site on a Rh(211) surface. It turns out
that the di�erential adsorption energy for the “rst
oxygen atom is ) 2.03 eV and for the second oxygen
atom it is reduced to ) 1.06 eV. This destabilizing
interaction between oxygen atoms at high coverage
leads to less oxygen poisoning of the reactive catalyst
and can perhaps explain our underestimation of the
catalytic activity for ruthenium and rhodium.

5. Determining the optimal catalyst

An optimal catalyst for direct NO decomposition
would be a surface that facilitates fast dissociation of
NO and at the same time desorbs oxygen and nitrogen
easily. The linear relation between the activation barrier
for NO dissociation and the binding energy of the
reaction intermediates implies that one is not likely to
“nd really good NO decomposition catalysts among the
transition metals. In Figure 4, the catalytic activity in
form of the Sabatier…Gibbs rate for varying dissociative
chemisorption energies for N2 and O2 is presented. The
“gure shows a 2-dimensional volcano with a maximum.
The DFT-calculated energies for the transition metals
are also shown in the “gure. The dissociation energy of
NO, necessary to construct the volcano, has been
determined from the good linear correlation to the dis-
sociation energy of O2. It is clear that the transitions
metals are far away from the optimal range. The
adsorption energy of oxygen is simply too strong

Figure 2. Sabatier rates for each elementary reaction, the Sabatier and
the Sabatier…Gibbs volcano curves versus the dissociation energy of
adsorbed NO. Wherer1 is the rate for adsorbtion of NO, r2 is the rate
for dissociation of NO, r3 is the rate for associative desorption of N2
and r4 is the rate for associative desorption of O2.

Figure 3. The Sabatier…Gibbs microkinetic model compared to the
experimental activities versus the dissociation energy of adsorbed NO.
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compared to the adsorption energy of nitrogen and the
linear relation between these (see Figure 1) prevents the
possibility of “nding a transition metal in the vicinity of
the volcano top.

6. Conclusion

We have established a simple “rst-principle qualita-
tively microkinetic analysis for direct NO decomposition
over stepped transition metal surfaces. The Sabatier…
Gibbs model shows (perhaps fortuitously) good quali-
tative agreement with experimental measurements. Our

analysis suggests that in order to “nd a direct NO
decomposition catalyst with appreciable activity, one
should search among classes of materials, which provide
a stronger adsorption of nitrogen compared to oxygen.
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Using density functional theory calculations, we study trends in the CO oxidation activity for different metals
and surfaces. SpeciÞcally, we show how the activity of (111) close-packed surfaces, (211) stepped surfaces,
(532) kinked surfaces, 55 atom cuboctahedral clusters, and 12 atom cluster models changes with the coordination
number of atoms at the active sites. This effect is shown to be electronic in nature, as low coordinated metal
atoms, which bind reactants most strongly, have the highest energy metal d states.

Introduction

The CO oxidation reaction, CO+ 1/2O2 f CO2, often serves
as a prototypical reaction in heterogeneous catalysis. Its
importance is exempliÞed by its use to remove toxic CO from
the exhaust of motor vehicles, where Pt, Pd, and Rh are the
catalysts of choice.1,2 Yet the reaction is relatively simple, with
only two reactants and one product. For these reasons it is very
well studied, both experimentally3Ð13and theoretically.14Ð18The
CO oxidation reaction has also served as a test reaction in the recent
exploration of the catalytic activity of nanoparticle Au.8,9,18Ð31

Interestingly, small Au nanoparticles (d j 5 nm) were found to
be catalytically active, whereas larger Au particles and close-packed
extended surfaces are much less so. This has been variously at-
tributed to quantum size effects,8 support interactions,22,23,32charge
transfer,24,25,33and the role of low-coordinated sites.14,17,26Ð30,34

Unlike most previous studies of the CO oxidation reaction,
we will concentrate in the present paper on the broad trends in
reactivity. We will use density functional theory (DFT) calcula-
tions to describe the variation of bond energies and activation
energies with metal and surface structures. As we are interested
in broader trends, we have chosen not to consider coverage
dependence or surface oxidation at certain conditions.1 Instead,
we will compare metals under idealized conditions where the
surface coverages are optimal. While these conditions may not
be realizable in practice, the present work may be viewed as a
comparison of the intrinsic catalytic activity of different metals
(in their metallic states) and different surface structures.

We begin with a short description of the structure models
and calculation method used. This is followed by an introduction
to the microkinetic model and Sabatier analysis used to compare
reaction rates for different metals. We will show that to a Þrst
approximation the rate is a volcano-shaped function of the
adsorption energy of O and CO. In so doing, we extend and
elaborate on the work started in ref 35. By calculating the
volcano function for various stepped and kinked surfaces as
well as for nanoparticles, we show that the peak location does
not depend strongly on the surface geometry. However, the rate
itself is strongly dependent on the geometry. This is because
the adsorption energies, and hence the activation energies, are
geometry dependent. It spite of its simplicity, this analysis yields

results in qualitative agreement with available experimental data,
including the special catalytic activity of Au nanoparticles. This
model also provides a simple picture of geometrical effects in
the CO oxidation reaction. Finally, we use these calculations
to identify the electronic origin of the structure dependence of
the chemical activity.

Method

Surface Structures.Surface geometry is known to play an
important role in the catalytic properties of metals. Here we
compare the catalytic activity of the Þve different surface
structures shown in Figure 1a- d. We begin by studying the
activity of a close-packed surface (111), a stepped surface (211),
and a surface with both steps and kinks (532). To better describe
highly under-coordinated surface structures, we also study a 12
atom cluster chosen to model a sharp corner on a large
nanoparticle with the metal atoms kept Þxed at the bulk lattice

* To whom correspondence should be addressed. E-mail: norskov@
fysik.dtu.dk.

Figure 1. Structural schematics and lowest coordination numberNC

for the (a) Au (111) close-packed surface, (b) Au (211) stepped surface,
(c) Au (532) kinked surface, and (d) Au 55 atom cuboctahedral cluster
and Au 12 atom cluster corner model.
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constant values (M12).Further, to describe the inßuence of
decreasing size on adsorption energies we have used a Òmagic sizeÓ
55 atom cuboctahedral cluster model.Although not necessarily
the most stable structure, cuboctahedral Au and Pt clusters have
been found experimentally.36Ð38Also, unlike other cluster types,
such as icosahedral, cuboctahedral clusters have a bulk fcc
structure. This aids in the comparison of energies and occupation
sites with those for bulk surface structures.

Calculation Method. Adsorption, transition state, and gas
phase energies are calculated using the plane wave DFT code
DACAPO.39 Kohn- Sham one-electron valence states are ex-
panded in a basis of plane waves with kinetic energies up to 30
Ry. Vanderbilt nonlocal ultrasoft pseudopotentials are used to
describe the core electrons. The exchange-correlation (xc)-
energy is described employing the RPBE generalized gradient
correction self-consistently.39

For all surfaces, a 6× 6 × 1 Monkhorst-Packk-point
sampling in the irreducible Brillouin zone was used. The
occupation of the one electron states was calculated at a
temperature ofkBT ) 0.1 eV, and all energies were extrapolated
to T ) 0 K. Lattice constants have been determined by separate
calculations on the bulk metals. The (111) surfaces were
modeled by (2× 2) surface unit cells with slab thicknesses of
four layers and the two topmost layers were allowed to fully
relax. The (211) and (532) surfaces were modeled by (2× 1)
and (1× 1) surface unit cells, respectively, with three close
packed layer slabs, where only the topmost layer was allowed
to relax. For all types of surfaces, the neighboring slabs are
separated by more than 10 • of vacuum. For both cluster
structures,� point calculations were performed within unit cells
with J 10 • of vacuum between structures, with a Fermi
temperature ofkBT ) 0.01 eV. All of the atoms in the 12 atom
clusters were kept Þxed in order to mimic the geometrically
constrained corner of a larger particle, with a lattice constant
corresponding to the bulk value. On the other hand, the M55
cluster has a realistic nanoparticle structure,36Ð38so all atomic
positions were relaxed.

We have included energy corrections for the adsorption of
CO to avoid the overbinding of CO by DFT, which yields lower
binding energies on bridge sites than atop sites, in contradiction
to experiment.40 Oxygen adsorption energies are calculated
relative to the O2 energy from H2O splitting using the
experimental reaction energy and that for H2 and H2O in the
gas phase.41 This avoids difÞculties associated with a DFT
treatment of the triplet state of gas phase O2.42

Microkinetic Modeling. In order to link the calculated
adsorption energies and activation energies with catalytic
activity, we will employ a simpliÞed microkinetic model, built
on the analysis presented in ref 35. Such a model, based on
adsorption energies and activation barriers for Au corner sites,
has recently been shown to quantitatively reproduce the tem-
perature dependent reactivity of Au nanoparticles.31

A simpliÞed kinetic treatment, termed the ÒSabatier analysisÓ,
is used to estimate reaction rates.43 In this analysis, the coverages
of free sites and adsorbed species are assumed optimal for each
reaction step. Although this may not be realizable under
experimental conditions, the Sabatier rate yields an exact upper
bound so long as the state of the surface does not change due
to oxidation or reconstruction. The Sabatier analysis thus
provides a measure of the intrinsic ability of a metal surface to
catalyze a given reaction.

We begin by assuming a Langmuir- Hinshelwood type
mechanism for CO oxidation, so that the reaction may be
described using the following elementary steps:

Here we have assumed that reactions R1 and R2 have reached
equilibrium, so that the net ratesr1 � r2 � 0. Overall, the
Sabatier rate for CO2 production is the sum of the rates for
reactions R4 and R5. However reaction R4 is limited if no
atomic oxygen is present from reactions R3 or R5. On the other
hand, reaction R5 will be limited by a poisoning by atomic
oxygen of the catalyst, and can therefore not be faster than
reaction R4. Hence the overall reaction rate according to the
Sabatier analysis is then

since the rates for reactions R3- R5 will be maximized if we
consider only the forward ratesri

+ .
Following the procedure outlined in ref 35, the forward rates

are given by

where� CO, � O2, � O, and� * are the coverages of CO, O2, O, and
unoccupied sites respectively. Note that we have assumed the
rate for (R4) is independent of the O coverage, which was shown
to give a good approximation to the fully self-consistently solved
microkinetic model in ref 35. The rate constantki for the
elementary reaction step,i, is given by

where � i is the prefactor,Eai is the activation barrier for the
reaction,� ZPEai is the zero-point energy change,� Sai is the
entropy change,kB is the Boltzmann constant, andT is the
temperature. We assume the prefactors are metal independent,
so that� i ) kBT/h, and that the change in zero-point energy is
negligible compared to the activation barrier (� ZPEai , Eai).
Further, we assume the entropy of adsorbed species is much
smaller than that in the gas phase (Sads , Sgas), so that� Sai �
- Sgas for adsorption/desorption, where gas phase entropies are
taken from ref 44. Activation barriers are found as the energy
difference between the transition and initial state, (Ea ) max
(ETS - EIS,0)).

Since reaction steps R1 and R2 are assumed to be in
equilibrium, the coverages of CO and O2 satisfy� CO ) K1pCO� *

and� O2 ) K2pO2� *. The coverage of unoccupied adsorption sites

CO + * T CO* (R1)

O2 + * T O2* (R2)

O2* + * T 2O* (R3)

CO* + O* T CO2 + 2* (R4)

CO* + O2* T CO2 + O* + * (R5)

rS ) max{2min{r5
+ , r4

+ }, min{2 r3
+ , r4

+ }}

r3
+ ) � O2

� *k3
+

r4
+ ) � O� COk4

+ � � COk4
+

r5
+ ) � O2

� COk5
+

ki ) � i exp[ - � Gai

kBT ]
) � i exp[ - (Eai + � ZPEai - T� Sai)

kBT ]
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is then

where we have assumed� O , � CO, � O2, and� *, which provides
upper bounds for the respective coverages. HerepCO and pO2

are the partial pressures of O2 and CO in the gas phase, and the
equilibrium constantsKi ) ki

+ /ki
- are determined fromKi ) exp

(- (� Ei - TSi)/(kBT)), where� Ei is the chemisorption energy
of CO, O2, and O respectively.

Results and Discussion

Scaling Relations.Our goal is to use the calculated adsorp-
tion energies and activation energies to study trends in catalytic
rates. Therefore we begin by studying trends in these energies.
We will show how scaling relations between different adsorption
energies and between activation energies and adsorption energies
(Br¿nsted- Evans- Polanyi (BEP) relations) limit the number
of independent variables characterizing a particular metal and
structure.45

In Figure 2a- d, scaling relations obtained for the CO
oxidation reaction on the different surface structures of transition
and noble metals are shown. In Figure 2a, we present the linear
scaling between the adsorption energy of O2 and atomic oxygen,
O. Further, we obtain BEP relations in Figure 2b- d showing a
linear scaling between the adsorption energies of CO and O,
ECO andEO, and the transition state energy for reactions R3- R5.
In general, the data falls into families of linear relations, with
one approximately linear relation for each structure of the
catalyst. The differences in the lines reßect the structure-
dependence of the different adsorption energies and reaction
barriers. For the CO+ O and CO+ O2 reactions the different
BEP lines are nearly indistinguishable. This implies that
geometrical effects may be neglected. Note that even if there is
only one BEP line for a particular elementary reaction for all

structures, there are still large differences in the adsorption and
hence the activation energy for a given metal from one structure
to the next. For instance, for Au the CO adsorption energy varies
by � 1.0 eV from the (111) surface to the M12 cluster.

The linear relations shown in Figure 2 mean that of the
original six metal-dependent variables (ECO, EO2, EO, ETS3, ETS4,
andETS5) only two are independent. We choose for these two
independent variablesECO andEO. We may thus calculate the
Sabatier rate for CO oxidation as a function of these two
parameters alone for each of the structures studied. This means
that we rely on the linear relations in Figure 2 in the kinetics.
These relations are not exact, but they clearly describe the trends
for metals and structures quite well. We suggest that this
provides a good basis for a study of trends in the catalytic
activity.

Volcanoes.Figure 3a- d shows the Sabatier activityAS )
kBT ln (rS/kBTh- 1) as a function of the adsorption energies of
CO and O for the close-packed (111), stepped (211), and step-
kinked (532) surfaces as well as for the M12 cluster. A 2D
volcano results with a maximum for a particular value ofECO

andEO, which represents the adsorption properties of the best
catalyst. Note that the CO adsorption energy on Pd(111) has
been corrected from the value reported in ref 35. An important
observation is that in spite of the differences in the scaling
relations in Figure 2, the volcanoes are all very similar for a
given temperature. In particular, the position of the maximum
in terms ofECO andEO hardly changes from one structure to
the next. One reason for this structure independence is related
to the relevant energy scale. It may be seen in Figure 3 that the
maxima are quite broad. The width of the maximum, deÞned
as the width of the contour where the rate is 1 order of
magnitude lower than the maximum, is on the order of 0.5 eV.
This gives a certain insensitivity of the results to the details of
the energetics.

For each structure we have shown in Figure 3, the position
of the different metals is deÞned by their (ECO, EO) coordinate.
It should be observed that the Au point moves closer to the
maximum in the order (111)f (211)f (532) · · (M12), while
the Pt and Pd points move away in the same order. This is made
even clearer in Figure 4, where we show how the (ECO, EO)
points for different structures wander on an average of the
different volcanoes. Here we have also added the points (ECO,
EO) for the Pt55 and Au55 clusters. They clearly adhere very
well to the same trends.

There are two main conclusions from this analysis. First, the
rate of CO oxidation (under the idealized conditions considered
here) is a clear function of the local geometry. At the low
temperature conditions considered in Figure 3, Au steps, kinks,
and small particles have a higher calculated rate than the close-
packed surface.14 This is in good agreement with experimental
observations.31 We note here that additional effects due to
supports may also contribute to the enhanced catalytic activity
of small Au particles. The present calculations suggest that there
is also an intrinsic size dependence relating to the availability
of the most reactive structures involving low-coordinated Au
atoms. For the other metals there is also a dependence on size.
At low temperature it is quite weak for Cu and Ag, and stronger
for Pd and Pt. For the latter two metals the trend is that the
intrinsic activity decreases with decreasing particle size. At
higher temperatures the CO oxidation rate is largest on these
metals. The increased temperature shifts the top of the volcano
to stronger adsorption energies, hence in the direction of the
platinum metals. Such effects have been observed both experi-
mentally and theoretically.46Ð49This effect on the reactivity is,

Figure 2. The scaling and BEP relations for (111) surfaces (b , s
[black]), (211) surfaces (9 , - - - [red]), (532) surfaces ([ , - ·- [green]),
and M12 clusters (2 , · · · [blue]). (a) The scaling of the O2 adsorption
energyEO2 with the O adsorption energyEO. (b) Calculated transition
state energies for O2 dissociationETS3 (R3) as a function of O adsorption
energyEO. (c) Calculated transition state energies for adsorbed CO
reacting with adsorbed OETS4 (R4) as a function of the sum of the O
and CO adsorption energies,EO + ECO. (d) Calculated transition state
energies for adsorbed CO reacting with adsorbed O2 ETS5 (R5) as a
function of the sum of the O and CO adsorption energies,EO + ECO,
with surface averaged BEP relation (s ).

� *
max �

1
1 + K1pCO + K2pO2
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however, quite weak. For platinum metals, the reaction rate for
small nanoparticles may still be higher due to a signiÞcantly
larger surface area per unit mass of catalyst. Additionally, mass
and heat transfer could play an important role.

The other conclusion is that the main effect behind the
structure variation is related to the strength of the adsorbate-

metal bond at different structures. This effect is not geo-
metrical, since the volcanoes for different structures are not
very different. Rather it is connected to the variation in the
bond strength of the different adsorbates as the structure is
changed.

Electronic Effects. It was shown above that the structure-
induced change in the intrinsic catalytic activity for CO
oxidation on a number of metals is determined by the structure
dependence in the adsorbate- surface interactions. We will now
discuss the electronic origin of this effect.

In Figure 5 we show the variation in the adsorption energy
of O and CO with the d-band center of the surface atoms. The
d-band center is the average energy of the d states. Here it is
deÞned as the density of states of the metal atoms to which CO
and O bind, projected onto the d states of these metal atoms.
The energy is taken relative to the Fermi energy. According to
the d-band model50 the strength of the adsorption bond should
increase as the d states are shifted up in energy. This is also
what is observed in Figure 5, for both the Pt and the Au clusters.
The effect is stronger for Pt, since here the d states are higher
up in energy and the bond strength is larger. The results illustrate
the simple rule of thumb that the lower the metal coordination

Figure 3. Contour plot of the Sabatier activityAS ) kBT ln(rS/kBTh- 1) in eV at (top) low temperature (T ) 273,pO2 ) 0.21 bar,pCO ) 0.01 bar)
and (bottom) high temperature (T ) 600 K, pO2 ) 0.33 bar,pCO ) 0.67 bar), as a function of the CO and O adsorption energies on the (a) (111)
surfaces (b , black), (b) (211) surfaces (9 , red), (c) (532) surfaces (( , green), and (d) M12 clusters (2 , blue). The values for several elemental
metals are shown. The activity is calculated under typical experimental conditions for gold nanoparticles.

Figure 4. Contour plot of the ÒaverageÓ Sabatier activityAS ) kBT
ln(rS/kBTh- 1) in eV at (top) low temperature (T ) 273 K, pO2 ) 0.21
bar,pCO ) 0.01 bar) and (bottom) high temperature (T ) 600 K, pO2

) 0.33 bar,pCO ) 0.67 bar) from Figure 3 as a function of the CO and
O adsorption energies on (111) surfaces (b , black), (211) surfaces (9 ,
red), (532) surfaces (( , green), M12-clusters (2 , blue), and M55-clusters
(3 , magenta). The values for several elemental metals are shown. The
activity is calculated under typical experimental conditions for gold
nanoparticles.

Figure 5. Adsorption energyECO and EO versus d-band center for
(111) surfaces, (211) surfaces, (532) surfaces, and M12 clusters of (a)
Au (open black square, open red circle) and (b) Pt (solid black square,
solid red circle).
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number, the higher the d states are in energy, and the stronger
they interact with adsorbates.

Conclusion

The main conclusions of the present computational study
are the following. For the CO oxidation reaction over a range
of metal surfaces, we have shown that the scaling relations
between different adsorption energies and between activation
energies and adsorption energies are structure dependent. By
studying different close-packed, stepped and kinked surfaces
as well as very small clusters, we have shown that the main
difference in catalytic activity between different surface
geometries is related to the ÒopennessÓ of the surface. More
precisely, the coordination number of metal atoms at ac-
tive sites provides this structure dependence. By including
the stepped and kinked surfaces, we have Þlled the gap
between close packed surfaces and nanoparticles discussed
in ref 35. Further, the activity is found to be a quasicontinuous
function of the openness of the surface. We have also
provided detailed evidence that this effect is electronic in
nature: the low coordinated metal atoms that bind the
reactants most strongly have the highest energy metal d states.

The present analysis has been explicitly aimed at understand-
ing trends in reactivity for different metals and surface structures.
As such, we have not included coverage effects, particularly
the effects of high oxygen coverage and oxidation. Only the
intrinsic metal activity has been studied.

The results of the present analysis may be used to
understand structural effects in supported catalysts. Since the
number of low coordinated metal sites is a strong function
of particle size, the geometrical effects studied here will
translate directly into particle size effects for supported
catalysts. The Þnding that the catalytic activity of Au atoms
increases strongly as the metal coordination number of the
Au atoms decreases may provide part of the explanation for
the unusually high catalytic activity of Au nanoparticles.
Since the number of low-coordinated Au atoms should scale
with particle size, d, as d- 2 (edges) or d- 3 (corners), our
analysisexplainswhysuchscalinghasbeenfoundexperimentally.18,46

In supported catalysts one effect of the support is to
determine the particle size for a given catalyst preparation
and a given set of reaction conditions. As discussed above,
this will determine the activity of the catalyst. The support
may also affect the shape of the active metal catalysts. This
can also change the number of most active sites. The support
may also interact so strongly with the catalysts that the most
reactive sites are covered by it. This can decrease the number
of low-coordinated sites. Finally, the support may play an
active role by activating some of the reactants or by providing
new sites at the perimeter between the metal and the support.
While all these effects may contribute, the present analysis
has identiÞed the intrinsic geometrical effect associated with
the metal for the CO oxidation reaction. This effect will
always be present, but may be further augmented by
additional effects.

Acknowledgment. The Center for Sustainable and Green
Chemistry is supported by the Danish National Research
Foundation and the Center for Atomic-Scale Materials Design
is supported by the Lundbeck Foundation. In addition we thank
the Danish Research Council for the Technical Sciences and
the NABIIT program for Þnancial support, and the Danish
Center for ScientiÞc Computing for computer time.

References and Notes

(1) Chen, M. S.; Cai, Y.; Yan, Z.; Gath, K. K.; Axnanda, S.; Goodman,
D. W. Surf. Sci.2007, 601, 5326Ð5331.

(2) Nieuwenhuys, B. E.Surf. ReV. Lett. 1996, 3, 1869Ð1888.
(3) Engel, T.; Ertl, G.AdV. Catal. 1979, 28, 1.
(4) Campbell, C. T.; Ertl, G.; Kuipers, H.; Segner, J.J. Chem. Phys.

1980, 73, 5862.
(5) Goodman, D. W.; Peden, C. H. F.J. Phys. Chem.1986, 90,

4839.
(6) Xu, J. Z.; Yates, J. T.J. Chem. Phys.1993, 99, 725.
(7) Szanyi, J.; Goodman, D. W.J. Chem. Phys.2001, 114, 6382.
(8) Valden, M.; Lai, X.; Goodman, D. W.Science1998, 281, 1647Ð

1649.
(9) Chen, M.; Goodman, D.Science2004, 306, 252Ð255.

(10) Janssens, T. V. W.; Carlsson, A.; Puig-Molina, A.; Clausen, B.J.
Catal. 2006, 240, 108Ð113.

(11) Xu, C.; Su, J.; Xu, X.; Liu, P.; Zhao, H.; Tian, F.; Ding, Y.J. Am.
Chem. Soc.2007, 129, 42Ð43.

(12) Xu, C.; Xu, X.; Su, J.; Ding, Y.J. Catal.2007, 252, 243Ð248.
(13) Grisel, R.; Weststrate, K.-J.; Gluhoi, A.; Nieuwenhuys, B. E.Gold

Bull. 2002, 35, 39Ð45.
(14) Mavrikakis, M.; Stoltze, P.; N¿rskov, J. K.Catal. Lett.2000, 64,

101Ð106.
(15) Reuter, K.; Schefßer, M.Phys. ReV. B 2002, 65, 035406.
(16) Liu, Z.-P.; Hu, P.; Alavi, A.J. Am. Chem. Soc.2002, 124, 14770Ð

14779.
(17) Lopez, N.; Janssens, T. V. W.; Clausen, B. S.; Xu, Y.; Mavrikakis,

M.; Bligaard, T.; N¿rskov, J. K.J. Catal.2004, 223, 232Ð235.
(18) Janssens, T. V. W.; Clausen, B. S.; Hvolb¾k, B.; Falsig, H.;

Christensen, C. H.; Bligaard, T.; N¿rskov, J. K.Top. Catal.2007, 44, 15Ð
26.

(19) Haruta, M.; Kobayashi, T.; Sano, H.; Yamada, N.Chem. Lett.1987,
405Ð408.

(20) Bond, G. C.; Thompson, D. T.Catal. ReV. 1999, 41, 319Ð388.
(21) Wickham, D. T.; Parker, D. H.; Kastanas, G. N.; Lazaga, M. A.;

Koel, B. E. Prepr. Am. Chem. Soc. DiV. Pet. Chem1992, 37, 1034.
(22) Bond, G. C.; Thompson, D. T.Gold Bull. 2000, 33, 41Ð51.
(23) Bond, G. C.; Louis, C.; Thompson, D. T.Catalysis by Gold, 1st

ed.; Imperial College Press: London, 2006.
(24) Ricci, D.; Bongiorno, A.; Pacchioni, G.; Landman, U.Phys. ReV.

Lett. 2006, 97, 036106.
(25) van Bokhoven, J.; Louis, C.; Miller, J.; Tromp, M.; Safonova, O.;

Glatzel, P.Angew. Chem., Int. Ed.2006, 45, 4651Ð4654.
(26) Grunwaldt, J.-D.; Kiener, C. W.; Baiker, A.J. Catal.1999, 181,

223Ð232.
(27) Shaikhutdinov, S.; Meyer, R.; Naschitzki, M.; Baumer, M.; Freund,

H.-J. Catal. Lett.2003, 86, 211Ð219.
(28) Lemire, C.; Meyer, R.; Shaikhutdinov, S.; Freund, H.-J.Angew.

Chem., Int. Ed.2004, 43, 118Ð121.
(29) Zanella, R.; Giorgio, S.; Shin, C.; Henry, C.; Louis, C.J. Catal.

2004, 222, 357Ð367.
(30) Deng, X.; Min, B.; Guloy, A.; Friend, C.J. Am. Chem. Soc.2005,

127, 9267Ð9270.
(31) Walther, G.; Mowbray, D. J.; Jiang, T.; Jones, G.; Jensen, S.;

Quaade, U.; Horch, S.J. Catal.2008, 280, 86Ð92.
(32) Haruta, M.Catal. Today1997, 36, 153Ð166.
(33) Sanchez, A.; Abbet, S.; Heiz, U.; Schneider, W.; Hakkinen, H.;

Barnett, R.; Landman, U.J. Phys. Chem. A.1999, 103, 9573Ð9578.
(34) Mills, G.; Gordon, M.; Metiu, H.J. Chem. Phys.2003, 118, 4198Ð

4205.
(35) Falsig, H.; Hvolb¾k, B.; Kristensen, I. S.; Jiang, T.; Bligaard, T.;

Christensen, C. H.; N¿rskov, J. K.Angew. Chem., Int. Ed.2008, 47, 4835Ð
4839.

(36) Abrams, B. L.; Wilcoxon, J. P.Crit. ReV. Solid State Mater. Sci.
2005, 30, 153Ð182.

(37) Wilcoxon, J. P.; Abrams, B. L.Chem. Soc. ReV. 2006, 35, 1162Ð
1194.

(38) Turner, M.; Golovko, V. B.; Vaughan, O. P. H.; Abdulkin, P.;
Berenguer-Murcia, A.; Tikhov, M. S.; Johnson, B. F. G.; Lambert, R. M.
Nature2008, 454, 981.

(39) Hammer, B.; Hansen, L. B.; N¿rskov, J. K.Phys. ReV. B 1999, 59,
7413Ð7421.

(40) Abild-Pedersen, F.; Andersson, M. P.Surf. Sci.2007, 601, 1747Ð
1753.

(41) N¿rskov, J. K.; Rossmeisl, J.; Logadottir, A.; Lindqvist, L.; Kitchin,
J. R.; Bligaard, T.; Jonsson, H.J. Phys. Chem. B2004, 108, 17886Ð17892.

(42) Kurth, S.; Perdew, J. P.; Blaha, P.Int. J. Quantum Chem.1999,
75, 889Ð909.

(43) Bligaard, T.; N¿rskov, J. K.; Dahl, S.; Matthiesen, J.; Christensen,
C. H.; Sehested, J.J. Catal.2004, 224, 206Ð217.

(44) Atkins, P.; de Paula, J.Physical Chemistry, 8th ed.; Oxford
University Press: Oxford, 2006.

Trends in CO Oxidation Rates J. Phys. Chem. C, Vol. xxx, No. xx, XXXXE



(45) N¿rskov, J. K.; Bligaard, T.; Logadottir, A.; Bahn, S.; Hansen,
L. B.; Bollinger, M.; Bengaard, H.; Hammer, B.; Sljivancanin, Z.;
Mavrikakis, M.; Xu, Y.; Dahl, S.; Jacobsen, C. J. H.J. Catal. 2002,
209, 275Ð278.

(46) Rashkeev, S. N.; Lupini, A. R.; Overbury, S. H.; Pennycook, S. J.;
Pantelides, S. T.Phys. ReV. B 2007, 76, 035438.

(47) Becker, C.; Henry, C. R.Surf. Sci.1996, 352- 354, 457Ð462.

(48) Guerin, S.; Hayden, B. E.; Lee, C. E.; Mormiche, C.; Owen, J. R.;
Russel, A. E. D.; Thomsett, B. T.J. Comb. Chem.2004, 6, 149.

(49) Hayden, B. E.; Pletcher, D.; Suchsland, J.-P.; Williams, L. J.Phys.
Chem. Chem. Phys.2009, 11, 1564.

(50) Hammer, B.; N¿rskov, J. K.Surf. Sci.1995, 343, 211Ð220.

JP811185G

F J. Phys. Chem. C, Vol. xxx, No. xx, XXXX Jiang et al.



 
 

 

 
Paper IV 

Trends in the catalytic CO oxidation activity of 

nanoparticles 

 

Hanne Falsig, Britt Hvolbæk, Iben S. Kristensen, Tao Jiang, Thomas 

Bligaard, Claus H. Christensen, Jens K. Nørskov 

Angew. Chem. Int. Ed. 47 4835 (2008) 

 

 



���� ������	
	
��� � �������	
������������

������ �� �	� 
������� 
� ��������� ������� �� ���������������
����� �����	
 ��� �������
 ���� �� ���������
 ��� ����	
 ������ ���	����

����� �� ����������
 ��� ���� �� ������� 

�������� �	��
��� ���� ������� �� ��
����� ��
������
���������� �
�� ��� �� 
�
������ � � � 
�� ���� �������� ��
 ��
��� ��������� ��������� �� � 
���� �� �	������
 ��� 
���
�! �"#�$� %��� �� ����� �� ������ ���� ������� �� �����
���������! ��&� �'� %�� ����
 �� ��� 
�
�������� �
 ��� ���������
�������� �� ����� ������ �� (����� �������� ���� �
� 
�
��
��
��� ��� ���
 ������! )���� �
 � ��� �� ��
����
��
����
�� ����� ����������
� �� ��� ���� ������
 ����(�� ��
*+ �	������
 ��� �	��
��� ������� �� (��� �� ��� �����

�
��������� �� � 
���� �� ������� (� ���( ���� ��������
�����
�� �
� ��������� �� ��� ���� ������ ��������� ��
�	��
��� ������� �� ���� ����������� ���� �� ��� ����
������ �� ��� ����� �������� �� ��( ���������! %��
����������
� ������ ��� ������� ��������� �������� �� 
�
� 
����� �������� ������� �	�����
������ (���� ����(� ���
����
 �� ��� ������ �� �� �
������!

,���
� (� ����� �
 �
��
��� ����� �������- ���� ��� (� ��

�� �
����� �������
�� �������� ������� ���� �
����� ���
������! .� �� 
�� ���� ���� ������� ��� 
�� �� ������
�� ��� �/� ���

��� �� �� ������ �� ���� ��������� ��� �
��
��� ����� �������� ���� �

�������� �� �� ��� ���
 ���(
 �	�����
����� ���� 
�
� 
�������� ���� (��� 
� ������ �� ���� ������������� ������! ���� �"�

%�� 0�� ������ �� �� �
������ �� ���� (� ������ ���������
���������� �� ������
� ��
�����
 �
� 
���� ������ �� �
�
�������� ������
� ��� *+ �	������
!

%�� *+ �	������
 ������
 �
 ����� ���0�� ��������
������� (�� ��
������ �
�������� (���� (��� ���� � ����
�
�
��
�������
 �� ��� ����� ��������� ��� ��� ���� �����
��������! 1� ��
���� ��� �����(�
� �����
��� ������
�2

*+ �  � *+  � 3� �

+ � �  � + �  � 3� �

+ �  �  � � +  � 3" �

+  � *+  � *+ � � �  � 34 �

5� ��� ������ (� ��
���� ����
� 3������
� �3�� �
�
�3�� �� �
��������� �
� ����� �
� (� ������ ���� ����� �(�
������
� �� �
 �6��������! %��� ���
� ���� (� �� ������� ��
���������� ���� �
���� ���� ��������
 �� ���� ����! %��
�������� �������
 �� �
 �	��� ���� �
 ��� ��� �������
������ �� 
��������!

%�� ��(�� �
� ����� ��� ��
���
�� �� ��� 3������
�
�3"� �
� �34� �� ����
 �� � � � � � �	�� � � ! �� "� � �
� � � �	�� � � # �� � � � � �� �7� � � � (��� � � �� � �������� # �� �� ���
���������
 �
���� � �� ��� )������

 ��
���
�� �
� � �� ���
�������� ���������! %�� ���������
 �
����� �� # � �
��	� # %8� # .8� /� (��� # .8 �� ��� �
����� ����� �
��� �
� # %8

�� ��� ��
�����
 ����� �
���! � � �� �� ��� �
���� ������
��
���(��
 ��� ��
�����
 ����� �
� ��� �
����� �����! %�� �
����
�� ������� ������� �� ������� �� �� ���� �
� ��� ��� �����
�
������ �� ��0�
 ��� 3��! ��4�! %�� ��������
 �
����� ��
��� ������
� ������� # *+ � # + �

� �
� # + �
� ��� ��
�����
 �����
�
����� �� ����
 (��� ������ �� ��� ��� ����� ���������!

������
� ��� �������� �
� ��������
 �
������ ��
�
����
��
� �� ��� ������ ���� �� ���� ����� ����
��
�
�������� ������
�
� ��� 0�
�����2 # *+ � # + �

� # +� # %8"� �
�
# %84! %�� ��
�����
 ����� �
����� ��� ��(���� ���
� ��
����� ��
���� (��� ��� ��������
 �
������ �� ���(
 �� # %8"

�
� # %84 �
 5���� � � �
� �! 8��� )9
����#:��
�#;���
��
�):;� ������
� �� ���
� 6���� ��
����� �� ������
������
�! ���� 5�������� ��� + � ��������
 �
��� ������
(��� ��� + ��������
 �
��� �5���� � ��! %��� ���
� ���� ���
��������
 �
����� # *+ �
� # + ��
 �� ���(��� �� � ����
����	������
� �� ��� �
�� �
����
��
� �������� ������� 
���
� ��� ����� �
 ��� ����0�
���� �����! +(�
� �� ��� ��(

���� �� �����
��� ������
�� �� �� �������� �� ��
� �

�
�������� �������
 �� ���� ����0�
���� �����! ,���
� (� ���
�
����� ��� ��� ��
��� ������ �� � �� ������ 8������
�
������ �� ��
� �
 ���� ���
� �� ��� ������ ������
 ���! ��<�

%�� 8������ ��� ��<� �� ��� ��� ��� ������
 (��� ���� �� ���
�������� �� ������� �� ���� �����
��� ������
 ����!
8��� ��
�����
� ��� 
�� �� �����
���� �
 ������� ��� ���
8������ ��� ����� ������� �
 �	��� ���� ���
� �� ���
������ ����� ��� �
�� �
� ������
 ��
�����
�! %�� 8������
��� �� ���� �
 ���� ���
� �
 ��� ��� (��
 ����
��
� ��
�
������� �� ���� (��� ������� ��� 
���� �� �������� ������

��
��� �� ��� ��
��� �� ��� ���
��� ���(��
 ������
�
������! ��$� %�� 8������ ��� ���� ���� � ���� ������ �� ���
�
��
��� ������� �� � ����
 ����� ������ �� �������� ���
������
 �
 6������
! %�� ����� (��� ��� ������� 8������ ���
�� ��0�
 ����
 �� ���
� ��� ���� ��������!

��� ��� �� �������� �� ��  ��!"�!�� #� $�
�%� ��� #� ���%

�&�
'��(� $�  � )*�!���
+�"� (�� ,"�-�./!.
� 0
"��
�! �!�%�� �1
�"-�" �( '23!�.!�
#.2��.
� 4����!�"3 �( ��-
��� � /���� 53�%�3 6��-
��7
8
9� 6� �:7�:�;/�;��
</-
��� ���!���=(3!���&">�&�

�� 8
�!�%� '��(� +� �� +2��!"�!�
+�"� (�� �>!"
��
�� 
�& ?�� +2-�!"�3� �1
�"-�" �(
+2-�!"�3� #.2��.
� 4����!�"3 �( ��-
��
� /���� 53�%�3 6��-
��7

���� #2 +�"� (�� �>!"
��
�� 
�& ?�� +2-�!"�3 �! !>11��"& �3 "2
�
��!2 )
"���
� @!
�.2 8�>�&
"���� 
�& "2 +�"� (�� ,"�-�./
!.
� 0
"��
�! �!�%� �! !>11��"& �3 "2 5>�&�.� 8�>�&
"���� ��

&&�"��� A "2
�� "2 �
��!2 @!
�.2 +�>�.�� (�� "2 #.2��.
�
�.��.! 
�& "2 ),���#1��%�
- (�� (��
�.�
� !>11��"� 
�& �
��!2
+�"� (�� �.��"�(�. +�-1>"��% (�� .�-1>"� "�-�

�>11��"��% ��(��-
"��� (�� "2�! 
�"�.� �! 
�
��
�� �� "2 BBB
>�&� 2""1�		&9�&�����%	�������	
�������������

����������
	
����

���������� ���	� 
��� �� ���� � �� � ���� ����� � 	

� �������� ����� ���� � ��� ����� ���� ���



%�� ��� �� ������
 �� �3"� �
� �34� �� ��	������ ��
��� ����� ������
� �� 
��������! %�� 8������ ��� ��
������� ���������� ��� ��� ��(�� ����2

� �
" � � + �

�  � �
" � � + �

�  � " �	� ��� # �" � � � � �" � � � � � � � �

� �
4 � � + � *+ � �

4 � � + � *+ � 4 �	� ��� # �4 � � � � �4 � � � � � � � �

(��� � + �
�� ��� ������� �� ������� �	���
 ����������

� + �� ��� ������� �� ������� ������ �	���
� � *+ �� ���
������� �� ������� *+ ���������� �
� � = �� ��� ������� ��
��� ����� �� ��� ������! %�� �������� (��� ����
� �
 ���

������
 ��
�����
�� ���������� �����
� �������� �
�
��
�����
!

5� ��� ����
� ����� ��� ������� �������� �� ���
� ��
���� 
�������
� ��� ������� �� ������ �	���
! 8���� ������
�
���� �3�� �
� �3�� �� �
 �6��������� ���� �����2

� ��	
 �

�
� � � � $� *+ � � � � $�+ � �

� " �

(��� � � �
� � � �� ��� �6�������� ��
���
�� �� �3��
�
� �3��� �
� $�*+� �
� $�+ � � �� ��� ������ ������� ��
*+ �
� + � ! %�� ������� �������� �� *+ �
� + � ����
������ �	������
�� 
����� � ��	

*+ � � � $�*+� � = �
� � ��	
+ �

�
� � $�+ � � � =!

%�� 8������ ���� �� ���� �� ��� 3������
� �3"� �
� �34�
�� ���
� �� ���
� ��� ��(�� ���� ��� ��� �
� ��� (��� ���
�������� �� � ��	 � � ��	

*+ �
� � ��	
+ �

��� �"�� �
� ��� ������� ��
� ��	

+ ��� �� �
�!

� � ��	
" � � �

" � ��	
+ �

� ��	

 
� 4�

� � ��	
4 � � �

4 � ��	
*+ � ��	

+ � � �
4 � ��	

*+ � � �

%�� 8������ ��� �� ����
� *+ � �� ������
�� �� ���
��(��� �� ��� 8������ ���� �� 3������
 �3"� �
� �34�2

� � � ��
 	 � � � ��	
" � � � ��	

4 
 � <�

(��� ��� ����� �� � ����� ��� ��� �������������

���� �� �3"�!

5���� � ���(� � ��
��� ���� �� ��� 8������ �������� ���
����� ���0�� �������! %�� 8������ ��� �� ���������� �� � �
<// >� %+ �

� /!"" �� �
� %*+ � /!<$ ��� ������
��
� ��
���� ��������� *+ �	������
 ��
�����
�! %�� �(� ����
 
���
�� �����
� ����� ���( ����� �� ��� �����
��� �������
�����
�� �
� ��������� �� ������� �� ��� ���! %��� ����� (���
(��� �	�����
��� �����
��! �"/� ;����
�� �
� ��������� �������� �� #2 �<' 
�& !.
���% ��
"���! (�� &�((��" .��!/1
.�&

(..6���7/!>�(
.!� 
7 +
�.>�
"& "�
�!�"���/!"
" ��%�! (�� � � &�!!�/
.�
"��� 6@;7 
! 
 (>�."��� �( �93%� 
&!��1"��� ��%3�
� #�; � ��;� � � � ��:C D� �7 +
�.>�
"& "�
�!�"���/!"
" ��%�! (��

&!���& +� �
."��% A�"2 
&!���& � 6@�7 
! 
 (>�."��� �( "2 !>-
�( "2 � 
�& +� 
&!��1"��� ��%�!� � #�� � ����6 � � � � +� 7� ���� D�
.7 #2 !.
���% �( "2 � � 
&!��1"��� ��%3 A�"2 "2 �93%� 
&!��1"���
��%3 � � �

� ���� � � � ���� D� 8�� '"6����7 "2 .
�.>�
"& �
."���
�
���� � 
 � � #� � 6� +� � � � 7 (�� +�� � �� � +� � � �� �! ���: D� �� %��&

%�-�" A�"2 .
�.>�
"���!� ���� ���

������ 	� +��"�>� 1��" �( "2 �
�
"�� 
."���"3 � � � � � ��� � � 	 � � ���
.��!/1
.�& !>�(
.! 
! 
 (>�."��� �( � +� 
�& � � 6� �! !" "� �� 	 � 7
>�&� 2�%2/"-1�
">� .��&�"���! 6 � � C��  � � � �

� ��;; �
�� 
�&
� +� � ��C� �
�7� #2 �
�>! (�� &�((��" �-�"
� -"
�! .
� � "
��
(��- "2�� ��&�.
"& 1�!�"���!�


�����������

���� ���	
���
���	��� � 	

� �������� ����� ���� � ��� ����� ���� ��� ������ ���	� 
��� �� ���� � �� � ���� �����

http://www.angewandte.org


�	�����
� *+ �	������
 ���������� ���� �� �	����� �
 ��
�	����� ���� ������
�! %��� ����� �� ���������� �
 ��
� (���
?5% ����������
� �
� 0�
���� ������
� �� @���( �� ��! �"��

���(�
� ���� �� ��( ����������� �����
�� (������ ����
 ���
� ����� �������� ���
 ����� ��������� �(��0� ��
�
�
������ � �	��
��� ����
�� ��
� �
������ �����
��
�������!

%�� ��������� �� 
�
��������� (�� ���
 �
����������! +
�
������
� ������ �� 
�
��������� �� ���� ��� ������� ������

�� ��( �����
��� ��
� ����� �� ������ ����� �� ���
����! ���� "�� 1� ��
��
���� ����
 �
 ��� ��������� �� ��
�
������ �
� ����� ����� �� ����
� ��� ����������
� �� �����
������� ��
���
�
� �(���� ������ �
 ��� ������� ���(
 ��
�
���� �
 5���� "! ��� ��� �(���� ����� �
 ��� ������ �� ����
��	�� (��� � ������� ��
���
� ������
��
� �� ��� ���0 �����
�� ����� � ������������ ��
����
�� ��
� �� � ����
������� ���� �� ����� �
 ��� �
�� �#� 
� ������� �	�� 
���
�����! %�� ����������
� �� ���� ��� �
��
��� �� ����� �
��
��� ��
� ���� �
 
�
��������� ���
 ������������ � �(���� 
���� ������� �� ���� ����� ������� (��� ���� ���� ����
�������� ���	�������! �""�

.� ��
� ��� ���� ��������
 �� ��
�������� ��� �	���� 
��� �
 ��� �(���� ���� ������� ���
 �
 ��� ����� ���0��
�������! %��� ��0�� �� ������
� �� �
����� �
���� �����
 
��� ������
� �� ��� ������� �� �������� + � ��� �� ����
�
���� ���� ���� �
 ����������� �����
��� �"4� ��� ��
������
�2

+ �  � *+  � *+ � � +  �  � 3� �

5� ��� ����� �������� ��� (��0 ��
��
� �� + � �����
��
(��� ��� ������
 ���� �� ��� ������ ��0�� �� �
������
�
�� �����
�� ��$� �
� ���� ������� ������! �"��

�� �� ��� �������� ������� ��������
� ���(��
 ���
��
�����
 ����� �
������ # %8"� # %84� �
� # %8�� �
� ��� ��
��
�
�
������ # + �
� # *+ � �� ���
� �� ��� �(���� ���� ������! �
�����
� ���(��
 # + �

�
� # + �� ���� ���
�! %���� ������
� ��
���(
 �
 5���� "! %�� ��
�� ������
� �� ������ �� ����� ��
��� ����� ���0�� ������� �5���� ��� �	���� ���� ��� ����� 
���
 �
��� �	�� ��� �������! %�� ��������
 �
��� �� ����
*+ �
� + �� ������
������ ��� 
������� ��	�������
��������
� �
 ��� ��
� ����� ���
 �
 ��� ����� ���0��
�������- ������ �� �	������ ��� ��������
 �
��� �� + �

��� ����� ������� �� ����� �
 ��� �(���� ���� ������2 �
 ���
����� ��� ��
� �� ���
�� �� �� ��� ��� /!� �A! %�� ����
��
� �� ���
 �� �������� *+ ��������
!

%�� �	������
� �� ��� ������� �������� �
� ���
8������ ��� �� �3"� �
� �34� �� ��� ���� �� �� ���
�������� ������! 5� �3��� ��� 8������ ��� ��2

� � ��	
� � � �

� � ��	
*+ � ��	

+ �
� $�

)��� 3������
 �3"� �
� �3�� ���������� + � � �
� ��
 ��
�����(�� �� 3������
 �34� �����
� *+ � ! %�� 8������
�������� �� ������� ����
 ��2

� � � ��	 	 � ��
 	 � � ��	
� � � � ��	

4 
 � ��
 	 � � � ��	
" � � � ��	

4 

 �&�

5���� 4 ���(� ��� ��
��� ���� �� ��� 8������ ���������

& � � � � �
� � � 7� � ! .
 ���� ����� ���� �� ������� �� ��� ����
�����(�� �� ��������� �
� �����!

%�� ������ �
 5���� � �
� 5���� 4 �� �
 ���� ������
�
(��� ��������� �	�����
��� ���������
�! �"� "�� .� ���(� ����
��� ������� ���������� �� ������
� ������ ��
 �� ������������
���������� �
� �� ������� � ���� ������ �� ��� ��������
�������� ������
�
� ��� ���� ��������� �
 ���� �� ���
��������
 �
����� �� ��� �
����������! %�� �����
� ����� ��
5���� � �
� 5���� 4 ��
 �� ���(�� �� �
 ����������
 �� ���
8������ ��
������ (��� ��� ������
� 
�( ������ ���� (�
0
�( (���� ��������
 �
��� ���� ������� ��� �������

������ �� #2 �<' ��
"���! 
�& !.
���% ��
"��� (�� &�((��" "A��/

"�- .�>!"�!� 
7 +
�.>�
"& "�
�!�"���/!"
" ��%�! (�� � � &�!!�.�
/
"��� 6@;7 
! 
 (>�."��� �( �93%� 
&!��1"��� ��%3�
� #�; � ���� � � � ���� D� �7 +
�.>�
"& "�
�!�"���/!"
" ��%�! (��

&!���& +� �
."��% A�"2 
&!���& � 6@�7 
�& � � 6@:7 
! 
 (>�."���
�( "2 !>- �( "2 � 
�& +� 
&!��1"��� ��%�!� � #�� � ����/
6� � � � +� 7� ���� D 
�& � #;�: � ����6 � � � � +� 7� ���� D� .7 #2 !.
���% �(
"2 � � 
&!��1"��� ��%3 A�"2 "2 � 
&!��1"��� ��%3
� � �

� ���� � � � ���; D� #�
�!�"��� !"
"! (�� "2 �
."���! �� "2 ,> ��

.�>!"� 
� !2�A� 
! ��!�"!�

����������
	
����

���������� ���	� 
��� �� ���� � �� � ���� ����� � 	

� �������� ����� ���� � ��� ����� ���� ��� ���	
���
���	���

http://www.angewandte.org


��������! %�� �������
 �� ��� ��	���� �
 ���� �� ��������

�
����� ����
�� �������� �
 ��� �������� (���� �� ������ ��
��� ���� ���� ��� ������
���� ���(��
 ��������
 �
��� �
�
���������
 �
��� �� ����(��� ������� ����
��
�! B��
������
���� �� ��
 �� ���
 ���� ��� ������ ������
��
� �� �
�������� ��������
 �
��� ����� ������
������ ����
��
� �

��� �����
����
 
���� �� ��� ����� ����! %��� �� ��� �� ���
��� ������ ��
������� �
� �� �� ��� ����
�
� ����
 �� ����
������
� ��� ���� �����
��� �������� �� ��� ��( �����
���
�����! %�� ����� �� �� ��� ���� ��� �� ���
����� �� ���
������
�� ���(��
 
�������
� ������ �
 ��� ������� ������
�	����
�
� (�� �� ������ �� �� ��� ��� �� ��� �����
� ���
������� �� � ������ ���� ���
 �
� ����� �� ��� ���� �
 ���
������� ����� ��� 5���� � �� 5���� 4!

*�����
� ��� �����
��� �
 5���� � �
� 5���� 4� �� ��
���� ���� �� ����� ��� ��
� ����� (��� ����
��� ��� ���
����� ���0�� ������� �� ���
 6���� ���� ��������� �� ���
����� �� � � �� ��
� ���� �� ���
����� ���� �
 ���� ����! 5�
�����
��� �
 ��� ���� ��
�� ��� ������
�� �� �
�� ����� �

��� �� ���
�����! .� ������ �� 
���� ���� ���
 �� �����
���
����� �������� ����� ����� �� ��� ������ ���
 ���� �
��� ���
�
�� ������� ��� ������ ��� �� ���� �� �������� �� ����
������
� �� � � � �!

%�� ����
� �
������ �������� ���� ��� ��� 
���� ������
���� �� ��� ��	���� �
 ��� ��������� �����
� (��
 ��(� 
�����
���� ����� ����� ���� �� ������ ����� �� ��� ������
!
.� �������� ���� ������ ������ ����� �� ���
� �� ����
������
�! 5� �	������
 ������
�� ��� ���� �	��
��� ������
��������� �� ������ 6���� 
����2 �����
�� �
� ����������
�
� ���� �� ��� 
�	�� ���� ������� �����! 5� ������
�
�
�����
� ���� ������� ���������� ���� �� C � � (� (���� �	����
���� ��� ���� 
�
�������� ��������� (���� 
�� �� ���� ���
������ D��� �� ��� ���� �
 ��� ������� ����� �� ��� ���� ������
������ �����
���� ��
� �� ���� ������
� �� �	������ ������
� 
��0��! .� �� ������� �������� ���� ��
��
��� 
�
��������
�
 ��������� �� 
�� �������� �� ����!

.
 ������� (� ���� ������� ��� ������� ���������
�������� �� 
�
������ �������� ������� �	�����
������
�
� �
������ ��� ����
 �� ��� ������! %�� ������� �� ��� �����
����� �� �������� �����
�� ���
�� ������
������ �� ���
�����
����
 
���� �� ��� ������ ����� ���� �� ������ ��
��
�� �� ����� ��������! %��� ����� ������� ��� ����������
���� ��� �� ��� ������� ��������� �� ���� 
�
��������� ��
�
����
��
� �� ��� ��������!

3�������2 B��� �"� �//&
;�������� �
��
�2 B�� ��� �//&

.�������� 	 .
���� -���9�& E &�!�"3 (>�."���
� .
�.>�
"���! E
%��& E 2"��%��>! .
"
�3!�! E �
��!"�>.">�!

��� ?! %! 1��0���� ?! ,! ;�0�� @! C! >����
��� B! �! E������
)! :! >���� %��$�� &�� ����� ��'� (��� %�� ����� ���� � )* � �/"4!

��� )! ,����� F! >! C9�0��� ����� ���� � )*+ � �"& # �4/!
�"� B! ,����� %! >��������� ,! 8�
�� C! G������ ����� ,�� ���� �

4/� # 4/&!
�4� B! A����
� H! E��� ?! 1! @�����
� �'���'� ���� � -./ � �<4$ #

�<�/!
��� @! *! )�
�� ?! %! %�����
� ����� 0��� �'�� #�	� ���� � 1/ � "�' #

"&&!
�<� B! �! ;! ?�00��� B! F! E������� )! :! C���(�
����� ����� ����2

���� � 31� "&�!
�$� 8! *�����
� ;! B�B�
� ;! F��
���
� >! @����
� @! F! ,�����
���

����� ������� ���� � <'< # <'$!
�&� 8! 8������� B! E����� *! B��� I! 3������0� �! )J�0
�� F!

3��
�0� ,! ,��������� ;! *����� ����� ����2 ���� � *- � <" # $&!
�'� 8! *�����
� ;! B�B�
� ;! F��
���
� >! @����
� *! F! >����� @! �!

������ @! F! ,�����
��� ��$� ����� ���� � -* � �"� # �"<!
��/� 3! B���� *! E����� 8! 8���0�����
��� ,! F! 5��
�� !��� �����

���� � )* � $� # �""!
���� �! ����� ;! *�
������
� �! *���� ,! @����� &�	�4� �����

���� � //* � 4�"4 # 4�"$- &�	�4� ����� ��� #�� ���� � 11� 4/<< #
4/<'!

���� �! *! @������ C! )����
���0���� )! :! C���(�
����� �� �����
���� � --5 � ��4 # �<�!

��"� B! ?! ,����� �� ��! � ����� ���� � 1)* � ��"� # ��"�!
��4� %! �! C�D����� B! B�00��� F! �! B����D
� )! B! 1��0�����
� ����

#�	� ����� 0��� ��� � 13� "44$ # "4�'!
���� �� %! A! 1! F�
���
�� )! 8! *�����
� )! ,����K0� ,! 5������ *! ,!

*�����
��
� %! )������� F! >! C9�0��� ��$� ����� ���� � 11� �� #
�<- �� C! E����� %! A! 1! F�
���
�� )! 8! *�����
� G! H�� B!
B���0�0��� %! )������� F! >! C9�0��� �� ����� ���� � --) � �"� #
�"�!

��<� *! ,! *�����
��
� )! F9��
��
� F! 3��� ,�
��
� >! :������� 3!
B����
� 8! >! >�������� 8! B! ,�
��
! B! 3! ,�
��
� ,! *!

������ �� +��"�>� 1��" �( "2 �
�
"�� �
" 
! 
 (>�."��� �( "2 +� 
�&
� 
&!��1"��� ��%�! �� "2 "A��/
"�- .�>!"�!� #2 �
�>! (��
!�- �-�"
� -"
�! 
� !2�A�� 
7 #2 
."���"3 >�&� "31�.
�
91��-�"
� .��&�"���! (�� +� �9�&
"��� �3 %��& �
��1
�"�/
.�!6 � � ��;  � � � �

� ���� �
�� 
�& � +� � ����7 
�& �7 "2 
."���"3 >�&�
2�%2/"-1�
">� .��&�"���! 6 � � C��  � � � �

� ��;; �
�� 
�&
� +� � ��C� �
�7�


�����������

���� ���	
���
���	��� � 	

� �������� ����� ���� � ��� ����� ���� ��� ������ ���	� 
��� �� ���� � �� � ���� �����

http://dx.doi.org/10.1038/376238a0
http://dx.doi.org/10.1246/cl.1987.405
http://dx.doi.org/10.1246/cl.1987.405
http://dx.doi.org/10.1126/science.281.5383.1647
http://dx.doi.org/10.1126/science.281.5383.1647
http://dx.doi.org/10.1081/CR-100101171
http://dx.doi.org/10.1081/CR-100101171
http://dx.doi.org/10.1016/S0920-5861(99)00201-1
http://dx.doi.org/10.1016/S0920-5861(99)00201-1
http://dx.doi.org/10.1039/b201112n
http://dx.doi.org/10.1016/S0920-5861(01)00479-5
http://dx.doi.org/10.1023/B:TOCA.0000013547.35106.0d
http://dx.doi.org/10.1002/ange.200500382
http://dx.doi.org/10.1002/ange.200500382
http://dx.doi.org/10.1002/anie.200500382
http://dx.doi.org/10.1002/anie.200500382
http://dx.doi.org/10.1016/j.jcat.2004.10.003
http://dx.doi.org/10.1016/j.jcat.2004.10.003
http://dx.doi.org/10.1038/nature04190
http://dx.doi.org/10.1021/ie0513090
http://dx.doi.org/10.1021/ie0513090
http://dx.doi.org/10.1007/s11244-007-0335-3
http://dx.doi.org/10.1007/s11244-007-0335-3
http://dx.doi.org/10.1016/j.jcat.2004.01.001
http://dx.doi.org/10.1016/j.jcat.2004.01.001
http://www.angewandte.org


�
����
� �! 3������� &�	�4� ����� ��� � //. � 4$<4 # 4$<$-
&�	�4� ����� ��� #�� ��� � 13� 4<4& # 4<��!

��$� 3! )���� %�2�� ����� ����� %�2�� ��� � . � �4&" # ��//!
��&� B! F! E������� �! *! @������ )! :! C���(�
����� ��$� ����� ���� �

11� ��' # �<�!
��'� E! @�
�� )! @! �
����
� F! ��
 @�
������ 3! �! ��
 8�
��
�

&$$�� ����� � ���! � 16� �/� # ��/!
��/� B! ,����� ����� ����2 ���� � )+� ��" # �<<!
���� )! ,����� ��$� ����� ��� � )* � " # �<!
���� *! H�� F! 8�� H! H�� ;! E��� ,! L���� 5! %��
� G! ?�
�� �� &��

����� ��'� ���� � /-5 � 4� # 4"!
��"� )! FJ��
�� *! >J���� *! 8������� %! C�(���0�� A! L������0� F!

)��
�� B! B! )��
�� �! A! ,����� B! )M���� !��� �����
���� � 16� �4� # �4&!

��4� ;! ��0�
�� F! �� ;����� �� %�2��'�� �������2 � &�� ��! +	���
I
������� ;���� +	���� ��� !

���� F! >! C9�0�� �� ��! � �� ����� ���� � -65� �$� # �$&!

��<� %! )������� F! >! C9�0��� 8! ?���� F! B��������
� *! ,!
*�����
��
� F! 8�������� �� ����� ���� � --1 � �/< # ��$!

��$� F! 1�
�����
� 8! AN�0�
�
�� %! A! 1! F�
���
�� %! L�������� @!
:��� �'���'� ���� � -*. � �'"� # �'""!

��&� L! ;! E��� ;! ,�� ��$� ����� ���� � -. � $� # $&!
��'� �! :������ F! ,��
�� ���7� �'�� ���� � 1)) � �& # <�!
�"/� )! :! C���(�
����� ���7� 0��� ,�� ��� � ) � �&<' # �&&&!
�"�� E! @���(� G! H�� B! B���0�0��� %�2�� ����� ����� %�2��

��� � . � ""<' # ""$4!
�"�� �! *�����
� �! ;��� B���
�� %! A! 1 F�
���
�� �� %�2�� ����� �

��� � //6 � ��&< # ��'"!
�""� @! B����� B! 8! @���
� ,! B����� �� ����� %�2�� ���! � //. �

4�'& # 4�/�!
�"4� L! ;! E��� ;! ,�� �! ������ �� &�� ����� ��'� ���� � /-1 � �4$$/ #

�4$$'!
�"�� E! B! B���
�� )! ,����� %�2�� 0��� � ���� � +5� ���4�4!

����������
	
����

���������� ���	� 
��� �� ���� � �� � ���� ����� � 	

� �������� ����� ���� � ��� ����� ���� ��� ���	
���
���	���

http://dx.doi.org/10.1002/ange.200601180
http://dx.doi.org/10.1002/anie.200601180
http://dx.doi.org/10.1039/b607837k
http://dx.doi.org/10.1007/s11244-007-0289-5
http://dx.doi.org/10.1007/s11244-007-0289-5
http://dx.doi.org/10.1016/S0926-3373(02)00129-7
http://dx.doi.org/10.1016/S0920-5861(96)00208-8
http://dx.doi.org/10.1007/s11244-006-0004-y
http://dx.doi.org/10.1021/ja0675503
http://dx.doi.org/10.1021/ja0675503
http://dx.doi.org/10.1016/j.jcat.2004.02.034
http://dx.doi.org/10.1126/science.278.5345.1931
http://dx.doi.org/10.1023/B:TOCA.0000024335.88459.81
http://dx.doi.org/10.1016/S0039-6028(99)00061-8
http://dx.doi.org/10.1142/S0218625X96002795
http://dx.doi.org/10.1039/b606131a
http://dx.doi.org/10.1039/b606131a
http://dx.doi.org/10.1021/jp0569537
http://dx.doi.org/10.1021/jp0569537
http://dx.doi.org/10.1063/1.1542879
http://dx.doi.org/10.1063/1.1542879
http://dx.doi.org/10.1021/ja0205885
http://dx.doi.org/10.1021/ja0205885
http://dx.doi.org/10.1103/PhysRevB.69.155424
http://www.angewandte.org


 
 

 

 
Paper V 

Catalytic activity of Au nanoparticles   

 
Britt Hvolbæk, Ton V. W. Janssens, Bjerne S. Clausen,  Hanne Falsig, Claus 
H. Christensen, Jens K. Nørskov, NANO TODAY 2 14 (2007)  



ISSN:1748 0132 ' Elsevier Ltd 2007AUGUST 2007  |  VOLUME 2  |  NUMBER 414

Catalytic activity of 
Au nanoparticles
Au is usually viewed as an inert metal, but surprisingly it has been found 
that Au nanoparticles less than 3�5 nm in diameter are catalytically 
active for several chemical reactions. We discuss the origin of this 
effect, focusing on the way in which the chemical activity of Au may 
change with particle size. We find that the fraction of low-coordinated 
Au atoms scales approximately with the catalytic activity, suggesting 
that atoms on the corners and edges of Au nanoparticles are the active 
sites. This effect is explained using density functional calculations.

Britt Hvolbæk1, Ton V. W. Janssens2, Bjerne S. Clausen2, Hanne Falsig3, Claus H. Christensen3, and Jens K. Nłrskov1*

1Center for Atomic-scale Materials Design, Department of Physics, NanoDTU, Technical University of Denmark, DK-2800 Lyngby, Denmark
2Haldor Topsłe A/S, Nymłllevej 55, DK-2800 Lyngby, Denmark
3Center for Sustainable and Green chemistry, Department of Chemistry, NanoDTU, Technical University of Denmark, DK-2800 Lyngby, Denmark.
*E-mail: norskov@fysik.dtu.dk

Catalysts are widely used in the large-scale manufacture 
of chemicals and in the production of fine chemicals and 
pharmaceuticals. Fuel processing is a good example: the gasoline 
that we use in our cars requires at least ten different catalysts 
during its transformation from crude oil. Environmental 
technologies also rely heavily on catalysts; the best known 
example being the catalytic converter in the exhaust of every car. 
It is estimated that more than 20% of the gross national product 
(GNP) of industrial countries relies in one way or another on 
catalysis1.

In heterogeneous catalysis, the reacting molecules adsorb on the 
catalytically active solid surface. Chemical bonds are broken and 
formed on the surface and eventually the products are released back 
into the liquid or gas phase. Many of the heterogeneous catalysts 
used in industry today consist of small particles of a catalytically 

active material, typically with a diameter of 1�10 nm, anchored on 
a porous support. The use of nanoparticles results in a large contact 
area between the active material of the catalyst and the surrounding 
gas or liquid phase. This ensures that the catalytic material is used 
effectively. One of the interesting scientific and technological 
challenges associated with the use of nanoparticles as catalysts is the 
understanding of how the composition and atomic-scale structure of 
nanoparticles produce the best catalytic activity. The second challenge 
is to synthesize these particles with maximum control over the 
composition and structure. Modern nanotechnology methods clearly 
offer great potential for future developments in both characterization 
and synthesis of heterogeneous catalysts based on supported 
nanoparticles.

Maximizing the surface area is not the only reason for using 
nanoparticles as heterogeneous catalysts. Au is usually considered 
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chemically inert2-4, but in 1987 Haruta et al.5 showed that nanosized 
(<5 nm) Au particles can be very effective catalysts. This indicates that 
the catalytic properties of a particular material can be dramatically 
influenced by the particle size. The fact that Au particles with 
diameters of about 5 nm or less have unique catalytic properties has 
initiated a search both for an explanation of this quite unexpected 
effect and for chemical reactions that are catalyzed by Au5-34. In some 
cases, catalysts based on nanosized Au particles allow a significantly 
lower reaction temperature than used in existing processes, which is 
promising for the development of energy efficient processes35-38.

Here we discuss some of the reasons why small Au particles are 
catalytically active. Several explanations for the catalytic activity 
of such particles have been proposed, including quantum size 
effects10,11,39-41, charge transfer to and from the support42-44 or 
support-induced strain45, oxygen spill-over to and from the 
support12,46-55, the Au oxidation state27,56-72, and the role of very 
low-coordinated Au atoms in nanoparticles34,38,45,73-84. It is likely that 
several of the aforementioned effects occur simultaneously. In this 
review, we concentrate on some of the effects that are associated with 
the particle size alone. These will always be present, independent of the 
support material. 

The reactivity of Au and Au nanoparticles
The ability of a metal surface to form bonds with a gas is a measure 
of how noble it is. The nobility of a metal is well illustrated by the 
ability of the surface of the metal to oxidize, that is, to chemisorb 
oxygen dissociatively. Fig. 1 shows calculated oxygen chemisorption 
energies on a selection of transition metals85. It can be seen that 
the metals located above and to the left of Au in the periodic table 
have increasingly large chemisorption energies, and that the metals 
neighboring Au bind oxygen weakly. Au is the only metal with an 

endothermic chemisorption energy, which implies that it does not bind 
oxygen at all. This illustrates the well-known fact that Au is inert in an 
oxygen atmosphere86. 

The trends in Fig. 1 can be understood by considering the chemical 
bond that forms as a result of the coupling of the oxygen valence 
states and the metal d-states in the so-called d-band model4,87. Au 
has d-states so low in energy that the interaction with oxygen 2p-
states is net repulsive. It is therefore unlikely that Au should be a good 
catalyst for an oxidation reaction. Nevertheless, the oxidation of CO 
(as it takes place over Pt-based catalysts in an automotive exhaust 
system) is one of the reactions where Au nanoparticles are a very good 
catalyst, even at room temperature. This is illustrated in Fig. 2, which 
is a compilation of experimental data of the CO oxidation activity as a 
function of the size of Au nanoparticle catalysts with different support 
materials14,23,53,55,80,83,88-94. It is clear that the activity is strongly 
dependent on the size of the Au nanoparticles, and that only catalysts 
with Au particles below 5 nm show catalytic activity. Furthermore, 
it can also be seen that the activity varies depending on the support. 
These effects are clearly important, but the results of Fig. 2 indicate 
that the most important effect is that of size. In this review, therefore, 
we concentrate on the intrinsic catalytic activity of Au particles bearing 
in mind that there are additional effects to consider in order to develop 
a complete picture of Au catalysis. 

Density functional theory simulations
To investigate why the size of Au nanoparticles has such a significant 
influence on the catalytic activity, we apply density functional theory 
calculations (DFT) to simulate the behavior of adsorbed molecules on 
a Au nanoparticle. Rather than simulating a Au cluster of 3�5 nm with 
thousands of atoms, we simulate a ten atom cluster (as shown in the 
insert in Fig. 3). We do not include a substrate in the simulations either, 

Fig. 1 The dissociative chemisorption energies for oxygen on transition metal 
surfaces with respect to a molecule in vacuum calculated by density functional 
theory (DFT). All results are for adsorption at either a body-centered cubic 
(210) surface (for Fe, Mo, W) or a face-centered cubic (211) surface (other 
metals)85.

Fig. 2 Reported catalytic activities (in mmol/gAu s, left axis) for CO oxidation at 
273 K as a function of Au particle size (d, in nanometers) for different support 
materials14,23,53,55,80,83,88-94. The supports are indicated by the symbol shape: 
open symbols correspond to reducible supports, closed symbols to irreducible 
supports. The solid curve shows the calculated fraction of atoms located at the 
corners of nanoparticles as a function of particle diameter for uniform particles 
shaped as the top half of a regular cuboctahedron (see also Fig. 5). (Adapted 
from34,80.)
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so the results originate only from the Au nanoparticles themselves. 
This is clearly an oversimplification of a real catalytic system, but is 
adequate to illustrate the effect of the particle size qualitatively. We 
consider below the CO oxidation as a test reaction.

The calculated energy diagram of two possible routes of CO 
oxidation is shown in Fig. 334,75. One route dissociates O2 before 
reacting with CO to form CO2; the other is a reaction between 
molecular O2 and CO. The results indicate that CO oxidation is 
possible at room temperature. It can be seen that the reaction between 
molecular O2 and CO is favored � it requires considerably lower 
activation energy than the reactions involving dissociation of O2

48. 
The single adsorbed O-atom left over from the reaction between O2 
and CO will react with another CO following the last half of the other 
route. 

The energy diagram also reveals what could be an important clue 
to understanding the ability of Au nanoparticles to act as a catalyst: 
both O2, O, and CO bind to the surface of the cluster. This is in sharp 
contrast to extended Au surfaces (see, for example, Fig. 1). It turns 
out that a useful way of characterizing the difference between Au 
nanoparticles and extended Au surfaces is by considering the metal 
coordination number of the Au atoms to which the reactants (O2, O, 
or CO) bond (Fig. 4). Au atoms on a close-packed surface have nine Au 
neighbors, at steps on the surface the coordination number is seven, 
but at the corners of a small particle it can be as low as three to four. 
Fig. 4 shows that the binding energy decreases approximately linearly 
with decreasing coordination number34,80.

Small particles have a relatively large number of low-coordinated 
Au atoms, which are located at the edges and, in particular, at the 
corners of particles. The simple analysis above indicates that these Au 
atoms are able to bind CO and oxygen, which is a prerequisite for a 
catalytic reaction. It is therefore conceivable that at these sites the CO 
oxidation reaction is possible at room temperature � the barriers are 

small and, importantly, the intermediates and CO2 that are formed are 
only weakly bound, so it is not necessary to have a high temperature to 
keep parts of the surface free. 

If the low-coordinated corner sites are the active sites, then the 
catalytic activity should scale with the number of low-coordinated 
atoms in the nanoparticles, and not with the surface area. Fig. 5 shows 
a calculation of the fraction of atoms that are located at either corners, 
edges, or on surfaces in the top half of a truncated octahedron as a 
function of the particle diameter34. Clearly, the total number of surface 
atoms changes only slightly when the particle size decreases from 
10 nm to 2 nm. However, the fraction of corners increases significantly 
when the particle size is less than 4 nm and scales approximately as d�3 
as the diameter of the particles shrinks. The increase in the estimated 
fraction of corner atoms behavior coincides with a generally observed 
increase in CO oxidation activity with decreasing Au particle size 

Fig. 3 Calculated reaction energies for CO oxidation on an Au10 cluster 
(shown in insert). The lower layer of the cluster is kept fixed in the direction 
perpendicular to the support. Two reaction routes are shown: one dissociates 
O2 before reaction with CO to form CO2, and the other reacts molecular O2 
directly with CO. 

Fig. 4 The correlation between the binding energies for O2, O, and CO on Au 
and the coordination number of the Au atoms in different surfaces and clusters. 
The binding energies are calculated using DFT and the experimental values are 
from elsewhere34,102. The superscript TS denotes the transition state of the 
reaction.

Fig. 5 Calculated fractions of Au atoms at corners (red), edges (blue), and 
crystal faces (green) in uniform nanoparticles consisting of the top half of a 
truncated octahedron as a function of Au particle diameter. The insert shows 
a truncated octahedron and the position of representative corner, edge, and 
surface atoms. (Reproduced with permission from34. ' 2007 Springer.)
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(Fig. 2). This supports the hypothesis that the total number of atoms 
located at the corners of the nanoparticles has a major influence on the 
activity of a supported Au catalyst.

Experimental observations
The simulation results showing that chemisorption strength increases 
with decreasing coordination number is supported by a number of 
recent experiments. Temperature-programmed desorption (TPD) 
of CO on well-defined surfaces of Au and Au particles shows that 
the desorption temperature increases with decreasing coordination 
number34,77,95-97. This indicates that the chemisorption becomes 
stronger, in agreement with simulations. In fact, the estimated 
chemisorption energies are close to the values expected from 
calculations, as indicated in Fig. 4. 

Experiments show that low-coordinated sites on a densely packed 
Au(111) surface produced by ion bombardment are also active for 
CO oxidation98. Recently, Xu et al.99 have shown that unsupported 
nanoporous Au is an active catalyst for CO oxidation. The nanoporous 
Au catalyst, with pore sizes of less than 6 nm, is produced by etching 
away Ag from an Ag/Au alloy. The results provide additional support 
for the hypothesis that metallic Au is intrinsically catalytically active if 
the coordination number of the Au atoms is sufficiently low.

Evidence for the scaling of the catalytic activity of Au nanoparticles 
with the number of corner atoms has been provided by Overbury et 
al.93. They evaluated the dimensionality of the dominating active site 
by correlating the CO oxidation activity of a Au/TiO2 catalyst with Au 
particle size by combining extended X-ray absorption fine structure 
(EXAFS) with in situ activity measurements. The particle size is varied 
by heating samples of the catalyst to different temperatures. This is 
done to eliminate possible variations in the preparation of different 
batches of catalyst. Fig. 6 shows the correlation for 4.5 wt.% and 
7.2 wt.% Au at 273 K. The slope of the lines through the data is �2.1 
and �2.8, respectively. This indicates that the corners (slope: �3) and to 
a lesser extent edge sites (slope: �2) are the dominating site for 
7.2 wt.% whereas edges and to a lesser extent corners contribute to 
the active site for 4.5 wt.%. 

In studies by Janssens et al.34,83,100, a geometric model for Au 
particles on TiO2, MgAl2O4, and Al2O3 supports was constructed based 
on scanning transmission electron microscopy (STEM) and EXAFS 
measurements. This allows an accurate count of the corner atoms 
in these supported catalysts. By comparing their catalytic activities, 
it has been found that the turn over frequency per corner atom for 
Au/TiO2 and Au/MgAl2O4 catalysts is the same, and any difference in 
catalytic activity between these two materials can therefore be entirely 
ascribed to differences in particle size and shape, which determine 
the total number of low-coordinated corner atoms. The turn over 
frequency per corner atom for Au/Al2O3 is about a factor of four lower, 
which indicates an additional support effect in this case. This example 
nicely illustrates that the catalytic activity of Au nanoparticles is not 

the result of a single contribution, but the result of a combination of 
different effects.  

Conclusions
Nanoscale effects are found throughout heterogeneous catalysis, but 
are perhaps best illustrated by the remarkable catalytic activity of Au 
nanoparticles. We still do not understand in detail the many effects 
that contribute to this activity, but in this review we have pointed to 
one very important effect: the increased reactivity of low-coordinated 
Au atoms. Such atoms are particularly abundant on the smallest 
nanometer-sized nanoparticles, and this may go a long way toward 
explaining the catalytic activity of such Au nanoparticles. 

We are far from having explored all the possible applications of 
Au catalysis, but the system is extremely interesting. One intriguing 
property of Au nanoparticle catalysts is that they can catalyze several 
reactions at or even below room temperature. This could give energy 
savings in many catalytic processes, and provides an interesting 
analogue to enzyme catalysis, which can also take place at room 
temperature. 

We also need to be able to synthesize Au nanoparticles in forms 
that are stable over long time periods. Understanding the interaction 
between Au particles and their support material is a key issue101. 
Finally, the question arises as to whether there are other classes of 
catalytic materials where nanoscale effects are as pronounced as for 
Au. We clearly need more insight. 
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Fig. 6 Activity at 273 K as a function of Au particle diameter for two series 
of Au/TiO2 catalysts containing 4.5 wt.% and 7.2 wt.% Au, respectively. 
The particle size has been varied by heat treatment at various temperatures 
between 423 K and 773 K. The rate is expressed per total amount of Au. Best 
power law fits to the data (excluding the two encircled points) are shown for 
each catalyst. (Reproduced with permission from93. ' 2006 Elsevier.)
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The origin of the extraordinary catalytic activity of gold nanoparticles is discussed on the basis of density-functional
calculations, adsorption studies on single crystal surfaces, and activity measurements on well characterized supported gold
particles. A number of factors are identi“ed contributing to the activity, and it is suggested that it is useful to consider low-
coordinated Au atoms as the active sites, for example, CO oxidation and that the effect of the support can be viewed as structural
and electronic promotion. We identify the adsorption energy of oxygen and the Au-support interface energy as important
parameters determining the catalytic activity.

KEY WORDS: Au; nanoparticles; catalytic activity; DFT; CO-oxidation; low-coordination sites; cluster.

1. Introduction

Gold catalysis has received considerable attention
since the discovery that nano-sized gold particles are
catalytically active [1…8]. The catalytic activity of small
gold particles is interesting, since low-index gold sur-
faces are known to be noble [9…11] and inactive towards
most molecules. The fundamental question is therefore
which size-related properties make the gold nanoparti-
cles catalytically active. Catalysis by gold is technically
interesting, since it opens up the possibility of develop-
ing catalysts with new and unique properties. Nano-
particles of gold can, for instance, catalyze CO
oxidation at room temperature and below, which is
signi“cantly lower than the temperatures needed using
more traditional supported metal catalysts. Selective
and total oxidation reactions with hydrocarbons also
occur at low temperature on supported gold catalysts
[12…34]. This suggests that catalysis by gold nanoparti-
cles may lead to new types of catalysts working under
mild conditions„a phenomenon which is usually asso-
ciated with the catalytic processes found in nature,
where enzymes are able to catalyze even di�cult reac-
tions at room temperature. Understanding gold catalysis
may therefore give us clues about how to mimic enzyme
catalysis.

The origin of the reactivity of gold nanoparticles has
been extensively debated in the literature, and a large
number of proposals have been put forward. The “rst
type of explanations associates the catalytic activity with
the nature of the gold atoms in the particles. Both theory
and experiments have pointed to the importance of low-

coordinated Au atoms acting as active sites [35…47]. A
change in the electronic structure of gold, resulting in a
metal-insulator transition has also been invoked
[6,48…50]. Another type of explanation involves indirect
e�ects of the support; charge transfer to or from the
support [51…53] or support-induced strain [36]. A third
type of explanation involves the support directly. This
includes transfer of activated oxygen from the support
(i.e., reducible or irreducible support), or special active
sites at the metal/oxide boundary [8,54…64]. Finally,
there are a number of reports of catalysts consisting of
single or a few Au+ ions in the support [27,65…81]. We
note that combinations of the above e�ects can come
into play; the gold-support interaction may for instance
determine the morphology of the gold particles and thus
in”uence the number of low-coordinated atoms or the
strain. Therefore, it is not surprising that the activity of
gold catalysts is often found to be in”uenced by the
method of preparation and activation of the catalyst
[82…85].

In the following we will develop a model for catalysis
by gold that can be used to understand a number of the
e�ects that have been observed. From the outset we will
distinguish between the catalytic e�ects originating from
metallic gold particles and those associated with Au+

dissolved in the support. Both types of Au catalysis exist
for di�erent systems. We concentrate solely on the
particle size e�ects of metallic gold. We will show that
several of the explanations mentioned above contribute
to the activity of gold particles, and that they can be
ordered in a hierarchy according to their importance.
We propose that it is useful to “rst consider the e�ect of
low coordinated Au atoms acting as active sites. The
support also has an e�ect on the activity, and may
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therefore be viewed as a promoter, which both a�ects
the surface chemistry directly and acts as a structural
promoter determining the particle size and shape, and
hence, the number of low coordinated gold atoms.

2. The reactivity of gold

Most molecules adsorb only weakly on gold surfaces
at room temperature, and dissociative chemisorption of
simple molecules such as O2 is thermodynamically pro-
hibited. To exemplify this, “gure 1 shows the calculated
dissociative chemisorption energy of oxygen on a num-
ber of stepped metal surfaces relative to a free oxygen
molecule [86]. Of all the metals considered, Au has the
weakest bond to atomic oxygen, and is the only metal
where the O2 dissociation is endothermic on the stepped
(211) surface. This is in excellent agreement with the
experimental observation that molecular oxygen does
not produce oxygen adatoms even on a stepped Au(211)
surface at 700 Torr at 300…450 K [87].

There are two e�ects that cause the weak bonding of
oxygen on Au. The “rst e�ect is related to the energy of
the orbitals involved in the oxygen…metal bond forma-
tion, viz., the metal-d band and the 2p valence level of
oxygen. The bond strength is predominantly determined
by the “lling of the metal-d/2p antibonding orbitals. If
the d-band energy is close to the Fermi energy, which is
the case for example, Fe and Ru, the antibonding states
lie well above the Fermi-level and are therefore mostly
empty. This results in a strong oxygen-metal bonding
[11,88]. For the elements further to the right in the
periodic table, the d-bands are lower in energy, and the
metal-d/2p antibonding orbitals move down in energy
towards the Fermi level, causing a higher occupation of
the antibonding levels. The result is a weaker oxygen
binding. For Cu, Ag, and Au, the d-band has moved to
such a low energy, that the metal-d/2p antibonding
states are essentially “lled, and hence these metals have
the lowest binding energy for oxygen in each transition
metal row. The other e�ect is the Pauli repulsion
between the O valence states and the metal d states; for
the noble metals this e�ect dominates. Since the 5d

states are more extended than the 4d states and the 3d
states, the Pauli repulsion is largest here and there is a
weakening of the bond when going down in the periodic
table from Cu to Au. Both bond-weakening e�ects are
most pronounced in the case of Au, which explains the
unique nobleness of Au towards oxygen [11,36].

In spite of the inert character of Au, supported gold
catalysts have been shown to be active for several
reactions. The most studied reaction is CO oxidation.
For this reaction, the general trend is that supported
gold catalysts, which exhibit signi“cant catalytic activ-
ity, always contain gold particles with a diameter less
than approximately 5…6 nm, as Haruta et al. pointed out
already in an early publication [5]. This is illustrated in
“gure 2, showing a compilation of literature data from
the past 10 years for CO oxidation activities at 273 K as
a function of the Au particle diameter for di�erent Au
catalysts [13,22,43,47,54,55,89…94]. The strong depen-
dence of the activity on the Au particle size is obvious. If
we look at only the data with a TiO2 substrate it is seen
that the activity of e.g., 2 nm and 20 nm clusters di�ers
by a factor of more than 100. The di�erences between
particles of the same size for di�erent supports are at
least an order of magnitude smaller; typically they di�er
by a factor of 2…3 [43]. We also note that the results do
not depend strongly on whether the support is reducible
or not. This is clear experimental evidence that the gold
particle size is an important parameter for the catalytic
activity of supported catalysts. In order to gain some
insight into the reason for this particle size e�ect, we

Figure 1. Calculated dissociative chemisorption energies for oxygen
on transition metal surfaces with respect to the molecule in vacuum.
All results are for adsorption at stepped bcc(210) (Fe, Mo, W) and
fcc(211) (other metals) surfaces [86].
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turn to some simple density functional theory calcula-
tions designed to elucidate the origin of the catalytic
activity of small gold particles.

3. Catalytic activity of Au clusters: a simple DFT model

To investigate the reactivity of the gold clusters by
DFT calculations, the CO oxidation reaction is used as a
test reaction. We consider a gold nanoparticle with 10
atoms, “rst as a free particle without support, and later
with a support included. The calculations serve to show
how small particles can be catalytically active, and by
comparing the results to those for extended surfaces, we
can understand in more general terms what character-
izes the active sites of the Au nanoparticles. The 10 atom
cluster used here has a diameter of� 0.7 nm, which is at
the low end of the clusters studied experimentally. It is
mainly chosen to illustrate the e�ects, and not as a
realistic model of the active catalysts.

Figure 3 [37] shows the calculated energy diagram for
the two possible reaction mechanisms for CO oxidation;
one where the O2 is dissociated prior to reaction with
CO and one where molecular O2 reacts directly with CO
on the surface. The calculation is made on an Au10

cluster identical to the one in ref. [37] to illustrate an Au
cluster bound to a support. The bottom layers are
restricted not to move perpendicular to the layers to
mimic the adhesion to the substrate. This is an extremely
simple model and a slightly more realistic one will be

discussed later. We “nd in agreement with ref. [37] that
both O2 and CO adsorb readily on the Au10 cluster. The
reaction of adsorbed O2 and CO to form CO2 and the
subsequent reaction of adsorbed O with another CO
molecule have low barriers [37]. The alternative process
where O2 dissociates directly we “nd to have a sizable
barrier„more than 1 eV in agreement with [56]. This
result is di�erent from that in ref. [37], and we suggest
that the barrier reported in ref. [37] is ”awed by having
too few images included in the Nudged Elastic Band
calculation of the reaction path.

These results clearly indicate that CO oxidation
should be possible at room temperature at the surface of
a Au10 cluster. Both O2, O, and CO bind to the surface
in sharp contrast to the endothermic adsorption energy
on the Au(211) surface, see e.g., “gure 1. This is the “rst
clue why the surface of a nano-sized Au cluster is
chemically very di�erent from close-packed or stepped
surfaces.

Next, “gure 4 shows the results of the calculations for
the O2 mechanism for a Au10 cluster that is anchored to
a rutile TiO2(110) support. The titania surface to which
the Au cluster binds has three oxygen vacancies [95,96].
This model is chosen on the basis of detailed STM
experiments and calculations, which show that Au
clusters bind to TiO2(110) through oxygen vacancies,
and that about one vacancy per three Au atoms is
required to make the cluster stable [95,97]. In this case
the Au/TiO 2 cluster has been allowed to relax freely, and
the structure it assumes is quite di�erent from the model
used in “gure 3.

Two di�erent reaction paths are investigated in “g-
ure 4: one path in which the reaction only takes place on
the Au cluster (shown in path1), and another path where
the substrate takes part in the reaction (shown in path2).
The energy barriers along the two paths are shown in

Figure 3. Calculated reaction energies for CO oxidation on an Au10

custer (shown in inset). The bottom of the cluster is kept “xed in the
direction perpendicular to the support. Both a path involving
dissociation of O2 and one where molecular O2 reacts directly with
CO are shown.

Figure 4. Relaxed geometries of the initial, transition, and “nal states
for CO oxidation on a Au 10 cluster supported on a TiO2(110) surface.
Path 1: CO oxidation takes place on the Au particle, without direct
in”uence of the support. Path 2: CO oxidation takes place at the Au…
TiO2 interface, and involves direct interaction with the support. From
ref. [96].
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“gure 5, where they are compared to the energy barriers
of the reaction on an unsupported Au10 cluster of the
same structure [95,96]. The results in “gure 5 show that
the e�ect of the support on the activation barriers is
quite small. Adding the support, however, results in
stronger bonding of O2, as shown by Hammer et al. and
Hu et al. [57…59,98]. It should be noted that the results
of Hammer at al. and Hu et al. [57…59,98] also involve
low coordinated atoms, but due to constraints of the
models used in their studies, only edges are involved.
The very low barriers in “gure 5 clearly involve
corner atoms with even lower coordination numbers.
We note that the activation barrier found in “gure 5 for
CO oxidation (ca. 0.5 eV) is consistent with the range
(0.1…0.4 eV) measured experimentally [5,22,54,55,89,90,
93,99].

4. The importance of the Au coordination number

The simple model calculations described above point
to corner atoms of the Au10 cluster as the active sites for
O2 and CO bonding and for the CO oxidation process.
In this section we will show that this can be viewed as a
general e�ect of low-coordinated metal atoms, and in
the next section we will show that this can explain semi-
quantitatively the experimentally observed variation of
catalytic activity with particle size.

Figure 6 shows that there is a clear relation between
the adsorption energy of CO and oxygen and the
coordination number of the Au atoms to which these
molecules are attached: The lower the coordination
number, the stronger the bond. The plot includes cal-
culated values for the Au10 cluster and for di�erent
extended surfaces. This dependence points to the coor-
dination number of the Au atoms as an important

parameter. The “gure only includes adsorption energies,
but the same trend is often observed for the transition
state energies [100].

It is important to note the magnitude of the coordi-
nation number e�ects. For the O…Au and O2…Au bond
the variation in bond energy from high to low coordi-
nated atoms is of the order of 1 eV and for CO the e�ect
is only a little smaller. This is a signi“cantly larger e�ect
than e.g., the e�ect of the interaction with the support as
seen in “gure 5.

The coordination number e�ect on the adsorption
energies can be related to changes in the surface elec-
tronic structure [42]. The low coordinated Au atoms
have high lying metal d states, which are in a better
position to interact with the adsorbate valence state than
the low lying states of the high coordination number
states of the close packed surface. We note that this is an
e�ect that is not restricted to Au catalysis. Low coor-
dinated transition metal atoms on surfaces are generally
found to have higher lying d states and to be more
reactive than highly coordinated metal atoms [11,101].

The trend that the CO adsorption strength on Au
surfaces increases with decreasing coordination number
is also re”ected in temperature-programmed desorption
of CO (CO-TPD) on Au single crystal surfaces and well-
de“ned nanoparticles. Figure 7 shows an overview of
TPD traces of CO adsorbed on the Au(211) [102] and
Au(332) [103] surfaces, a sputtered and annealed

Figure 5. Energy pro“les for CO oxidation on a Au10 cluster. Blue
line: Au10 supported on TiO2(110), CO oxidation takes place at the
Au/TiO2 interface (path a); black line: Au10 supported on TiO2(110),
CO oxidation takes place solely on the Au particle (path b); red line:
unsupported cluster with the bottom three atoms kept “xed at the
positions as they would be if the oxide were present.
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Figure 6. The correlation between the binding energies for CO, O2
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(1· 2) single crystal surfaces and from Au nanoparticles supported on
”at Al 2O3 or FeO [39,102…104] assuming a pre-exponential factor of
1013. the error bars indicate the energy range obtained with a pre-
exponential factor between 1011 and 1015 (see “gure 7).
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Au(110)-(1· 2) surface [104], and Au nanoparticles on
Au/FeO and Au/Al 2O3 [39]. A consistent interpretation
of these results is that the desorption around 170…190 K
corresponds to CO adsorbed on defect sites or corner
sites, the desorption around 150 K corresponds to CO
adsorption on the Au(110)-(1· 2) surface, and the
desorption around 110…130 K is due to CO adsorbed on
edges of the nanoparticles, or step sites on the single
crystal surfaces. The assignment of the feature around
170…200 K to defect sites is con“rmed by the fact that it
disappears upon annealing the sputtered Au(110)-(1· 2)
surface. An assignment of the two desorption peaks in
CO-TPD from the Au(211) and Au(332) surfaces to
desorption from step sites (� 190 K) and terraces
(� 130 K) seems unlikely, since the relative intensities of
the two signals is about the same for both surfaces,
despite the fact that the Au(332) surface contains about
twice as much terrace sites compared the Au(211) sur-
face. The higher edge/corner ratio on the Au/FeO sys-
tem re”ects the larger particle size on Au/FeO (5.0 nm)
compared to the Au/Al2O3 system (2.5 nm), as deter-
mined by STM [39]. The estimated CO adsorption
energies, derived from the observed desorption temper-
ature ranges, using the rate equation for “rst order
desorption and assuming a pre-exponential factor
between 1011 and 1015 s-1, are 0.24…0.39 eV for the edge/
step sites (CN = 7), 0.34…0.45 eV for the Au

(110)-(1· 2) surface„in excellent agreement with the
energy range reported by Meier et al. [105]„and 0.38…
0.58 eV for the Au corner and defect sites (CN£ 6).
These values are also indicated in “gure 6, and lends
support to the calculated trends in interaction energies.

There is additional experimental evidence that sup-
ports the notion that low-coordinated Au atoms on
metal surfaces are chemically active. Infrared studies of
adsorbed CO on Au particles indicate that adsorption of
CO is not sensitive for particle size or thickness, except
for very thin particles, which is an expected behavior if
the Au…Au coordination number controls the adsorp-
tion [42]. Oxygen-sputtering of Au(111) results in an
enhanced SO2 uptake [45]. Finally, atomic oxygen
deposited by exposure to an oxygen plasma jet or by
electron-induced dissociation of NO2 on a Au(111)
surface causes a surface roughening, and the sticking
and dissociation probability of O2 increases by more
than 1000 times [46,106,107].

5. Low coordinated Au atoms in supported Au catalysts

In supported Au particles, the atoms in the surface of
the (111) and (100) crystal faces, at the edges, at the
corners, and the atoms at the contact perimeter between
the support and Au particle are in principle accessible
for CO and oxygen, and are therefore possible active
sites. The results of the DFT calculations indicate that
the low coordinated Au atoms are important for the
activity of Au nanoparticles. Obviously, the abundance
of these sites in a supported catalyst depends on the
diameter and the shape of the Au particles. In the fol-
lowing we show how the relative number of low coor-
dinated atoms varies with particle size, “rst using simple
models and subsequently by explicitly counting the
number of low coordinated atoms for well characterized
supported Au catalysts.

Figure 8 shows the fraction of the Au atoms that are
present in the crystal faces, at the edges, and at the
corners of the Au particles for particle diameters
between 1 nm and 9 nm for Au particles shaped as the
top half of a truncated octahedron. The details are given
in the supporting material of ref. [108]. From this “gure,
it is seen that in the size range 2…5 nm the number of
surface atoms is almost constant, while the number of
edge and corner atoms increases substantially. The cal-
culated number of corner atoms is shown as the solid
line in “gure 2, and it is clearly seen that the increase in
the number of corner atoms correlates very well with the
increase of the measured CO oxidation activity of Au
catalysts with decreasing Au particle size observed for
supported catalysts in general. This implies that the
observed general trend for the catalytic activity of sup-
ported Au catalysts can be explained by the expected
amounts of Au corner atoms at the di�erent Au particle
sizes.
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This conclusion is in excellent agreement with the
results obtained from DFT calculations, which show
that adsorption of CO or oxygen does not occur on Au
atoms with a coordination number larger than 7. This
means that that adsorption of CO or oxygen on the
(111) and (100) planes of Au, represented in “gure 2 as
surface atoms (CN = 8 or 9) does not occur. For Au
atoms with a lower coordination number, i.e., edges
(CN = 7), or corners (CN = 5 or 6) adsorption of CO
and oxygen becomes feasible, and therefore these sites
can be catalytically active. The fact that the variation in
the CO oxidation activity with size corresponds with the
estimated number of corner atoms, is an indication that
the contribution of the corner atoms dominates.

From a geometric consideration, it can be derived
that the dependence of the catalytic activity on the
particle diameter is determined by the dimensionality of
the active site. For particles with a given shape, the
number of corner atoms per gold particle is independent
of the particle diameter, d. This means that the catalytic
activity becomes proportional to the number of Au
particles in the supported catalyst. For a given amount
of Au, the number of particles is proportional to 1/d3,
and consequently, the catalytic activity (expressed per
gram or mol Au) is expected to be proportional to 1/d3,
if the reaction occurs at the Au corner atoms. Similarly,
the activity becomes proportional to 1/d2 if the reaction
occurs on the edges or contact perimeter of the Au
particles, and proportional to 1/d if the reaction occurs
on the (111) and (100) crystal faces. The general
expression is a power law in the form ofr/ d(n) 3), where
n is the dimension of the active site: 0 for points (cor-
ners), 1 for edge or perimeter, and 2 for the crystal faces.

By evaluation of n, the dimensionality of the (domi-
nating) active site is obtained, and thus it can be deter-
mined whether the reaction takes place at the corners,
edges or perimeters, or crystal faces of the Au particles.
Overbury et al. applied this approach in a recent study

of Au/TiO 2 catalysts (4.5 and 7.2 wt%), using EXAFS
combined with CO oxidation activity measurements
[94]. In these experiments, the particle size was varied by
applying di�erent annealing procedures. The particle
size was then derived from the Au…Au coordination
number determined by EXAFS. These results are rep-
resented in “gure 9, showing the logarithm of the mea-
sured activities as a function of the logarithm of the Au
particle size. From the slope in these graphs, it is found
that the rate varies with d) 2 to d) 2.4 for the catalyst with
a 4.5 wt% Au loading, and d) 2.9 to d) 3.0 for the catalyst
with a 7.2 wt% loading. The corresponding dimen-
sionality of the active sites in the 4.5 wt% Au/TiO2

catalyst is 0.6…1, which would correspond to a contri-
bution of both corners and edges. The dimensionality in
the 7.2wt% Au/TiO 2 catalyst is 0, which points to cor-
ner atoms as the active sites. These experimental results
obtained from supported Au catalysts are in good
agreement with the conclusion that low-coordinated Au
atoms are required for catalytic activity [43].

The power law relation between catalytic activity and
Au particle diameter presented above is quite easy to
apply, but it represents a simple model that cannot
account for particle size distributions and di�erences in

Figure 8. Calculated fractions of Au atoms at corners, edges, and
crystal faces in uniform nanoparticles consisting of the top half of a
truncated octahedron as a function of the Au particle diameter.

Figure 9. Activity at 298 K (bottom) and at 273 K (top) as a function
of the Au particle diameter for two series of Au/TiO2 catalysts,
containing 4.5 and 7.2 wt% Au., respectively. The particle size has
been varied by heat treatment at various temperatures between 423
and 773 K. The rate is expressed per total amount of Au. Best power
law “ts to the data (excluding the two encircled points) are shown for
each catalyst. Reproduced from ref. [94].
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particle shape. Recently, a more advanced model was
developed, that is capable of handling particle size dis-
tributions and variations in Au particle shape. In this
model, which is based on measurements of the sizes and
volumes of the individual Au particles by High Angle
Annular Dark Field-Scanning Transmission Electron
Microscopy (HAADF-STEM) [108], the Au particle
geometry in a supported gold catalyst is described as the
top slice of a truncated octahedron, a geometry that is
consistent with an fcc crystal structure [109]. The num-
ber of atoms at the edges of the truncated octahedron
(m) and the particle thickness (l) can be varied inde-
pendently of each other, and the complete geometric
model of the supported Au particles then consists of a
two-dimensional distribution function with m and l as
parameters. An example of such a distribution is given
in “gure 10, which shows the distribution of Au particle
size and shape in a supported Au/TiO2 catalyst [108].
The local environment of each Au atom is known in
these geometric models, and the number of Au atoms in
speci“c locations, e.g., corners, edges, contact perimeter,
crystal faces, is readily estimated. Using this method to
count atoms in di�erent con“gurations, it is possible to
relate the knowledge on the atomic scale obtained from
surface science studies and DFT calculations to the
measured activity of supported Au catalysts.

By combining the analysis of the Au particle geom-
etry with activity measurements, the turn-over frequency

at speci“c sites, e.g., corners, can be calculated. This has
been done for a supported Au/TiO2, Au/MgAl 2O4 and a
Au/Al 2O3 catalyst, all containing approximately 4 wt%
Au [47]. The activity of these three catalysts was mea-
sured at 273 K and 1 atm, using a feed of 1% CO and
21% O2 in Ar, after annealing the freshly prepared
catalysts for 1 h at 400� C in the same gas mixture.
Figure 11 shows the Au-L3 X-ray absorption edges
(XANES) for these catalysts after this heat treatment,
together with the corresponding edges for Au2O3 and
Au-foil as a reference. This clearly shows that all Au in
these supported catalysts is present as metallic Au, and
the catalytic activity of these catalysts must therefore be
ascribed to metallic Au.

Figure 12 shows the measured activities of these
catalysts as a function of the time on stream;t = 0 is
de“ned as the time at which the reactor temperature
reached 273 K after the heat treatment [47]. The Au/
MgAl 2O4 and Au/Al 2O3 catalysts reach the steady state
rather quickly, while the Au/TiO 2 shows a slower
deactivation. After 10…15 h on stream, all catalysts
reached a rather constant activity. The activities of the
Au/TiO 2, Au/MgAl 2O4 and Au/Al 2O3 catalysts in this
study are 8.8 mmol/gcat s, 4.8 mmol/gcat s, and
4.2 mmol/gcat s, respectively [47]. These “nal activities
are indicated by the arrows in “gure 2, and it can be seen
that the values are consistent with the general trend for
the CO oxidation activity for Au catalysts. By combin-
ing the activity data and the geometric models for these
catalysts, the turn over frequency per Au corner atom
becomes 0.8 s) 1 for both the Au/TiO 2 and the Au/
MgAl 2O4 catalysts, and 0.2 s) 1 for the Au/Al 2O3 cata-
lyst. This result shows that the di�erent activity of the

Figure 10. Example of a two-dimensional particle geometry distribu-
tion for a Au/TiO 2 catalyst containing 4.4 wt% Au after heating to
400 � C for 1 h and approximately 15 h on stream at 273 K in an
atmosphere of 1% CO/21% O2 in Ar. The particle geometry is
determined from a HAADF-STEM characterization of the catalyst
after reaction. The area of the circles indicates the fraction of the Au
particles with the indicated edge length (horizontal axis) and number
of layers (vertical axis). The two most abundant geometries are drawn
as examples of the general Au particle geometry in the geometric
model. Data from ref. [108].
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Au/TiO
2

and the Au/MgAl 2O4 catalysts can be entirely
explained by the di�erent amount of corner-Au atoms in
these catalysts, despite the fact that TiO2 is a reducible
support and the MgAl2O4 support is not. The turn over
frequency for Au/Al 2O3 is approximately 4 times lower.
We note that the Au particles on Al2O3 have a very
di�erent shape, being much ”atter and this may result in
a di�erent support e�ect in this case. This is unresolved
at the present.

It is important to note that by ascribing the depen-
dence of the catalytic activity on the Au particle size to a
higher density of active sites (corner atoms), the turn-
over frequency (per corner atom) doesnot depend on the
particle size; it is the same in both small and large par-
ticles. This is fundamentally di�erent from the quantum-
size e�ect [6,7,22,48], which ascribes the activity of small
Au particles to a particle-size dependent turn over fre-
quency, arising from changes in electronic structure as
the particle size decreases. Though quantum-size e�ects
are de“nitely important for very small particles, con-
taining only a few atoms [110…112], they seem not to be
necessary to explain the catalytic e�ect for supported Au
particles on Au/TiO2 and Au/MgAl 2O4 larger than
about 1.5 nm.

A consequence of the requirement for low-coordi-
nated Au atoms is that large particles can be catalyti-
cally active as well, with essentially the same turn over
frequency per active site as small particles. To obtain a
measurable activity, a su�cient amount of Au atoms
with a low coordination number must be available. This
is often not the case in supported catalysts containing a
few large particles and no small particles (see “gure 8).
By applying surface sensitive techniques on single crystal
surfaces or ”at model systems, it has been shown that
continuous Au surfaces are capable of adsorbing CO or

atomic oxygen, and can be active catalysts for CO oxi-
dation provided that low coordinated Au atoms are
present on the surface. Adsorption of CO takes place on
the stepped Au(211), Au(322), and the Au(110)-(1· 2)
reconstructed Au single crystal surfaces [102…104,113],
or a Au tip in “eld emission microscopy [114], while the
Au(111) or Au(100) surfaces are inert. Likewise, CO
oxidation has been shown on the Au(110)-(1· 2) surface
or an unannealed continuous “lm of Au on TiO2

[115,116]. In conclusion, the Au…Au coordination
number is the critical parameter to obtain catalytically
active Au particles, rather than the particle size itself. In
supported high-surface area catalysts, however, small
particles are generally required to obtain a large amount
of low-coordinated Au atoms.

6. In”uence of the support

Many of the factors that in”uence the performance
of supported Au catalysts are in some way connected
to the support. The result that the turn over fre-
quencies for the Au/TiO2 and Au/MgAl 2O4 supported
catalysts are the same (per corner atom) indicates that
the support does not a�ect the turn over frequency in
these cases, or that the two di�erent supports a�ect
the turn over frequency in the same way. The two
supported catalysts do not have the same overall
activity, so there is a clear indirect in”uence of the
support in these catalysts: The support determines the
size and shape of the Au particles, and consequently
the amount of low-coordinated Au atoms. This type
of indirect support e�ect has been proposed earlier
[44,97,117,118] and implies that the Au/support
interface energy is an important parameter that
determines the “nal shape and size of the Au particles
[119,120]. The interaction between the Au particles
and the Al2O3 support is signi“cantly stronger com-
pared to the TiO2 and MgAl 2O4-supports [108], and it
can be speculated if this is related to the observed
lower turn over frequency per corner atom for Au/
Al 2O3 [47,108]. For Au/TiO2, it has been shown that
Au exclusively binds on the oxygen vacancies in the
TiO2 surface, and that the interface energy depends on
the number of oxygen vacancies under the Au particle
[97]. As a consequence, for the Au/TiO2 catalysts, the
“nal shape of the Au particles depends on the defect
density in the support.

Another support e�ect that has been discussed
intensively is support-mediated oxygen transport. In this
model, oxygen is released from the oxidic support,
which di�uses over the support surface to the edges of
the Au particles, where the CO oxidation reaction takes
place. According to this model, application of reducible
oxides results in more active catalysts. However, the
similar turn over frequency found for the Au/TiO 2 and
Au/MgAl 2O4 catalysts implies that such a support

4x10-4

3

2

1

0

g/l
o

m /  etar 
n

oita
dix

o 
O

C
tac

s 

151050

Time on stream  / h

Au/TiO 2

Au/MgAl 2O4

and Au/Al 2O3

Au/TiO 2

Au/MgAl 2O4

Au/Al 2O3

1.5x10
-5

1.0

0.5

0.0
1514131211109

Figure 12. CO oxidation activity of a 4.4 wt% Au/TiO 2, 4.1 wt% Au/
MgAl 2O4, and a 4.0 wt% Au/Al 2O3 catalyst during reaction at 273 K
in 1% CO/21% O 2 in Ar during the “rst 10…15 h of operation. The
inset shows an enlargement of the “nal part, indicating that the Au/
TiO2 catalyst is about twice as active as the Au/MgAl2O4, and Au/
Al 2O3 catalysts. From ref. [47].
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mediated oxygen transport does not take place on the
Au/TiO 2 catalyst: Since the MgAl2O4 support is not
reducible, support mediated oxygen transport is not
possible, and the similar turn over frequency for the Au/
TiO2 and Au/MgAl 2O4 supports indicate that the
in”uence of the support on the turn over frequency is the
same for these catalysts. Likewise, the lower turn over
frequency for the Au/Al 2O3 catalyst is not the conse-
quence of lack of surface mediated oxygen transport,
since both the MgAl2O4 and Al2O3 supports are irre-
ducible. Therefore, support mediated oxygen transport
does not seem to play an important role in the Au/TiO2,
Au/MgAl 2O4 and Au/Al 2O3 catalysts.

The absence of surface mediated oxygen transport in
Au catalyzed CO oxidation is corroborated by isotope
labeling studies of the CO oxidation reaction on Au/
TiO2 and Au/Al 2O3, which show that the CO2 does not
contain oxygen originating from the support [121].
Furthermore, the activities of a Au/TiO2, Au/Al 2O3,
Au/ZnO, and Au/ZrO 2, catalysts do not follow the
trend expected from the reducibility of the support
[35,118,122]. A recent report of an active and stable
LaPO4

) supported Au catalyst proves that non-oxidic
supports can also be used [123], which further supports
the idea that support-mediated oxygen transport does
not necessarily contribute to the CO oxidation activity
of Au catalysts.

Even if the support does not supply the oxygen for
the CO oxidation reaction, it may still play a role in the
binding of oxygen on the supported Au catalyst as dis-
cussed above. The energy diagram shown in “gure 5 for
instance shows that in the support-mediated reaction
path, the oxygen binding is stronger [95,96], while the
activation energy for CO oxidation is about the same as
for the metal-only reaction pathway. The stronger
binding of the oxygen may have a positive e�ect on the
catalytic activity, as “rst proposed by Molina and
Hammer [57,58,61]. The extra bonding at the gold-oxide
interface can be viewed as a promotion of the oxygen
adsorption much like the promotion of N2 adsorption
by alkali metals in ammonia synthesis catalysts
[124…127]. Similar e�ects can be obtained by addition of
other promoting metal oxides [19,20,31,128,129].

7. Conclusions

The general trend that the activity of supported Au
catalysts increases with decreasing Au particle size can
be related to the number of low coordinated Au atoms
present in the Au particles. Density functional (DFT)
calculations of adsorption of CO and oxygen on Au
show that adsorption on the densely packed surfaces is
generally di�cult or thermodynamically not possible,
while adsorption becomes feasible on Au atoms with a
lower coordination number. The e�ect of the Au coor-
dination number on the adsorption strength of CO and

oxygen is larger than other electronic e�ects, or strain,
and is therefore a crucial parameter for the catalytic
activity of Au.

The adsorption energies estimated from temperature
programmed desorption of CO on Au(332), Au(211),
Au(110)-(1· 2) surfaces, and Au nanoparticles are consis-
tent with the expected values from Au coordination number
in these systems, thus supporting the calculated relation
between coordination number and adsorption energy.

In supported Au catalysts, the most reactive low-
coordinated Au atoms are the ones located on the cor-
ners of the Au particles. The estimated amount of corner
atoms from a simple particle model consisting of uni-
form particles with a truncated-octahedral geometry
follows closely the observed general trend of increasing
CO oxidation activity with decreasing particle size. This
is the “rst indication that the activity of Au particles is
largely determined by the number of low coordinated
Au atoms. More detailed studies of the relation between
Au particle structure and catalytic activity for supported
Au/TiO 2, Au/MgAl 2O4, also point to a proportional
relationship between the activity and amount of corner
atoms in these catalysts.

The activity of Au/Al 2O3 is lower than expected. A
possible explanation is that the support e�ect in Au/
Al 2O3 is di�erent compared to the TiO2 and MgAl 2O4

supports. The nature of this di�erent support e�ect is
unknown at the moment. A direct oxygen supply from
the support, however, can be ruled out for Au/TiO2, Au/
MgAl 2O4, and Au/Al 2O3 catalysts. Since adsorption and
activation of oxygen on metallic Au is di�cult, it seems
likely that these support e�ects are related to binding of
oxygen on the catalyst.

The interface energy between Au and the di�erent
supports plays a crucial role in determining the struc-
tural and chemical properties of the catalysts. During
the synthesis of the catalysts, the properties of the sup-
port surface (i.e., quality and number of nucleation sites)
in”uence the size, dispersion and morphology of the Au
nanoparticles, and thereby the concentration of active,
low coordinated sites. During catalytic operation the
interface energy has a signi“cant in”uence on the sta-
bility of the particles. Sintering of the nanoparticles can
probably be partly suppressed by having a large inter-
face energy present.

The fact that supported Au catalysts are active for a
number of catalytic reactions at signi“cant lower tem-
peratures than more traditional catalysts makes them
interesting for many technical applications. The lower
reaction temperature will result in signi“cant savings in
both capital and operational costs and has the potential
of increasing the selectivity of the various catalytic
reactions making the reactions ••cleaner••. In speci“c
applications, such as exhaust and air cleaning and clean-
up of hydrogen streams to low temperature PEM fuel
cells, low reaction temperatures are a must and the Au
catalysts may have a future in these technologies. Also
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in neighboring “elds, like electrocatalysis and sensor
technology, technological applications of nanoparticles
of Au may be realized.

Understanding the catalytic behavior of nanosized
gold particles represents a very interesting challenge to
our general understanding of heterogeneous catalysis.
We have pointed to several factors which may contrib-
ute: the presence of low-coordinated Au atoms and
promotion e�ects at the gold-support interface, but
more work is clearly needed to unravel, in particular, the
e�ects of the support.
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[110] B. Yoon, H. Häkkinen and U. Landman, J. Phys. Chem. A 107

(2003) 4066.
[111] X. Wu, L. Senapati, S.K. Nayak, A. Selloni and M. Hajaligol,

J. Chem. Phys. 117 (2002) 4010.
[112] G. Mills, M.S. Gordon and H. Metiu, Chem. Phys. Lett. 359

(2002) 493.
[113] J.M. Gottfried, K.J. Schmidt, S.L.M. Schroeder and

K. Christmann, Surf. Sci. 511 (2002) 65.
[114] T. Bar, T.V. De Bocarme, B.E. Nieuwenhuys and N. Kruse,

Catal. Lett. 74 (2001) 127.
[115] J.M. Gottfried and K. Christmann, Surf. Sci. 566…568 (2004)

1112.
[116] J.D. Stiehl, T.S. Kim, C.T. Reeves, R.J. Meyer and C.B.

Mullins, J. Phys. Chem. B 108 (2004) 7917.
[117] J.-D. Grunwaldt, C. Kiener, C. Wögerbauer and A.J. Baiker,
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Chem. Soc. 128 (2006) 917.
[119] S.C. Parker, A.W. Grant, V.A. Bondzie and C.T. Campbell,

Surf. Sci. 441 (1999) 10.
[120] L. Zhang, F. Cosandey, R. Persaud and T.E. Madey, Surf. Sci.

439 (1999) 73.
[121] J.T. Calla and R.J. Davis, J. Catal. 241 (2006) 407.
[122] M. Maciejewski, P. Fabrizioli, J.D. Grunwaldt, O.S. Becker

and A. Baiker, Phys. Chem. Chem. Phys. 3 (2001) 3846.
[123] W. Yan, S. Brown, Z. Pan, S.M. Mahurin, S.H. Overbury and

S. Dai, Angew. Chem. Int. Ed. 45 (2006) 3614.
[124] G. Ertl, S.B. Lee and M. Weiss, Surf. Sci. 114 (1982) 527.
[125] J.K. Nørskov, S. Holloway and N.D. Lang, Surf. Sci. 137

(1984) 65.

T.V.W. Janssens et al./Insights into the reactivity of supported Au nanoparticles 25



[126] S.R. Bare, D.R. Strongin and G.A. Somorjai, J. Phys. Chem. 90
(1986) 4726.

[127] J.J. Mortensen, B. Hammer and J.K. Nørskov, Phys. Rev. Lett.
80 (1998) 4333.

[128] R.J.H. Grisel and B.E. Nieuwenhuys, J. Catal. 199 (2001) 48.

[129] R.J.H. Grisel, C.J. Weststrate, A. Goossens, M.W.J. Craje,
A.M. Kraan and B.E. Nieuwenhuys, Catal. Today 72 (2002)
123.

T.V.W. Janssens et al./Insights into the reactivity of supported Au nanoparticles26


