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Abstract—Although the field of automatic speaker recognition (ASR) has been the subject of extensive research over the past decades, the lack of robustness against background noise has remained a major challenge. This paper describes a noise-robust speaker recognition system that combines missing data (MD) recognition with the adaptation of speaker models using a universal background model (UBM). For MD recognition, the identification of reliable and unreliable feature components is required. For this purpose, the signal-to-noise ratio (SNR) based mask estimation performance of various state-of-the art noise estimation techniques and noise reduction schemes is compared. Speaker recognition experiments show that the usage of a UBM in combination with missing data recognition yields substantial improvements in recognition performance, especially in the presence of highly non-stationary background noise at low SNRs.

Index Terms—Automatic speaker recognition (ASR), mask estimation, mel frequency cepstral coefficient (MFCC), missing data, noise robustness, universal background model (UBM).

I. INTRODUCTION

WHEREAS single speaker recognition can be performed quite robustly in clean acoustic conditions, the recognition performance severely degrades in the presence of background noise [1]. The reduced performance is caused by the mismatch between the features which have been learned by the classifier under clean acoustic conditions and the features which are observed in adverse acoustic scenarios. Common approaches to reduce this mismatch are feature compensation methods such as cepstral mean subtraction [2] and relative spectral (RASTA) processing [3].

In contrast to compensating for the effect of environmental noise, a major step towards noise-robust speaker recognition is to modify the structure of the recognizer such that it only considers feature components which are believed to contain reliable information about the target signal. Considering a two-dimensional time–frequency (T–F) representation of a noisy speech signal, some T–F components will be dominated by the target signal, whereas other regions will be contaminated by background noise. In missing data (MD) recognition, the classification is performed only on that part of the observed spectro-temporal feature space that is believed to be reliable [4]. Two different approaches exist to deal with missing features. Imputation refers to the technique of replacing missing features with an estimate of the feature value, whereas marginalization basically ignores missing features. Marginalization has been shown to be superior to imputation in the context of speech recognition [4]. In order to perform marginalization, a mask is constructed which classifies the feature space into reliable and unreliable components. Like the spectral feature space, the mask is defined as a function of time and frequency. In the second step, the classification is solely based on the reliable feature components whereas the unreliable components are assumed to be masked by the background noise.

One major drawback of the MD framework is that it needs to be based on spectral features. This limitation is caused by the required correspondence between the mask and individual feature components. In contrast to spectral features, mel frequency cepstral coefficients (MFCCs) are orthogonalized by the discrete cosine transform (DCT) and therefore can be used for a more compact feature representation [5], where each cepstral feature is representing properties of the global spectral shape. As a result, cepstral features are more accurately modeled by recognizers which commonly assume independence of feature components (e.g., diagonal Gaussian mixture models). This may account for the better accuracy of cepstral-based recognition systems under clean acoustic conditions compared to MD-based recognition systems [4], [6]. It is also interesting to note that in the context of automatic speech recognition, the performance of an MD-based speech recognizer significantly decreases as the vocabulary size increases [7], which is generally less problematic for cepstral-based recognition systems. Possibly a similar effect may occur for speaker recognition, where the number of speakers which can be discriminated using the spectral feature representation may be limited due to the covariance between the feature components, which is not effectively modeled by a diagonal covariance matrix. Thus, whereas MD systems provide considerable advantages over cepstral-based techniques in terms of noise robustness, MD systems are limited by their inherent dependence on spectral features and therefore, a proper modeling of the speaker-dependent characteristics becomes especially important for MD-based recognition systems in order...
to provide a substantial benefit over conventional MFCC-based recognizers.

Many state-of-the-art speaker recognition systems approximate the speaker-dependent distribution of features by Gaussian mixture models (GMMs) [8]. GMM-based speaker models are predominantly used for MD-based speaker recognition [9]–[14]. In cepstral-based speaker recognition systems, the usage of an universal background model (UBM) in combination with GMMs is well established and was shown to outperform GMM-based speaker recognition [15]. A UBM represents the speaker-independent distribution of features and speaker models are obtained by adapting the well-trained UBM parameters to the speaker-dependent speech material. Despite its superior performance, the possible benefit of using a UBM in combination with MD-based speaker recognition has not been investigated.

In this study, we combine the UBM-based adaptation of speaker models with missing data recognition. It is expected that the representation of spectral features can be substantially improved by using a UBM model, especially for recognizing speakers for which there is a limited set of training material. Because the UBM is trained on the pooled speech material of many speakers, it is possible to significantly increase the number of Gaussian mixture components and therefore, develop a more precise model of the feature distribution without the risk of over-training. In order to show the potential benefit of combining missing data with the UBM-based adaptation of speaker models, a missing data mask is required that indicates whether a feature component is reliable or missing. Because the estimated mask is the most critical component in missing data systems that limits the overall recognition performance, an extensive comparison of methods for estimating the missing data mask based on the local signal-to-noise ratio (SNR) is performed. Therefore, various strategies for obtaining an estimation of the noise and the clean speech spectrum are systematically compared and evaluated in non-stationary noise conditions. In this way, the best performing method for the GMM-based missing data recognizer is found and will serve as a baseline for the newly proposed approach.

The remainder of the paper is organized as follows. Section II gives an overview about missing data classification, the adaptation of UBM-based speaker models and discusses various ways to derive an estimate of reliable feature components based on a local SNR criterion. Section III outlines the evaluation procedure and the baseline system. In Section IV, speaker recognition experiments are conducted to analyze the benefit of using a UBM in combination with MD recognition and to evaluate various mask estimation procedures. Section V summarizes the main findings and concludes the paper.

II. AUTOMATIC SPEAKER RECOGNITION SYSTEM

In this section, the missing data-based speaker recognition system and the adaptation of speaker models from a UBM are described. Furthermore, various methods will be presented for deriving the required missing data mask based on the spectral estimation of the noise and speech components.

A. Missing Data Recognition Using Adapted Gaussian Mixture Models

Gaussian mixture models are used to approximate the probability distribution of the D-dimensional feature vector $\tilde{x}$ for the task of speaker recognition. Assuming $K$ diagonal Gaussian mixture components, the probability density function (pdf) of a GMM is given by [8]

$$p(\tilde{x}|\lambda) = \sum_{c=1}^{K} \frac{1}{D! \sqrt{2\pi \sigma_{cm}^2}} \exp \left( -\frac{(x_m - \mu_{cm})^2}{2\sigma_{cm}^2} \right).$$

The model for each specific speaker can be summarized by the following set of parameters

$$\lambda = (w_c, \mu_c, \sigma_c^2) \quad \forall c = 1, \ldots, K.$$  

In missing data recognition, the feature vector $\tilde{x}$ is split into two sub-vectors, according to reliable $R$ and unreliable $U$ components, and both are treated differently during the classification process. The evidence of the reliable feature components is directly used to estimate the likelihood of the speaker identity $\lambda$. Although the unreliable components are assumed to be dominated by additive noise, they do contain information about the maximum energy of the target speech component. The assumption that the unreliable feature components are bounded between zero and the observed spectral energy is exploited by bounded marginalization [4], where the average likelihood is computed across the range of all possible levels that the unreliable components might have had (also called counter-evidence)

$$p(\tilde{x}|\lambda) = \sum_{c=1}^{K} \frac{1}{D! \sqrt{2\pi \sigma_{cm}^2}} \exp \left( -\frac{(x_m - \mu_{cm})^2}{2\sigma_{cm}^2} \right) \times \int_{0}^{x_{\text{high},u}} \int_{x_{\text{low},u}}^{x_{\text{high},u}} N(x_{up} \mu_c u, \sigma_c^2) dx_{\text{up}},$$

The integral in (4) can be evaluated as the vector difference of error functions [4], and (4) can be rewritten as (5), as shown at the bottom of the next page. The bounds were set to $[x_{\text{low},u}, x_{\text{high},u}] = [0, x_u]$. The speaker-dependent set of GMM parameters $\lambda$ listed in (3) is commonly initialized by k-means clustering [16] and further refined using the expectation–maximization (EM) algorithm [17]. The objective of selecting the number of Gaussian components $K$ is to find the minimum model complexity which is required to accurately model the characteristics of all speakers [8]. As discussed in the introduction, instead of
estimating the GMM parameters for each speaker independently, a speaker-independent UBM is used, which is trained on the pooled speech material of many speakers using k-means clustering and the EM algorithm [15]. A speaker-dependent model is derived by adapting the well-trained UBM parameters to the speech material of the corresponding speaker using maximum a posteriori (MAP) estimation. During the adaptation process, only those Gaussian components of the UBM are adapted, which show sufficient probabilistic alignment with the speaker-dependent speech material. In this way, the parameters of Gaussian components which are potentially under-represented are not updated to the new data, making the model adaptation robust even to a small amount of training data [15]. The MAP adaptation was shown to outperform the estimation of GMM parameters using the maximum-likelihood (ML) approach [15].

B. Spectral Features

Spectral features are computed using the short-time Fourier transform (STFT) on a frame-by-frame basis. First, the input signal \( x(n) \) is processed with a first-order pre-emphasis filter using a coefficient of 0.97 in order to enhance the spectral representation of high frequencies. This is a standard pre-processing technique for computing mel frequency cepstral coefficients, which is typically not applied if spectral features are extracted. However, it was found to be beneficial for missing data recognition in pilot experiments. Then, the signal is transformed into overlapping segments and the N-point STFT is computed as

\[
X(i,k) = \sum_{n=0}^{N-1} u(n) x((i-1)L + n) \exp\left(-j \frac{2\pi kn}{N}\right) \tag{6}
\]

where \( i \) indexes the frame number, \( k \) represents the frequency bin index corresponding to the frequency \( f(k) = kf_s/N \). \( f_s \) specifies the sampling frequency, \( w \) is a Hamming window function, and \( L \) determines the frame shift in samples. To reduce the number of spectral components, the spectrum \( X(i,k) \) is passed through an auditory filterbank that resembles the frequency resolution of the human auditory system, resulting in an auditory power spectrum

\[
X^2_{\text{FB}}(i,j) = \sum_{k=0}^{N-1} |h_{\text{FB}}(k,j) \times X(i,k)|^2 \tag{7}
\]

for \( j = 1, 2, \ldots, M \), where \( M = 32 \) is the number of auditory filters and \( h_{\text{FB}}(k,j) \) is a matrix containing the frequency-dependent auditory filter weights. The center frequencies \( f_c \) of the auditory filterbank are equally distributed on the equivalent rectangular bandwidth (ERB) scale [18] using a spacing of 1 ERB between 80 Hz and 5000 Hz. The set of triangular auditory filter weights is computed as

\[
h_{\text{FB}}(k,j) = \begin{cases} 
0, & \text{for } f(k) < f_c(j - 1) \\
\frac{f(k) - f_c(j - 1)}{f_c(j) - f_c(j - 1)}, & \text{for } f_c(j - 1) \leq f(k) < f_c(j) \\
\frac{f_c(j) - f(k)}{f_c(j + 1) - f_c(j)}, & \text{for } f_c(j) \leq f(k) < f_c(j + 1) \\
0, & \text{for } f(k) \geq f_c(j + 1). \tag{8}
\end{cases}
\]

In the following, the two-dimensional, time- and frequency-dependent auditory power spectrum will be referred to as T–F representation. Finally, the auditory power spectrum is loudness compressed by raising it to the power of 0.33 to obtain the spectral features which are used for recognition.

C. Mask Estimation

In order to perform missing data classification, a mask is required which classifies the T–F representation into reliable and unreliable components. The underlying concept of the mask is that T–F units are assumed to be reliable if they are dominated by the target source, whereas the unreliable T–F units are considered to be dominated by interfering noise. This formulation implies that the local SNR is known for individual T–F components. To establish an upper performance limit, it is common to employ an ideal binary mask (IBM), which assumes a priori knowledge about the local SNR [4]. It was shown that such an ideal binary mask yields excellent speech recognition performance [4] and can significantly increase speech intelligibility in multi-talker scenarios [19]. Therefore, the estimation of the IBM was suggested to be the main goal of computational auditory scene analysis (CASAS) [20]. Various strategies have been proposed to estimate the IBM based on auditory grouping principles [21]–[23], binaural interaction [24]–[26] and assessing the local SNR [4], [9], [27]. It is, however, outside the scope of this paper to analyze and compare all existing approaches. Because the focus of the present study is to robustly identify speakers in the presence of noise, the mask \( m(\hat{\omega},j) \) is determined by estimating the local SNR in individual T–F units. A local SNR criterion [4] of \( \text{LC} = 0 \) dB is applied to decide whether a T–F unit is reliable

\[
m(\hat{\omega},j) = \begin{cases} 
1, & \text{if } 10 \log_{10} \frac{\hat{SNR}(\hat{\omega},j)}{\text{SNR}(\hat{\omega},j)} > \text{LC} \\
0, & \text{otherwise.} \tag{9}
\end{cases}
\]

The local SNR is obtained by comparing the estimated auditory power spectrum of speech \( \hat{S}^2_{\text{FB}}(\hat{\omega},j) \) to the estimated auditory power spectrum of noise \( \hat{N}^2_{\text{FB}}(\hat{\omega},j) \) in individual T–F units. The estimation of speech and noise components is carried out in the spectral domain before applying the auditory filterbank. This was shown to be superior to performing the spectral estimation

\[
p(\hat{\omega}|\lambda) = \sum_{c=1}^{K} w_c \prod_{r \in R} N(x_{r,c}, \mu_{c,r}, \sigma_{c,r}^2) \prod_{u \in U} \frac{1}{x_{\text{high},u} - x_{\text{low},u}} \frac{1}{2} \left[ \text{erf} \left( \frac{x_{\text{high},u} - \mu_{c,u}}{\sqrt{2}\sigma_{c,u}^2} \right) - \text{erf} \left( \frac{x_{\text{low},u} - \mu_{c,u}}{\sqrt{2}\sigma_{c,u}^2} \right) \right] \tag{5}
\]
within auditory bands [28]. After estimating the spectral magnitude of both speech \( \hat{S}(i, k) \) and noise \( \hat{N}(i, k) \), both spectra are transformed to the auditory domain in analogy to (7):

\[
\hat{S}_\text{FB}(i,j) = \sum_{k=0}^{N-1} |h_{\text{FB}}(k,j) \times \hat{S}(i,k)|^2 \tag{10}
\]

\[
\hat{N}_\text{FB}(i,j) = \sum_{k=0}^{N-1} |h_{\text{FB}}(k,j) \times \hat{N}(i,k)|^2 \tag{11}
\]

Because neither the noise nor the speech spectrum is generally known \textit{a priori}, they need to be estimated based on the noisy signal spectrum \( X(i, k) \). A plethora of methods exist to perform this task and the choice of both the noise estimation technique and the method to obtain an estimate of the clean speech spectrum can potentially influence the quality of the estimated IBM. However, only a few studies have investigated the effect of some basic noise estimation techniques on MD recognition performance [27], [29]. Since the estimated IBM is the most critical component in missing data recognition systems, we will describe the most important methods to derive an estimate of the noise and the speech spectrum and their influence on the estimated IBM will be assessed and systematically evaluated in terms of speaker recognition performance in Sections IV-B and IV-C. A brief explanation of the compared algorithms will be given in the following. For a detailed description, the reader is referred to the corresponding references.

1) Noise Spectrum \( \hat{N}(i, k) \): The estimate of the noise spectrum is derived from the noisy signal spectrum \( X(i, k) \). Various noise estimation techniques have been proposed to deal with stationary and fluctuating noise types. A comprehensive overview and implementational details can be found in [30]. In this study, the most relevant developments are compared in the context of speaker recognition. The most simple method \textit{Initial50ms} is estimating the noise floor by averaging the spectrum of the initial frames [27], assuming that no speech is present. The weighted average method \textit{Hirsch95} introduced by Hirsch and Ehrlicher is using a first order recursion and employs an adaptive threshold to stop the recursion when speech activity is detected [31]. An alternative approach \textit{Lin03} is adjusting the first-order recursion based on the estimated \textit{a posteriori} SNR [32]. More elaborated methods, such as \textit{Doblinger95}, \textit{Cohen02} and \textit{Martin06}, recursively average the noise power by tracking minima in the noisy spectrum [33]–[36]. A modification \textit{Rangachari06} that aims at reducing the adaptation time of the noise estimate especially for highly non-stationary conditions is using a smoothing factor based on speech presence probability [37], [38]. Finally, a modified version \textit{Lin03Mod} of the SNR-dependent recursive averaging [32] was implemented by smoothing the noisy spectrum \( X(i, k) \) with a first-order recursion prior to estimating the SNR-dependent smoothing parameter. The frame-based smoothing was performed with a filter coefficient of \( \eta = 0.6 \) and aimed at reducing the variance of the resulting noise estimate. In Table I, the parameter settings of all evaluated noise estimation techniques are listed. As far as possible, parameters were chosen according to the recommendations of the authors.

2) Speech Spectrum \( \hat{S}(i, k) \): In addition to the estimated noise spectrum \( \hat{N}(i, k) \), an estimate of the clean speech spectrum \( \hat{S}(i, k) \) is required to construct the missing data mask according to (9). In the context of noise reduction, much effort has been directed at improving the perceived quality of the estimated speech signal by attenuating the amount of residual noise while keeping speech and background noise artifacts at a minimum. However, these perceptual constraints are not necessarily relevant for the estimation of the ideal binary mask and it is a question, if perceptual improvements can be quantified in terms of recognition performance. To answer this question, the most common approaches are briefly reported and the influence on the estimated ideal binary mask will be assessed in Section IV-C.

An estimate of the speech spectrum \( \hat{S}(i, k) \) can be derived by subtracting the estimated noise spectrum \( \hat{N}(i, k) \) from the corrupted signal spectrum \( X(i, k) \). The most frequently used technique to accomplish this is to perform spectral subtraction [42] by applying an SNR-dependent gain function in the frequency domain. The residual noise that exhibits strong temporal fluctuations after processing is often referred to as musical noise [43]. To reduce this problem of musical noise in spectral subtraction-based noise reduction schemes, an over-estimation of the noise in combination with introducing a spectral floor was found to be beneficial [44]. In the context of detecting reliable feature components based on spectral subtraction, the optimal over-estimation factor was reported to be close to \( \alpha = 3 \) [10], [45]. An alternative approach is to estimate the optimal minimum mean square error (MMSE) short-time spectral amplitude (STSA), which was reported to significantly reduce the problem of musical noise by recursively smoothing the \textit{a priori} SNR [40], [41]. More recently, model-based approaches [46]–[48] have been reported to further improve the performance of speech enhancement systems especially in the presence of non-stationary noise at the expense of increasing computational complexity, but bearing in mind that the mask estimation is part of the front-end for missing data classification, we limited the estimation of the clean speech spectrum to SNR-based gain functions, which can be efficiently applied in the spectral domain.

To study the effect of the above described approaches on the estimation of the clean speech spectrum, and consequently on the estimation of the ideal binary mask, the following four gain functions are evaluated: magnitude spectral subtraction, power spectral subtraction, MMSE STSA, and MMSE log-STSA. The

<table>
<thead>
<tr>
<th>Method</th>
<th>Parameters</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>Initial50ms</td>
<td>\text{average spectrum over initial 50 ms}</td>
<td>[27]</td>
</tr>
<tr>
<td>Hirsch95</td>
<td>first-order recursion, ( \alpha = 0.9, \beta = 2.5 )</td>
<td>[31]</td>
</tr>
<tr>
<td>Doblinger95</td>
<td>( \alpha = 0.8, \beta = 0.96, \gamma = 0.998 )</td>
<td>[33]</td>
</tr>
<tr>
<td>Cohen02</td>
<td>same as in [34]</td>
<td>[34]</td>
</tr>
<tr>
<td>Lin03</td>
<td>( \alpha_{\text{naal}} = 0.9, Q = 2 )</td>
<td>[32]</td>
</tr>
<tr>
<td>Lin03Mod</td>
<td>( \alpha_{\text{naal}} = 0.9, Q = 2, \eta = 0.6 )</td>
<td>[32]</td>
</tr>
<tr>
<td>Martin06</td>
<td>same as in [36]</td>
<td>[36]</td>
</tr>
<tr>
<td>Rangachari06</td>
<td>same as in [38]</td>
<td>[38]</td>
</tr>
</tbody>
</table>

\(^1\text{The notation of parameters corresponds to the notation in the corresponding reference. Therefore, the same parameter may have a different meaning across references.}\)
gain functions were implemented using the speech processing toolbox VOICEBOX [49]. Parameters of all tested gain functions are listed in Table II. Note that due to the convention in the corresponding references, the parameter $\alpha$ has a different meaning within the spectral subtraction and the MMSE framework. Spectral subtraction-based gain functions are characterized by the over-estimation factor $\alpha$, the spectral floor $\beta$ and the two exponents $\gamma_1$ and $\gamma_2$ in the generalized spectral subtraction scheme, which define the suppression rule to be either magnitude or power spectral subtraction. The MMSE-based gain curves are computed using a smoothing constant $\alpha$ to recursively estimate the a priori SNR.

<table>
<thead>
<tr>
<th>Gain function</th>
<th>Parameters $^1$</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>SpecSubPowC1</td>
<td>$\alpha = 1, \beta = 0.01, \gamma_1 = 1, \gamma_2 = 1$</td>
<td>[39]</td>
</tr>
<tr>
<td>SpecSubPowC2</td>
<td>$\alpha = 3, \beta = 0.01, \gamma_1 = 1, \gamma_2 = 1$</td>
<td>[39]</td>
</tr>
<tr>
<td>SpecSubMagC1</td>
<td>$\alpha = 1, \beta = 0.01, \gamma_1 = 2, \gamma_2 = 0.5$</td>
<td>[39]</td>
</tr>
<tr>
<td>SpecSubMagC2</td>
<td>$\alpha = 3, \beta = 0.01, \gamma_1 = 2, \gamma_2 = 0.5$</td>
<td>[39]</td>
</tr>
<tr>
<td>MMSE-STSAA</td>
<td>$\alpha = 0.98$</td>
<td>[40]</td>
</tr>
<tr>
<td>MMSE-log-STSAA</td>
<td>$\alpha = 0.98$</td>
<td>[41]</td>
</tr>
</tbody>
</table>

$^1$The notation of parameters corresponds to the notation in the corresponding reference. Therefore, the same parameter may have a different meaning across references.

### III. Evaluation Setup

#### A. Acoustic Mixtures

Speaker recognition performance was evaluated on a closed set of 34 speakers (18 males and 16 females) using the SSC database [50]. The database consists of 17,000 clean utterances, 500 utterances per speaker. The audio signals were down-sampled to a sampling frequency of $f_s = 16$ kHz. To ensure that the speech material used to train the UBMs is different from the material used for the speaker recognition experiments, speech files of all 34 speakers were randomly partitioned into two equal sized sets, each consisting of 250 sentences per speaker. The first half was used to train the speaker-independent but gender-dependent UBMs for all recognizers. From the second half of the SSC database (again comprising 250 sentences per speaker), a certain amount of speech files was randomly selected for the speaker recognition experiments presented in Section IV. This limitation of speech files is motivated by the fact that the amount of available speech material is often a constraint for practical applications. The amount of speech material involved in the training of speaker-dependent models (using either a conventional GMM recognizer or the UBM-based adaptation, see Section III-B) and the evaluation of speaker recognition accuracy is reported for each experiment, individually. To investigate the influence on speaker recognition performance, the amount of available speech files is systematically varied in Section IV-D. In general, for each speaker 70% of the available speech material was randomly selected to train the corresponding speaker model and the remaining 30% was used for evaluation.

Because the assessed recognition accuracy will depend to some extent on the random selection of the training and the testing material, results are reported as the mean speaker identification accuracy over a series of 20 simulations, each containing a new randomly selected set of speech files for training and testing. Speaker recognition experiments were performed on either the full set of 34 speakers or with a subset of 10 randomly selected speakers. For each of the 20 simulations, a new subset of 10 speakers was randomly selected from the set of 34 speakers. In the testing phase, utterances were digitally mixed at various SNRs with noise signals drawn from the NOISEX database [51]. Five different noise types were used for evaluation: factory noise, cockpit noise, speech babble, destroyer operation engine noise and car noise. The SNR was computed by comparing the A-weighted energy of the speech signal to the A-weighted energy of the noise signal. The A-weighting filter was applied to ensure that the SNR is adjusted predominantly within the frequency range that is relevant for speech. The design of the A-weighting filter was implemented according to [52]. To prevent that the energy of speech is underestimated due to silent parts, an energy-based voice activity detector (VAD) was used to only consider signal segments with relevant speech activity. A frame was considered to contain relevant speech activity, if its level energy was within 40 dB of the global maximum.

#### B. GMM and UBM Parameters

In this study, two different types of recognizers were used to model the speaker-dependent distribution of features. The first recognizer, denoted as GMM, was a conventional GMM recognizer. Based on features extracted from the speaker-dependent speech material, speaker models were first initialized by 20 iterations of the $k$-means algorithm and further trained using the EM algorithm. The EM algorithm iteratively refines the model parameters $\lambda$ by maximizing the likelihood of the resulting GMM. The stopping criterion of the EM algorithm was set to $10^{-5}$ with a maximum of 300 iterations. The second recognizer, referred to as GMM-UBM, utilized two gender-dependent UBMs, reflecting the distribution of speaker-independent features for male and female speech, respectively. The training of both UBMs involved one half of the SSC database (see Section III-A) and was accomplished by 20 initial $k$-means iterations followed by the EM algorithm using a stopping criterion of $10^{-5}$ with a maximum of 300 iterations. Speaker-dependent models were obtained by adapting the trained UBM parameters to the speaker-dependent speech material. Therefore, first the gender selection was performed by selecting the UBM which showed the higher probabilistic alignment with the speaker-dependent speech material. Second, as suggested by [15], only the mean vectors of the UBM were adapted using a relevance factor of 16. The adaptation was performed by ten iterations of the EM algorithm. Note that the two recognizers were used both within the MD framework and also to represent the MFCC-based feature vectors (see Section IV-E). Only speech material with relevant speech activity was included in the training stage of both systems by using the previously described VAD.

$^2$The GMM modeling was performed using the NETLAB package [53].
C. Baseline System

A conventional robust speaker recognition system was trained using a 26-dimensional feature vector consisting of 13 static MFCC coefficients, including the 0th order coefficient, and first order temporal derivatives, so called delta coefficients. The static MFCC coefficients were computed using the RASTAMAT toolbox [54]. Parameters\(^3\) were chosen to reproduce MFCC coefficients according to the hidden Markov models toolkit (HTK), which is a commonly used front-end for speaker recognition experiments. The delta coefficients were computed using the trend derived from linear regression over a window of five frames [55]. In a pilot experiment, it was observed that the additional use of second-order temporal derivatives, so called acceleration coefficients reduced speaker recognition performance at low SNRs and therefore, acceleration coefficients were not appended. Cepstral mean and variance normalization (CMVN) was applied for improved robustness, where the feature statistics are measured over the duration of one utterance [56], [57]. Compared to cepstral mean normalization (CMN) [2], CMVN substantially improved MFCC-based recognition performance.

IV. EXPERIMENTS

A series of speaker recognition experiments was conducted. The first experiment investigated the benefit of combining MD recognition with the UBM-based adaptation of speaker models under idealized conditions, assuming that the required ideal binary mask is known \textit{a priori}. In reality, the IBM is not known and needs to be estimated. Therefore, experiments two and three aimed at exploring various techniques to estimate the IBM in a variety of different background noise conditions. In addition, a detailed analysis of errors made by the mask estimation process is presented. Based on these findings, the best performing method for estimating the missing data mask was selected in the fourth experiment and the performance improvement with the UBM-based missing data recognizer as a function of available speech material is investigated. Finally, the fifth experiment compared speaker recognition performance of the UBM-based missing data recognizer with a GMM-based MD recognizer and with state-of-the-art MFCC-based recognizers.

A. Experiment 1: Effect of UBM Using an IBM

The first experiment studied the effect of using a UBM within the MD framework. To isolate the effect of the UBM on speaker recognition performance, this initial experiment used the ideal binary mask for MD recognition. In order to further investigate the effect of erroneously classified T–F components on missing data recognition, the ideal binary mask was modified by randomly labeling unreliable T–F units as being reliable. When using the IBM, the recognition performance of both systems \(MD \ GMM \ IBM\) and \(MD \ GMM-UBM \ IBM\) is almost identical. However, it can be seen that the MD recognizer in combination with a UBM is significantly more robust when unreliable T–F components are randomly labeled as reliable. Especially at low SNRs, the advantage of the UBM-based system in terms of speaker recognition accuracy is larger than 12%. When using the \(MD \ GMM\) system, all speaker-dependent model parameters are trained using the training data of one speaker only, and as a result, observations which have not been seen during the training stage can cause erroneous likelihood values which can potentially bias the class decision in very different ways across different speakers. Regarding the UBM-based recognition system, all speaker-dependent models share the same initial model parameters that have been learned based on the pooled speech material of the SSC database. Furthermore, only the mean values of the Gaussian components are adapted to the speaker-dependent training data that show sufficient probabilistic alignment. As a result, the UBM-based system is significantly less sensitive to observations which were not included in the training stage.

B. Experiment 2: Influence of Noise Estimation Algorithms

The second experiment investigated the influence of the noise floor prediction \(\hat{N}(i, k)\) on the estimation of the IBM in

\(melfcc('in', fs, 'lifterexp', -22, 'nbands', 20, 'dctype', 3, 'maxfreq', 8000, 'btype', 'hitkme', 'sumpower', 0, 'wintime', 20e-3, 'hoptime', 10e-3, 'numcep', 13).\) For details, see http://labrosa.ee.columbia.edu/matlab/rastamat/mfccs.html amount of available speech material per speaker was limited to 25 sentences, using 18 for training and 7 for testing. The optimal model complexity of both recognizers, \(MD \ GMM \ IBM\) and \(MD \ GMM-UBM \ IBM\), was individually selected based on pilot experiments. For both systems, a model complexity of 64 Gaussian components was chosen.

The average SNR-dependent speaker recognition accuracy in the presence of factory noise is presented in Fig. 1. Note that the standard error of recognition performance across all 20 simulations was below 2% for all experimental conditions. Open symbols represent the IBM and black symbols indicate that the IBM has been modified by randomly labeling unreliable T–F units as being reliable. When using the IBM, the recognition performance of both systems \(MD \ GMM \ IBM\) and \(MD \ GMM-UBM \ IBM\) is almost identical. However, it can be seen that the MD recognizer in combination with a UBM is significantly more robust when unreliable T–F components are randomly labeled as reliable. Especially at low SNRs, the advantage of the UBM-based system in terms of speaker recognition accuracy is larger than 12%. When using the \(MD \ GMM\) system, all speaker-dependent model parameters are trained using the training data of one speaker only, and as a result, observations which have not been seen during the training stage can cause erroneous likelihood values which can potentially bias the class decision in very different ways across different speakers. Regarding the UBM-based recognition system, all speaker-dependent models share the same initial model parameters that have been learned based on the pooled speech material of the SSC database. Furthermore, only the mean values of the Gaussian components are adapted to the speaker-dependent training data that show sufficient probabilistic alignment. As a result, the UBM-based system is significantly less sensitive to observations which were not included in the training stage.
terms of speaker recognition performance. Independent of the noise estimation technique, the speech spectrum $\hat{S}(i,k)$ was obtained by applying the MMSE log-STSA gain function to the noisy input spectrum $X(i,k)$. Speaker models were trained using a GMM-based missing data recognizer MD GMM with 16 Gaussian components. Speaker recognition accuracy was evaluated on a subset of 10 speakers, involving a total of 25 sentences per speaker (18 sentences for training and 7 sentences for testing). The SNR-dependent recognition accuracy for all evaluated noise estimation techniques is presented in Table III. The upper five panels show recognition performance for different noise types, whereas the last table depicts the average performance over all noise conditions. The corresponding standard error of recognition performance across all 20 simulations was below 2% for all experimental conditions. Results are ranked for different noise types according to recognition performance, starting with the lowest performance for babble noise and ending with the highest performance in the presence of car noise. This ranking coincides with the stationarity of the background noise, ranging from very non-stationary (babble and factory noise) to more stationary conditions (car noise). At an SNR of 20 dBA, no substantial difference was observed between the evaluated noise estimation techniques. Considering lower SNRs, several methods performed well for one particular noise type but recognition performance was considerably lower compared to other methods if the speech material was corrupted by other types of background noise. Rangachari06 performed well under the influence of both cockpit and destroyer noise, but recognition performance was significantly lower than other methods in the presence of factory, babble and car noise. Doblinger95 and Hirsch95 performed best in the condition of cockpit noise but performance was way below Cohen02 and Lin03Mod in all other background noise scenarios. This sensitivity to the type of background noise suggests that the corresponding noise estimation methods are most suitable for certain types of background noise or that the corresponding parameters may have been optimized for a particular noise condition. On average, the recognition performance using Martin06 was about 10% below Lin03Mod at low SNRs, which might have been caused by the rather conservative adaptation of the noise spectrum and the comparably long initialization phase. The overall lowest recognition performance was obtained by Lin03. This method was initially designed to estimate the noise spectrum in auditory bands. Clearly, the spectral variance of frequency bins is much larger than the variation within auditory bands and therefore, this method failed to successfully predict the noise power spectrum. In contrast to the above mentioned techniques, Cohen02 and Lin03Mod were consistently among the best methods across all evaluated noise types. Compared to Lin03, the additional recursion in Lin03Mod significantly increased recognition performance.

In order to gain more understanding of the underlying factors that influence the recognition performance, receiver operating characteristics (ROC) curves [58] were computed by comparing the estimated IBM to the ideal binary mask which was computed using a priori knowledge of the speech and the noise spectra. The ROC graph visualizes the trade-off between correctly identified T–F components which are dominated by the target signal (true positive rate) and misclassified T–F elements which are dominated by background noise (false positive rate). The higher the true positive rate and the smaller the false positive rate, the higher the quality of the estimated IBM. Based on the experimental results reported in Table III, the corresponding SNR-dependent ROC curves are shown for all evaluated noise estimation techniques in Fig. 2. The ROC curves are averaged across all five background noise types. With decreasing SNR,
the true positive rate decreased for all noise estimation techniques. Although Lin03 achieved the highest true positive rates, the false positive rates are above 20% for all SNR conditions. The additional first-order recursion employed in Lin03Mod substantially reduced the false positive rate. It can be seen that the two best performing noise estimation methods Lin03Mod and Cohen02 are most conservative in labeling reliable T–F components, keeping the false positive rate down to about 2%. The small advantage of Lin03Mod over Cohen02 at low SNRs is manifested in a slightly higher true positive rate. Thus, it seems that false positive errors are most problematic for MD recognition using a GMM classifier.

C. Experiment 3: Influence of Speech Estimation Algorithms

In the third experiment, the impact of deriving an estimate of the clean speech spectrum \( \hat{S}(i,k) \) on the estimated IBM was analyzed. The clean speech spectrum is estimated by subtracting the estimated noise floor from the noisy input spectrum using various SNR-based gain curves (see Table II). The objective of those gain curves is to enable maximum noise suppression while simultaneously minimizing the amount of speech distortion. The strength of the noise suppression determines the amount of noise energy which might leak into the estimated speech power spectrum, and consequently, will affect the amount of T–F elements in the estimated IBM which are erroneously identified as reliable components due to the over-estimation of the speech power spectrum.

The MD-based speaker recognition performance for the estimated IBM based on all tested methods to derive an estimate of the clean speech spectrum is presented in Table IV depending on the SNR and the type of background noise. The standard error of recognition performance across all 20 simulations was below 2% for all experimental conditions. The noise floor was estimated by Lin03Mod, which was the most consistent method among all evaluated noise estimation techniques in the second experiment. The remaining experimental conditions were identical to the second experiment (see Section IV-B). Similar to the second experiment, the SNR-dependent ROC curves corresponding to the experimental results in Table IV are presented in Fig. 3. Regarding spectral subtraction-based gain functions, magnitude-based spectral subtraction with an over-estimation factor of 3 SpecSubMag03 enabled the strongest attenuation of the estimated noise and consequently, lowered the level of the estimated speech spectrum. Thus, SpecSubMag03 conservatively selected reliable T–F components and as a result achieved the highest recognition performance among all spectral subtraction-based algorithms. This observation is consistent across all evaluated background noise scenarios and can be confirmed by comparing the corresponding ROC curves, which show systematically decreasing false positive rates for noise reduction schemes with stronger noise attenuation. Although the MMSE-based gain functions MMSE STSA and MMSE log-STSA produced slightly higher false positive rates, MMSE log-STSA outperformed SpecSubMag03 in terms of recognition accuracy, especially in conditions with low SNRs. Whereas moderate improvements are observed in the presence of highly non-stationary noise (babble and factory noise), more substantial benefits of MMSE log-STSA over the spectral subtraction-based methods are found for more stationary scenarios, namely destroyer and car noise. This advantage is presumably caused by the higher true positive rates of MMSE log-STSA, which effectively produced an estimated IBM which is less sparse than the mask obtained by SpecSubMag03.

D. Experiment 4: Effect of UBM Using an Estimated IBM

The first experiment showed a significant benefit when using a UBM within the MD framework under ideal conditions (i.e., when the ideal binary mask is known \textit{a priori}). Consequently, the fourth experiment aimed at verifying this benefit for scenarios in which the ideal binary mask is not known \textit{a priori} and needs to be estimated. Based on findings of the second and third experiment, the IBM was estimated by combining the Lin03Mod noise estimation with the MMSE log-STSA gain function. In addition, the dependency of the reported performance gain on the amount of available speech material is investigated. The speech material that can be used for training and testing the speaker models consists of 250 sentences per speaker, which might not be available for practical applications. Furthermore, the amount of available speaker-dependent speech material and the complexity of the recognizer (number of Gaussian components used by the recognizer) are interdependent and both parameters are expected to influence the comparison between
TABLE IV
EXPERIMENT 3: AVERAGE MISSING DATA SPEAKER RECOGNITION ACCURACY
OVER A SERIES OF 20 SIMULATIONS FOR A SUBSET OF 10 SPEAKERS IN THE
PRESENCE OF DIFFERENT TYPES OF BACKGROUND NOISE. THE IDEAL BINARY
MASK (IBM) WAS ESTIMATED USING THE Lin03Mod NOISE ESTIMATION
TECHNIQUE AND VARIOUS NOISE REDUCTION SCHEMES LISTED IN TABLE II

<table>
<thead>
<tr>
<th>Noise Type</th>
<th>-5 dBA</th>
<th>0 dBA</th>
<th>5 dBA</th>
<th>10 dBA</th>
<th>20 dBA</th>
</tr>
</thead>
<tbody>
<tr>
<td>SpecSubPowerO3</td>
<td>14.64</td>
<td>31.36</td>
<td>61.14</td>
<td>90.71</td>
<td>98.57</td>
</tr>
<tr>
<td>SpecSubPowerO3</td>
<td>19.21</td>
<td>42.50</td>
<td>75.86</td>
<td>95.29</td>
<td>99.14</td>
</tr>
<tr>
<td>SpecSubMagO3</td>
<td>21.93</td>
<td>49.57</td>
<td>83.79</td>
<td>96.79</td>
<td>99.00</td>
</tr>
<tr>
<td>SpecSubMagO3</td>
<td>32.07</td>
<td>67.29</td>
<td>90.71</td>
<td>97.57</td>
<td>99.00</td>
</tr>
<tr>
<td>SpecSubMagO3</td>
<td>28.57</td>
<td>60.36</td>
<td>88.43</td>
<td>97.21</td>
<td>99.00</td>
</tr>
<tr>
<td>SpecSubMagO3</td>
<td>33.07</td>
<td>68.29</td>
<td>91.50</td>
<td>97.71</td>
<td>99.00</td>
</tr>
<tr>
<td>SpecSubLogSTSA</td>
<td>-5 dBA</td>
<td>0 dBA</td>
<td>5 dBA</td>
<td>10 dBA</td>
<td>20 dBA</td>
</tr>
<tr>
<td>SpecSubPowerO3</td>
<td>14.86</td>
<td>28.86</td>
<td>57.71</td>
<td>88.21</td>
<td>98.86</td>
</tr>
<tr>
<td>SpecSubPowerO3</td>
<td>18.93</td>
<td>42.86</td>
<td>77.93</td>
<td>94.79</td>
<td>99.21</td>
</tr>
<tr>
<td>SpecSubMagO3</td>
<td>24.93</td>
<td>54.43</td>
<td>84.14</td>
<td>95.93</td>
<td>98.93</td>
</tr>
<tr>
<td>SpecSubMagO3</td>
<td>35.71</td>
<td>69.57</td>
<td>89.21</td>
<td>96.29</td>
<td>97.81</td>
</tr>
<tr>
<td>SpecSubMagO3</td>
<td>33.43</td>
<td>64.71</td>
<td>86.36</td>
<td>96.07</td>
<td>98.93</td>
</tr>
<tr>
<td>SpecSubMagO3</td>
<td>39.29</td>
<td>70.93</td>
<td>88.86</td>
<td>96.07</td>
<td>98.79</td>
</tr>
<tr>
<td>SpecSubLogSTSA</td>
<td>-5 dBA</td>
<td>0 dBA</td>
<td>5 dBA</td>
<td>10 dBA</td>
<td>20 dBA</td>
</tr>
<tr>
<td>SpecSubPowerO3</td>
<td>15.29</td>
<td>25.50</td>
<td>51.86</td>
<td>85.07</td>
<td>98.93</td>
</tr>
<tr>
<td>SpecSubPowerO3</td>
<td>18.50</td>
<td>37.93</td>
<td>71.79</td>
<td>93.29</td>
<td>99.14</td>
</tr>
<tr>
<td>SpecSubMagO3</td>
<td>21.50</td>
<td>46.86</td>
<td>79.93</td>
<td>94.50</td>
<td>98.93</td>
</tr>
<tr>
<td>SpecSubMagO3</td>
<td>33.79</td>
<td>65.79</td>
<td>86.71</td>
<td>95.64</td>
<td>98.50</td>
</tr>
<tr>
<td>SpecSubMagO3</td>
<td>45.36</td>
<td>74.29</td>
<td>90.74</td>
<td>96.86</td>
<td>99.14</td>
</tr>
<tr>
<td>SpecSubMagO3</td>
<td>50.79</td>
<td>77.14</td>
<td>91.36</td>
<td>96.79</td>
<td>99.00</td>
</tr>
<tr>
<td>SpecSubLogSTSA</td>
<td>-5 dBA</td>
<td>0 dBA</td>
<td>5 dBA</td>
<td>10 dBA</td>
<td>20 dBA</td>
</tr>
<tr>
<td>SpecSubPowerO3</td>
<td>19.21</td>
<td>41.93</td>
<td>76.57</td>
<td>93.50</td>
<td>98.93</td>
</tr>
<tr>
<td>SpecSubPowerO3</td>
<td>47.50</td>
<td>82.21</td>
<td>95.64</td>
<td>98.14</td>
<td>99.00</td>
</tr>
<tr>
<td>SpecSubMagO3</td>
<td>67.57</td>
<td>91.79</td>
<td>96.57</td>
<td>97.93</td>
<td>99.00</td>
</tr>
<tr>
<td>SpecSubMagO3</td>
<td>76.64</td>
<td>91.00</td>
<td>95.43</td>
<td>97.29</td>
<td>98.71</td>
</tr>
<tr>
<td>SpecSubMagO3</td>
<td>86.71</td>
<td>94.71</td>
<td>97.14</td>
<td>98.29</td>
<td>99.03</td>
</tr>
<tr>
<td>SpecSubMagO3</td>
<td>83.50</td>
<td>93.64</td>
<td>96.71</td>
<td>97.93</td>
<td>98.93</td>
</tr>
<tr>
<td>SPEC SubLogSTSA</td>
<td>-5 dBA</td>
<td>0 dBA</td>
<td>5 dBA</td>
<td>10 dBA</td>
<td>20 dBA</td>
</tr>
<tr>
<td>SpecSubPowerO3</td>
<td>16.57</td>
<td>18.50</td>
<td>30.50</td>
<td>52.14</td>
<td>93.71</td>
</tr>
<tr>
<td>SpecSubPowerO3</td>
<td>25.50</td>
<td>39.93</td>
<td>55.71</td>
<td>80.50</td>
<td>98.43</td>
</tr>
<tr>
<td>SpecSubPowerO3</td>
<td>32.36</td>
<td>54.86</td>
<td>72.50</td>
<td>91.86</td>
<td>98.71</td>
</tr>
<tr>
<td>SpecSubPowerO3</td>
<td>71.07</td>
<td>88.14</td>
<td>94.86</td>
<td>97.93</td>
<td>98.36</td>
</tr>
<tr>
<td>SpecSubPowerO3</td>
<td>82.93</td>
<td>91.71</td>
<td>96.43</td>
<td>98.36</td>
<td>98.64</td>
</tr>
<tr>
<td>SpecSubPowerO3</td>
<td>86.14</td>
<td>93.43</td>
<td>96.71</td>
<td>98.07</td>
<td>98.50</td>
</tr>
<tr>
<td>SpecSubLogSTSA</td>
<td>-5 dBA</td>
<td>0 dBA</td>
<td>5 dBA</td>
<td>10 dBA</td>
<td>20 dBA</td>
</tr>
<tr>
<td>SpecSubPowerO3</td>
<td>16.11</td>
<td>29.23</td>
<td>55.56</td>
<td>81.93</td>
<td>97.80</td>
</tr>
<tr>
<td>SpecSubPowerO3</td>
<td>25.93</td>
<td>49.09</td>
<td>75.39</td>
<td>92.40</td>
<td>98.99</td>
</tr>
<tr>
<td>SpecSubPowerO3</td>
<td>33.66</td>
<td>59.50</td>
<td>83.39</td>
<td>95.40</td>
<td>98.91</td>
</tr>
<tr>
<td>SpecSubPowerO3</td>
<td>49.86</td>
<td>76.36</td>
<td>91.39</td>
<td>96.94</td>
<td>98.66</td>
</tr>
<tr>
<td>SpecSubSTSA</td>
<td>55.40</td>
<td>77.16</td>
<td>91.73</td>
<td>97.36</td>
<td>98.96</td>
</tr>
<tr>
<td>SpecSubLogSTSA</td>
<td>58.56</td>
<td>80.69</td>
<td>93.03</td>
<td>97.31</td>
<td>98.84</td>
</tr>
</tbody>
</table>

Both speaker recognition systems MD GMM and MD GMM-UBM. Therefore, the influence of the following parameters is analyzed:

- number of speaker-dependent sentences: 13, 25, 50, 125, and 250 of the SSC database (70% for training and 30% for testing)
- number of GMM components: 16, 32, 64, 128, and 256
- type of recognizer: MD GMM and MD GMM-UBM

The relative difference in speaker recognition accuracy between MD GMM-UBM and MD GMM is presented in the left panels of Fig. 4 as a function of the SNR and the number of Gaussian components. In addition, the right panels show the corresponding absolute speaker recognition accuracy using the MD GMM-UBM recognizer. Speaker recognition was performed on a subset of 20 speakers in the presence of factory noise. The amount of available speech material is systematically increased, ranging from 13 sentences in the top panels to 250 sentences in the bottom panels. It can be observed that the benefit of the MD UBM-GMM is greatest when a limited amount of speech material is available for training. In general, rather moderate improvements are observed for conditions with a high SNR down to 10 dBA, because the corresponding recognition performance is close to 100%, but considerable improvements are achieved for low SNRs. If only 13 sentences of speaker-dependent material are involved in the speaker recognition experiments as depicted in panel (a), the improvement can be as high as 23% for conditions with low SNRs. With increasing availability of speech material, the difficulty of properly training speaker-dependent GMMs decreases and as a consequence, the relative benefit of the UBM-based missing data system decreases. When all 250 sentences per speaker are used [see panel (e)], the benefit of applying a UBM is only about 10% at low SNRs. Overall, the usage of a UBM in conjunction with MD recognition shows a consistent and substantial benefit, especially in challenging noise conditions with low SNR.

The optimal number of Gaussian components moderately depends on the amount of available training material. If the amount of speech material is limited (to up to 25 sentences), the MD GMM-UBM recognizer with 64 Gaussian components performed best. This is consistent with the observation that the UBM-based recognizer with 64 components using the ideal binary mask performed best in the first experiment (see Section IV-A). The use of Gaussian mixture models with a higher complexity led to a decrease in recognition performance [see panels (f) and (g)], which may indicate that the resulting speaker models were overtrained given the limited amount of speech material. Having access to at least 50 sentences of the SSC database, the recognizer with 128 Gaussian mixtures slightly outperformed systems with lower complexity at low SNRs. Speaker recognition performance saturated at a model complexity of 128 Gaussian components and a further increase did not lead to significant improvements.

E. Experiment 5: MD Recognition Versus MFCCs

The last experiment compared the proposed UBM-based missing data recognizer with a conventional MFCC-based recognition system (see Section III-C). The distribution of both spectral and MFCC features was learned by the two classifiers GMM and GMM-UBM (see Section III-B). For MD recognition, the required mask was estimated using the Lin03Mod noise estimation technique and the MMSE log-STSA gain function. Furthermore, MD recognition was performed using the ideal binary mask in order to show the theoretical upper performance limit. In addition to the conventional MFCC-based recognizer, another baseline system is used that employed a noise reduction (NR) stage prior to computing the MFCC feature vector. Among all evaluated methods, the Hirsch95 noise estimation technique in combination with the MMSE log-STSA gain function performed best during initial tests. This pre-processing is indicated by NR. Furthermore, analogously to the ideal binary mask, an ideal noise reduction front-end NR IDEAL was applied that used a priori knowledge about the noise floor. Similar to the first experiment, the optimal model complexity of each recognizer was selected based on pilot experiments. Whereas the two MFCC-based recognizers MFCC GMM and MFCC


Fig. 4. Experiment 4: Speaker identification improvement of the MD GMM-UBM method compared to the MD GMM system on a closed set of 10 speakers in the presence of factory noise. The left panels show the speaker identification improvement as a function of the SNR and the number of Gaussian components for experiments involving (a) 13, (b) 25, (c) 50, (d) 125, and (e) 250 sentences of speaker-dependent speech material. The right panels (f)-(j) show the corresponding speaker identification accuracy of the MD GMM-UBM recognizer. Both speaker identification improvement and speaker identification accuracy are reported as the mean over a series of 20 simulations. The standard error of both measures was below 3% for all experimental conditions.

GMM NR performed best with 32 Gaussian components, all other recognizers utilized 128 Gaussian components.

The average speaker recognition performance is shown in Fig. 5 depending on the SNR. The left panels (a) and (b) represent speaker recognition performance on a subset of 10 speakers, whereas the right panels (c) and (d) show results for the full set of 34 speakers. For each speaker, a total of 25 sentences were used (18 sentences for training and 7 sentences for testing). The standard error across all 20 simulations was below 2% for all experimental conditions. Black symbols signify recognizers that are based on UBM adaptation. According to the results obtained in the second and third experiment, the five background noise types are grouped into two categories, namely highly non-stationary (babble and factory noise) and more stationary scenarios (destroyer, car, and cockpit noise). Speaker recognition performance is separately shown as the average of highly non-stationary (top panels) and more stationary noise conditions (bottom panels).
Fig. 5. Experiment 5: SNR-dependent speaker recognition performance on sets consisting of 10 speakers [panels (a) and (b)] and 34 speakers [panels (c) and (d)], respectively. Results are shown for two groups of background noise scenarios; highly non-stationary [panels (a) and (c)] and more stationary noise conditions [panels (b) and (d)]. Recognition performance is presented as the average recognition performance over a series of 20 simulations. The standard error of the reported recognition performance across all 20 simulations was below 2% for all experimental conditions. Results are presented for two types of recognizers, the MFCC-based recognizers (dashed lines) and the MD recognizers (solid lines). Black symbols indicate that the corresponding recognizers are based on UBM adaptation. The two recognizers marked by crosses utilize a priori information about the noise floor.

Compared to the GMM-based cepstral recognizer MFCC GMM ($\Delta$), the additional use of a UBM (▲) significantly improved recognition performance in all conditions, but already at moderate SNRs, the speaker recognition performance of both MFCC-based recognizers MFCC GMM and MFCC GMM-UBM rapidly decreased. Considering more stationary noise conditions, a consistent and significant performance gain was obtained when noise reduction was performed prior to computing the MFCC features (▼). However, this benefit is noticeably reduced in highly non-stationary conditions, probably because of the inability of the noise estimation technique to quickly adapt to sudden changes in noise level. In turn, MD-based speaker recognition was superior to all MFCC-based recognition systems. In the presence of highly non-stationary noise (babble and factory noise), the usage of an UBM in combination with MD recognition (●) substantially improved recognition performance, especially at low SNRs. The relative performance improvement of the MD GMM-UBM recognizer over the MD GMM system (○) was in the range of 20% at very low SNRs. This improvement was found for both sets consisting of 10 and 34 speakers. Whereas the benefit of the UBM for the MFCC-based recognizer decreased at lower SNRs, the improvement for the MD recognizer in highly non-stationary noise conditions increased with decreasing SNR. Regarding the more stationary noise types, the benefit of the UBM was not significant. One possible explanation might be that for more stationary noise types, the false positive rate of the estimated binary mask is substantially below the error rates obtained in fluctuating noise scenarios. As a result, a larger amount of T–F units is erroneously labeled as speech for fluctuating noise, increasing the mismatch between training and testing. Compared to the GMM-based MD recognizer MD GMM, the UBM-based MD recognizer MD GMM-UBM is not as sensitive to this mismatch, providing a benefit especially for non-stationary conditions.

Considering the MD GMM-UBM system in the presence of both highly non-stationary and more stationary noise scenarios, the speaker recognition performance was close to that of the recognizer using the ideal binary mask MD GMM-UBM IBM for SNRs as low as 5 dBA, which suggests that the Lin03Mod noise estimation combined with the MMSE log-STSA gain function produces high quality missing data masks. Comparing the overall recognition performance between the two sets consisting of 10 and 34 speakers, it can be noticed that the speaker recognition accuracy is lower for the larger set of speakers, especially at lower SNRs. A similar dependency was observed in the context of speech recognition, where the recognition accuracy decreased when the vocabulary size was increased [7].

The fifth experiment also showed the fundamental limitation of noise reduction schemes to improve speaker recognition performance of MFCC-based recognizers in the presence of noise. As long as a priori information about the noise floor is available, the MFCC recognizer including the ideal noise reduc-
tion front-end \textit{MFCC GMM-UBM NR IDEAL} shows excellent recognition performance and is comparable to the MD system using the ideal binary mask \textit{MD GMM-UBM IBM}. However, for MFCC-based recognition, there is a tremendous difference between the system that uses the ideal noise floor and the one that employs the best operating front-end for noise floor estimation \textit{MFCC GMM-UBM NR}. This performance difference between the idealized and the realistic scenario is significantly smaller for the MD recognizer, although both systems employ a similar front-end for noise floor estimation. We believe that this performance gap can be explained by the conceptual difference between both recognizers and the way knowledge about the noise floor is incorporated in both systems. Whereas the MD system only requires a binary decision about the reliability of individual T–F units, the noise reduction front-end needs an accurate estimation of the instantaneous SNR in order to design the noise reduction filter, which is obviously much more difficult. Furthermore, errors in the estimated noise floor will have different effects on speaker recognition performance for both systems. Whereas, e.g., an over-estimation of the noise will cause the estimated binary mask to be more sparse, leaving fewer T–F elements for classification, the noise reduction front-end will attenuate speech which can potentially distort the resulting MFCC feature vector. Our experimental results suggest that the errors induced by the noise estimation are more problematic for MFCC-based recognizers.

V. DISCUSSION AND CONCLUSION

A robust speaker recognition system was presented, which combines missing data recognition with the adaptation of speaker models using universal background models. Compared to a GMM-based recognizer, the additional use of a UBM was shown to be especially beneficial in representing the spectral features in highly non-stationary noise conditions. The improvement was found to depend on the amount of available training material and was greatest for a small amount of speech material, which is often a constraint for practical applications.

The first experiment revealed that a MD recognizer in combination with a UBM was significantly more robust against false positive rates in the ideal binary mask and showed superior speaker recognition accuracy compared to a conventional GMM-based missing data recognizer. This benefit could be confirmed in the fourth experiment for conditions, where the IBM was estimated. One possible explanation is that the speaker models of a conventional GMM-based recognizer are initialized and trained independently. As a result, observations which were not well represented in the training stage can bias the likelihood computation across speaker models in very different ways. This problem is more likely to occur if only a small amount of training material is available or if T–F elements in the estimated IBM are erroneously classified as reliable elements. When using a UBM, all speaker models are equally initialized using the UBM parameters and only those Gaussian components are adapted to the speaker-dependent speech material that show sufficient probabilistic alignment. Thus, the risk of a biased likelihood computation is reduced.

In the context of estimating the ideal binary mask using a local SNR criterion, several noise estimation techniques and gain functions were evaluated. Substantial speaker recognition accuracy differences were found across methods. Among all tested noise estimation techniques, the minima-controlled recursive averaging [34] and a modified version of the SNR-dependent recursive averaging [32] consistently achieved the highest recognition performance across a variety of background noise scenarios. In combination with the aforementioned noise estimation techniques, the MMSE log-STSA gain function clearly outperformed spectral subtraction-based methods in terms of recognition accuracy in all noise conditions. The quality of the estimated IBM was further analyzed by ROC statistics. This analysis revealed that best results are obtained by a conservative labeling of reliable T–F components, which is reflected in a low false positive rate.

Due to the sparsity of the estimated IBM especially in conditions with low SNR, the speaker identification is only based on a fraction of the overall feature space. Further improvements can be expected if the decision about reliable and unreliable feature components is softened by using a fuzzy mask [59]. The current work focused on the recognition of speakers in noisy environments. Future work will also investigate the performance of the proposed system in the presence of reverberation and in scenarios with multiple target speakers.
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