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Abstract. This paper describes a method integrating neural networks into a system for recognizing underwater objects. The system is based on a combination of simulated dolphin sonar signals, simulated auditory filters and artificial neural networks. The system is tested on a cylinder wall thickness difference experiment and demonstrates high accuracy for small wall thickness differences. Results from the experiment are compared with results obtained by a false killer whale (pseudorca crassidens).

INTRODUCTION

Dolphins have demonstrated excellent capabilities of detecting, discriminating, recognizing and classifying underwater targets (see e.g. [3], [16]). Comparable target discrimination capabilities have not been achieved with conventional sonar. This has inspired research in new sonar systems based on biological knowledge, i.e. modeling dolphins' discrimination capabilities (see e.g., [15] and [21]).

The fact that the inner ear of the dolphin has many similarities with the human inner ear makes it tempting to use knowledge from simulations of the human auditory system when trying to model the dolphin sonar system. Furthermore, neural networks have proven to be very useful for pattern recognition tasks (see e.g., [21]) and are here applied for classification of features extracted from auditory preprocessing.

Based on earlier work [4], [14], [19] we will describe and present results
from an experiment using a simulated dolphin signal, preprocessing based on auditory modeling and classification using a neural network. The aim is to discriminate between echoes recorded from hollow cylinders with different wall thicknesses.

Results from the experiment will be compared with results from a similar experiment involving a false killer whale (*pseudorca crassidens*) in which the whale was required to discriminate wall thickness differences of the same hollow cylinders used in our artificial experiment.

**DATA COLLECTION**

Echoes from ten hollow cylinders made of stainless steel were measured with an echo collection system using a planar broadband transducer to project and receive the acoustic signals. All data were collected in Kaneohe Bay, Oahu, Hawaii.

All cylinders had an outer diameter of 38.1 mm, and a height of 12.7 cm. One cylinder had a wall thickness of 6.35 mm and is denoted the standard cylinder. The other nine cylinders differed from the standard by ±0.08 mm, ±0.15 mm, ±0.23 mm and ±0.31 mm within an accuracy tolerance of 0.03 mm and are denoted comparison cylinders. A schematic of the standard and the comparison cylinders is shown in Fig. 1.

![Figure 1: Schematic of the standard and comparison cylinders.](image)

The transducer was mounted on a floating pen located in Kaneohe Bay. The pole supporting the transducer was aligned vertically and attached to the pen, with the transducer pointing directly towards the center of the suspended target. Each target was suspended with a monofilament line in such a manner its longitudinal axis was vertically aligned. With this geometry, the incident signal was nearly perpendicular to the longitudinal axis of the cylinders. The distance between the transducer and the target was approximately 5 m. An illustration of the setup is shown in Fig. 2.

A typical real dolphin sonar signal was recorded, stored and used in the experiments as a simulated dolphin sonar signal. This simulated dolphin sonar signal was projected at the cylinders and a Gage 1012 Data Acquisition Board operating at a sampling frequency of 1 MHz was used to digitize
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the echoes with a resolution of 16 bits. Each echo consisted of 1024 points with the time window placed so the echo from the target was present in the recorded signal. The emitted signal is shown in Fig. 3 and an example of recorded echoes from the standard and the +0.15 mm comparison target is shown in Fig. 4.

![Figure 2: Illustration of the setup.](image)

![Figure 3: Waveform and spectrum of the projected simulated dolphin sonar signal.](image)

![Figure 4: Echoes from the standard and the comparison cylinder that was 0.15 mm thicker than the standard cylinder. The waveforms are shown in the first two plots and the frequency spectra in the last plot. In the spectral plot the solid line is for the standard and the dotted line is for the comparison target.](image)

The procedure for collecting the echoes was as following. The cylinder having the thinnest wall thickness was mounted at the end of the line and suspended in the water. Fifty echoes were then collected at a rate of two echoes per second. The cylinder was then removed from the water and unmounted from the line. This was performed for all ten cylinders. This session involving 500 echoes was repeated ten times giving a data base of 5000 echoes. This procedure was designed to reduce the risk of any potential features which
are not related to the cylinders wall thicknesses (e.g. a fish swimming by, a cylinder hanging a little tilted etc.) being essential for classification of the echoes. Therefore, by using this procedure, hopefully only specific information from the cylinders will make it possible, when knowing the echoes in one session, to recognize echoes from the same cylinder from a different session.

**PREPROCESSING**

Features from the echoes were extracted using a combination of a matched filter, envelope detection, a gammatone filterbank, time integration and principal component analysis.

To find the beginning of each echo a matched filter, which was implemented as the time reversed version of the transmitted simulated dolphin click, was applied. The start of each echo was chosen as the peak of the envelope of the output from the matched filter (see e.g. [9]).

The gammatone filter is defined by its impulse response [1]

\[
g(t) = at^{n-1} \exp(-2\pi bt) \cos(2\pi f_c t + \varphi), \quad t > 0
\]

where \(b\) largely determines the duration of the impulse response and thus, the bandwidth of the filter; \(n\) is the order of the filter and it largely determines the slope of the skirts. When the order of the filter is in the range 3-5, the shape of the magnitude characteristic of the gammatone filter is very similar to that of the roex(p) filter commonly used to represent the magnitude characteristic of the human auditory filter [18]. The equivalent rectangular bandwidth (ERB) of the auditory filter is given by [11]

\[
ERB = 24.75(4.37f_c/1000 + 1Hz)
\]

where \(f_c\) is center frequency of the filter. The center frequencies of the filters has been determined using Fay's modification of Greenwood's equation [10] for estimating cochlea frequency distributions along the basilar membrane

\[
f_c(x) = 0.008f_{\text{max}}(10^{2.1x} - 1.0)
\]

where \(f_{\text{max}}\) is the maximal frequency perceived by the animal and \(x\) is the position of the filter on the basilar membrane expressed as the proportion between the distance from the basal end and the full length of the basilar membrane (\(x = 0\) at the basal end and \(x = 1\) at the apical end). A high-frequency boundary of 150 kHz for \(f_{\text{max}}\) was used to coincide with the bottlenose dolphin upper frequency limit of hearing [13].

If we choose \(n = 4\) and \(f_c/b\) is large, which is the case here, then \(b\) and the 3-dB bandwidth, \(BW\), of the filter are given by [17]

\[
b = 1.019 \cdot ERB
\]

\[
BW = 0.887 \cdot ERB
\]
The quality of a filter is defined as $Q = f_c/BW$ and by using the described function for center frequencies all filters have approximately a constant $Q$-value of 10 which is between the $Q$-values measured for the bottlenose dolphin using the two different techniques: Critical Bandwidth (CB) ($Q = 2.2$) [5] and Critical Ratio (CR) ($Q = 12.3$) [12].

The remaining constants $a$ and $\varphi$ in the gammatone filter are chosen as $a = 1$ as the amplification variable and $\varphi = 0$ as the phase variable.

The filterbank consists of $N_f$ such gammatone filters and $N_f$ is limited to 15 for computational reasons. The locations of the filters are chosen to be linearly spaced by the distance, $dx = 0.0093$ with start and end locations corresponding to center frequencies of 80 kHz ($x = 0.86$) and 150 kHz ($x = 1$). The frequency response characteristic for the 15 gammatone filters are shown in Fig. 5.

The output of the filterbank when filtering the input signal with the bank of filters consists of $N_f$ new signals, $y(n_f, t)$, where $n_f$ is the filter number.

Each of these signals was split up in $N_{bin}(n_f)$ time bins of length $\delta_{bin}(n_f) = 1/f_c(n_f \cdot dx)$ and the power was calculated in each time bin, $n_{bin}(n_f)$ using

$$P(n_f, n_{bin}) = \frac{1}{\delta_{bin}} \int_{(n_{bin}-1)\delta_{bin}(n_f)}^{n_{bin}\delta_{bin}(n_f)} y^2(n_f, t)dt$$

(6)

Only power values from time bins within the first 264 $\mu$s following the beginning of each echo were used for later analysis. A time window of 264 $\mu$s was chosen based on the dolphin’s 264 $\mu$s integration time (see e.g. [6]). The power calculation in time bins are illustrated in Fig. 6. All power values were then combined into a single data vector $P_{all}$ consisting of 439 values.

The complete data set consisting of all power value vectors were split in three sets: A training set, a validation set and a test set. The combined training-validation set consisting of the combination of the training set and the validation set was used to reduce the high dimensionality of the $P_{all}$ vectors using principal component analysis (PCA) (see e.g. [20]). A singular value decomposition of the combined training-validation set was performed and only the ten highest eigenvalues were retained and used to project all
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Figure 6: Illustration of power values calculated in time bins for the first filter and the last filter.

data down to a 10-dimensional feature vector, which means 10 features were extracted from each echo. The ten highest eigenvalues contained in average for the nine experiments 85% of the variance. A limit of ten features was chosen for computational reasons to obtain a reasonable ratio between the number of training data and network complexity which is affected by the chosen number of features.

CLASSIFICATION

The extracted features were classified using a feed-forward net with a modified SoftMax [8] normalization as presented in [14] (see also, [2] [7]). The 2-layer feed-forward network with \(n_I\) inputs, \(n_H\) hidden neurons and \(c - 1\) outputs, where \(c\) is the number of classes, is defined by:

\[
h_j(x) = \tanh\left( \sum_{\ell=1}^{n_I} w_{j\ell} x_\ell + w_{j0} \right)
\]

\[
\phi_i(x) = \sum_{j=1}^{n_H} w_{ij} h_j(x) + w_{i0}
\]

where \(w_{j\ell}\), \(w_{ij}\) are the input-to-hidden and hidden-to-output weights, respectively. All weights are assembled in the weight vector \(w = \{w_{j\ell}, w_{ij}\}\).

In order to interpret the network outputs as probabilities we used a modified normalized exponential transformation [14] similar to SoftMax [8],

\[
\hat{z}_i = \frac{\exp(\phi_i)}{\sum_{j=1}^{c-1} \exp(\phi_j) + 1}, \quad 1 \leq i \leq c - 1,
\]

and \(\hat{z}_c = 1 - \sum_{i=1}^{c-1} \hat{z}_i\),

where \(\hat{z}_i\)'s are estimates of posterior probabilities.

The network was optimized using the maximum a posteriori technique, i.e., the cost function is the sum of the log-likelihood and a regularization
term (prior).

\[ C(w) = S(w) + R(w, \kappa) \]  

(11)

where \( R(w, \kappa) \) is a weight decay parameterized by a set of regularization parameters \( \kappa \).

The full scheme for optimizing the network was presented at ICASSP 98 [14] but in this work only the weights and the regularization parameters were optimized using a second-order Gauss-Newton scheme based on the training set for the weights and a gradient descend scheme based on the validation set for the regularization parameters as described in [14]. For a more detailed description and use of outlier detection, see [14].

The number of inputs in the network correspond to the number of extracted features \( n_1 = 10 \), the number of hidden units, \( n_H \) was chosen to 5 and the number of classes \( c \) was chosen to 2 representing the standard cylinder and a comparison cylinder. Five hidden units was chosen to give an acceptable size of the network compared to the number of training data. Thus, the network initially consisted of \( 11 \cdot 5 + 6 \cdot 1 = 61 \) free weights.

EXPERIMENTS

Ten experiments were performed testing the systems capability of discriminating between the standard cylinder and each of the ten comparison cylinders.

Data for the training set were chosen as all data from the first three sessions, data for the validation set came from the next three sessions while data from the last four sessions were used for the test set. The training, validation and test set for each experiment thus consisted of \( 50 \cdot 3 \cdot 2 = 300 \), \( 50 \cdot 3 \cdot 2 = 300 \) and \( 50 \cdot 4 \cdot 2 = 400 \) data respectively since each set contained fifty echoes from each session from both the standard and a comparison cylinder. Data from both the training set and the validation set were used for optimizing the neural network as described in [14] whereas data from the test set exclusively were used for testing the system.

RESULTS

Table 1 reports the performance of the system for different wall thickness differences between the standard and the comparison cylinders. The system is capable of discriminating between the standard and the comparison cylinder with a probability of correct classification, \( p_{cc} \), higher than 99% when the wall thickness difference is \( \geq 0.15 \) mm. The system performance decreases as the wall thickness difference approaches zero and has a performance close to fifty percent (guessing) for a comparison cylinder expected to have the same wall thickness as the standard cylinder within the given mechanical tolerance. As can be seen in Table 1 retraining on the combined training and validation set using regularization parameters scaled by the increased number of training
examples in the combined set improves the performance on the test set in most cases. Although increased performance is often observed using this technique it is not guaranteed. This can be seen in the experiment $\Delta WT = 0.00$ where a small decrease in performance is observed after retraining.

<table>
<thead>
<tr>
<th>$\Delta WT$ [mm]</th>
<th>Train. [%]</th>
<th>Val. [%]</th>
<th>Test [%]</th>
<th>Test after retrain [%]</th>
</tr>
</thead>
<tbody>
<tr>
<td>-0.31</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>-0.23</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>-0.15</td>
<td>100.0</td>
<td>100.0</td>
<td>99.5</td>
<td>99.5</td>
</tr>
<tr>
<td>-0.08</td>
<td>100.0</td>
<td>98.7</td>
<td>94.0</td>
<td>95.8</td>
</tr>
<tr>
<td>0.00</td>
<td>76.3</td>
<td>78.0</td>
<td>59.0</td>
<td>57.5</td>
</tr>
<tr>
<td>+0.08</td>
<td>100.0</td>
<td>93.7</td>
<td>83.5</td>
<td>96.0</td>
</tr>
<tr>
<td>+0.15</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
<tr>
<td>+0.23</td>
<td>100.0</td>
<td>100.0</td>
<td>99.8</td>
<td>99.8</td>
</tr>
<tr>
<td>+0.31</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
<td>100.0</td>
</tr>
</tbody>
</table>

Table 1: Results from artificial experiment describing probability of correct classification for different wall thickness differences between the standard and the comparison cylinder.

Results from the artificial experiment are shown in Fig. 7 along with results from a similar experiment involving a false killer whale\(^1\). The performance of the system is seen to be comparable with the performance of the dolphin with a slightly higher probability of correct classification for the artificial system. The confidence intervals are found using the standard formula for calculating confidence intervals for a binomial distribution.

\[ \text{Figure 7: Results from artificial experiment (x-markers connected with full line including 90%-confidence intervals) compared with results from a similar experiment involving a false killer whale (o-markers connected with dashed line).} \]

\(^1\text{This experiment has not yet been published.}\)
DISCUSSION AND CONCLUSION

The results from the experiment show that the described system can discriminate very accurately between the standard cylinder and the comparison cylinders differing more than or equal to 0.15 mm in wall thickness. This small wall thickness difference has been detected under conditions where the targets have been approximately five meters away and subject to wind and wave motions.

Comparing the results from the artificial experiment with results from a similar experiment involving a false killer whale shows that the artificial system can produce performance results which are comparable to results obtained by the whale. It should be emphasized however that although there are similarities in the two experiments differences are also present. In the whale experiment the whale is trained to remember the standard cylinder and during the experiment choose the standard when presented for the standard and a comparison cylinder. This task thus demands the dolphin to remember the standard cylinder over a period of time. The dolphin might also be distracted or simply unconcentrated during the experiment. Such psychological factors are important to have in mind when comparing the results and are possibly some of the reasons why the whale has a slightly lower performance than the artificial system.

Having this in mind the results of this study using a combination of the matched filter technique, the gammatone filterbank, time integration, principal component analysis and neural networks for discriminating cylinders with different wall thicknesses has demonstrated its potential.
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