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#### Abstract

Aggregating formulations is a powerful approach for transforming problems into taking more tractable forms. Aggregated formulations can, though, have drawbacks: some information may get lost in the aggregation and - put in a branch-and-bound context - branching may become very difficult and even cause an infeasible solution.

In this paper, we consider (mixed) integer program formulations and propose a method for ensuring an optimal solution to the original (disaggregated) problem using an aggregated formulation. The method is based on Benders' decomposition on a combination of the disaggregated mathematical formulation and the aggregated formulation. The method allows usage of relaxed aggregated formulations and enables branching on both aggregated and disaggregated variables. Also, the method guarantees an LP bound at least as good as those for the disaggregated and aggregated formulations.

The paper includes general considerations on types of problems for which the method is of particular interest. Furthermore, we prove the correctness of the procedure and consider how to include extensions such as cutting planes and advanced branching strategies.


## 1 Introduction

Aggregating (mixed) integer program formulations is a popular modeling approach for reaching simpler and more tractable mathematical formulations. Variable aggregation is among others performed as part of DantzigWolfe decomposition [8]. Algorithms such as branch-and-price and branch-and-cut-and-price have gained much attention in state-of-the-art research as they tend to show superior performance across many applications [15]. Aggregation may lead to mathematical formulations with a different solution polytope than that for the original (disaggregated) formulation, and the aggregated formulation may be a relaxation of the original problem. In a branch-and-bound context, aggregation can also lead to a formulation where

[^1]branching is not trivial, for example when optimality cannot be guaranteed by branching on the aggregated variables. Examples of problems, where aggregation has such side effects are:

- The Split Delivery Vehicle Routing Problem (SDVRP) introduced by Dror and Trudeau [9] is a vehicle routing problem, where customers have a certain demand, which can be satisfied through multiple visits. The disaggregated formulation contains variables for each edge and vehicle and for each customer and vehicle [12, 14]. It is difficult to solve to optimality due to symmetry in the solution polytope. An alternative approach in the literature is to solve an aggregated formulation containing only variables for edges and for customers [5]. The latter is faster to solve, but it is a relaxation: feasible solutions to the aggregated formulation are not always feasible to the original formulation.
- The Cutting Stock problem (CS) was introduced by Kantorovich [13] and consists in cutting a given number of items on stocks subject to item and stock lengths such that the number of used stocks is minimized. The CS is typically modeled using the Gilmore-Gomory formulation [11], which consists of pattern variables and takes on a set cover-like form. Column generation is used for generating pattern variables. Branching on the variables in the Gilmore-Gomory formulation complicates the structure of the pricing problem from the tractable integer knapsack problem to the more difficult constrained shortest path problem. This slows down the column generation process [1]. The disaggregated formulation for the CS is an arc-flow formulation, which contains much symmetry and is thus less tractable.
- The $k$-splittable flow problem ( $k \mathrm{FP}$ ) was presented by Baier et al. [4] and consists in routing a commodity through a capacitated network using at most $k$ paths. The disaggregated formulation keeps track of flow on each of the $k$ paths, i. e. it contains a path index on variables [18]. This causes symmetry in the solution polytope and a large number of variables and constraints. An alternative approach is to perform Dantzig-Wolfe decomposition such that the path index is left out [10]. While the latter approach generally performs better, branching on the aggregated variables is difficult and produces large search trees.

Generic branching in aggregated formulations is a well-known challenge in operations research, and almost all work on aggregated formulations uses application specific branching, see e. g. $[6,18,19]$. Some more generic branching strategies have been proposed, though. Villeneuve et al. [21] consider branching on original variables in Dantzig-Wolfe decompositions.

They argue that an original formulation can always be derived from a master and a pricing problem. Branching can thus be performed in the original formulation, which is then re-decomposed into an equivalent master and pricing problem. Branching rules on the original variables will be present in the master or in the pricing problem; either way, branching may change the pricing problem because of extra constraints or because of a changed reduced cost function.

Vanderbeck [20] presented a generic branching strategy for branch-andprice algorithms. The strategy consists of branching on disaggregated variables similar to Villeneuve et al. [21] but such that branching can always be imposed by fixing variable bounds in the pricing problem. This imposes only few changes to the pricing problem variable bounds, it allows for early pruning of parts of the sub tree, and it reduces symmetry in the branch-and-bound tree.

In this paper, we propose a general method for solving aggregated formulations based on applying Benders' decomposition [7] on a combination of the disaggregated and aggregated formulations. The proposed exact method ensures feasibility even when the aggregated formulation is a relaxation of the original problem, and it provides a finite branching strategy based on the original, disaggregated variables. The method also provides an LP bound, which is at least as good as those for the disaggregated and aggregated formulations.

The constraints of the disaggregated formulation and constraints linking the disaggregated and aggregated variables are added to the aggregated formulation. It is LP-relaxed and decomposed into a Benders' master and sub problem. The master problem is the aggregated formulation plus Benders' cuts. The Benders' dual sub problem is the disaggregated formulation and the linking constraints. Given a fractional solution optimal to the master problem, branching is imposed on the disaggregated variables in Benders' dual sub problem. In each branching child, the Benders' dual sub problem is resolved with the added branching constraint and the resulting Benders' cut is added to the master problem.

The Benders' master problem can be solved using branch-and-price. Then the proposed method does not change the solution polytope of the pricing problem, but instead modifies the reduced costs to reflect the branching strategy. This, and the fact that the method can handle relaxed aggregated formulations (i. e., aggregated formulations which do not exactly represent the original problem) compliment the work by Vanderbeck [20] and Villeneuve et al. [21]. Neither Villeneuve et al. or Vanderbeck consider relaxed aggregated formulations, and both their branching strategies potentially change the solution polytope of the pricing problem (but not necessarily the reduced costs).

Farka's Lemma has previously been used to derive cutting planes in an equivalent fashion to the Benders' cuts. Applegate et al. [2, 3] derive cuts for the travelling salesman problem by linking a path and and an edge formulation. The classical edge formulation is solved using a cutting plane approach and the fractional solution is mapped into a linear programming relaxed path formulation. An infeasible mapping of the solution implies that Farka's Lemma can be used to generate a cut using the dual ray. A similar approach is used for the vehicle routing problem by Ralphs and Galati [16] and by Ralphs et al. [17].

This paper is structured as follows. First in Section 2, we give an overview of the proposed solution approach. Then in Section 3, we prove the correctness of the method by applying it to a general framework. Section 4 analyzes drawbacks and benefits. Finally, Section 5 concludes the work.

## 2 Overview of exact solution method

The proposed solution method is two-fold. First a new formulation must be constructed from a disaggregated and an aggregated formulation, and Benders' decomposition must be applied on the new formulation. Then the actual solution procedure is begun, where the branching strategy is applied via Benders' dual sub problem.

The first procedure is outlined in Algorithm 1. Given is a disaggregated formulation, (P1), and an aggregated formulation, (P2). We generate formulation (P3) by including all constraints and variables of (P1) and (P2), constraints to link the variables of (P1) and (P2), and finally we apply the objective function of (P2). Formulation (P3) is LP-relaxed and Benders' decomposition is applied to project out the disaggregated variables.

```
Algorithm 1 Preparation procedure
    (P1) is the disaggregated formulation
    (P2) is the aggregated formulation
    (P3) consists of (P2) with LP-relaxed variables, the constraints and
    variables of (P1), and of constraints linking the variables of (P1) and
    (P2).
    LP-relax all variables in (P3) and denote the resulting formulation (LP3)
    Apply Benders' decomposition on (LP3) to project out the disaggregated
    variables
```

The actual solution procedure is shown in Algorithm 2. Given are the master and dual sub problem for (P3) from Algorithm 1. As we have LPrelaxed formulation (P3), we use branch-and-bound (denoted b\&b in the algorithm) to eventually reach an integer solution. In each branch-andbound node, we solve the Benders' master and dual sub problem. If the
solution to the latter contains fractional variables, then branching nodes are generated. In each branching child, the branching rule is applied to the disaggregated variables in the dual sub problem and the Benders' cut resulting from the branching rule is added to the master problem in the branching child.

```
Algorithm 2 Solution procedure
    The b\&b tree root node consists of Benders' master and dual sub prob-
    lem from Algorithm 1
    while (An open b\&b node exists) do
        Solve the Benders' master and dual sub problem
        Keep track of bounds and prune b\&b tree accordingly
        if (a variable in the Benders dual sub problem solution is fractional)
        then
            Generate branching children
            for (each branching child) do
                Copy the Benders' master and dual sub problem from the parent
                node
                Impose branching constraint on disaggregated variable in Ben-
                ders' dual sub problem
                Resolve the dual sub problem
                if an integer solution is reached then
                    Go to line 19
                else
                    Add any resulting Benders' cut to the master problem
                    Add branching child to the b\&b tree as an open node
                end if
            end for
        else
            A feasible solution is reached. Update bounds
            Close branch-and-bound node
        end if
    end while
```

The interesting parts of the two procedures are the generation and decomposition of formulation (P3) (Step 3-5 in Algorithm 1) and the branching procedure (Step 5-17 in Algorithm 2). The remaining steps of the algorithms are textbook procedures.

## 3 Correctness of proposed solution procedure

In this section, we prove the correctness of the proposed solution procedure using a general framework. First we go through the preparation procedure in

Algorithm 1 and prove its correctness. Then follows the solution procedure in Algorithm 2.

The formulations in the following contain integer variables. The proposed work is trivially also applicable on mixed integer programs and on binary integer programs.

We first consider the disaggregated (original) formulation, which contains variables $x^{k}$ defined on the index $k \in K$. The disaggregated formulation denoted ( P 1 ) is:

$$
\begin{array}{ll}
\min & \sum_{k \in K} \tilde{c} x^{k} \\
\text { s.t. } & \sum_{k \in K} A x^{k} \geq b \\
& x^{k} \in \mathbb{Z}^{n} \quad \forall k \in K \tag{3}
\end{array}
$$

The objective function (1) minimizes the cost of the solution. Constraints (2) constrain the values of variables, and bounds (3) ensure that variables take on feasible integer values.

The problem stated in (1)-(3) can be reformulated using aggregated variables. Instead of variables $x^{k}$ defined on index $k \in K$, we consider aggregated variables $x$. The aggregated formulation denoted (P2) is:

$$
\begin{align*}
& \min \quad c x  \tag{4}\\
& \text { s.t. } G x \geq f  \tag{5}\\
& \quad x \in \mathbb{Z}^{m} \tag{6}
\end{align*}
$$

The objective function (4) minimizes the cost of the solution using the aggregated variables. Constraints (5) constrain the solution polytope similarly to constraints (2) from the previous formulation, and bounds (6) force variables to take on feasible values.

Definition 1. Consider the objective functions (1) and (4). Given the same solution polytope, the cost coefficients are defined such that the optimal solution values of (1) and (4) are equal.

Even though (P1) and (P2) represent the same problem, their polytopes may differ. Constraints (2) and (5) may constrain the problem differently, thus solutions to (P2) can be infeasible to (P1):

Proposition 1. Let $z(\mathrm{P} 1)$ be an optimal solution value to formulation (P1) and $z(\mathrm{P} 2)$ an optimal solution value to formulation (P2). Then:

$$
z(\mathrm{P} 1) \geq z(\mathrm{P} 2)
$$

Proof. (P1) formulates the original problem, and (P2) contains all feasible solutions to the original problem. Taking Definition 1 into account gives the desired result.

Definition 2. In the case where:

$$
z(\mathrm{P} 1)>z(\mathrm{P} 2)
$$

for some instances, we say that (P2) is a relaxation of (P1)
Formulation (P2) may be attractive to consider, even when it is a relaxation of (P1). One reason is that (P1) may be undesirable due to symmetry in the solution polytope or due to large numbers of variables and constraints. Another reason is that (P2) may provide good lower bounds.

Even when (P2) gives better bounds and thus is beneficial to solve, we still need to consider if a solution is feasible to the original problem. We do that by linking the variables of the formulations. The linking constraints are essential to the solution method, thus they must be chosen carefully.

Definition 3. Let $x_{o}^{k}$ and $x_{0}$ be variables in (P1) resp. (P2). The linking constraints are:

$$
\begin{equation*}
H x_{0}=\sum_{k \in K} D x_{0}^{k} \tag{7}
\end{equation*}
$$

such that

$$
\begin{equation*}
x^{k} \in \mathbb{Z} \Rightarrow x \in \mathbb{Z} \tag{8}
\end{equation*}
$$

i. e. such that any feasible solution to (P1) can be transformed into a feasible solution to (P2).

How to formulate the linking constraints is highly problem dependent. Examples of typical linking constraints are:

- $x_{0}=\sum_{k \in K} x_{0}^{k}$ for problems where the variables in the aggregated formulation only differ from those in the disaggregated formulation by an index. For example for the SDVRP: the disaggregated formulation contains a binary variable for each edge and vehicle indicating if the vehicle travels on the edge, while the aggregated formulation contains integer variables for each edge counting the number of vehicles traveling on the edge.
- $c x=\sum_{k \in K} \tilde{c} x^{k}$ can be used to link all problems according to Definition 1. Using the objective functions to link the formulations may not always be a good choice, though, since the derived Benders' cuts are unable to exploit any problem structure.
- $H x_{0}=\sum_{k \in K} D x_{0}^{k}$ for a given property of the problem. For example consider the cutting stock problem where the disaggregated formulation contains arc-flow variables each representing the cut of a given item, while the aggregated formulation contains pattern-based variables representing cuts of a selection of items. The the left hand side of the equation above would sum over pattern variables containing a given item, and the right hand side would sum over arc-flow variables representing the cut of the given item.

Let (LP1) be the LP-relaxation of formulation (P1) and (LP2) the LPrelaxation of formulation (P2). Furthermore, let $z(\mathrm{LP} 1)$ be an optimal solution value to (LP1) and $z(\mathrm{LP} 2)$ an optimal solution value to (P2). Using the linking constraints, we want to consider the feasibility of solutions to (LP1) and to (LP2).

Proposition 2. Given a feasible solution to (LP1) the following holds true:

$$
\left(x^{k} \in \mathbb{Z}^{n}, \forall k \in K\right) \Rightarrow x \in \mathbb{Z}^{m}
$$

Proof. This trivially follows from Definition 3.
Assumption 1. Given a feasible solution to (LP2), the following holds true:

$$
x \in \mathbb{Z}^{m} \Rightarrow \sum_{k \in K} x^{k} \in \mathbb{Z}^{n}
$$

When Assumption 1 holds true, then branching can be imposed on the variables of (LP2) to eventually reach a solution feasible to both (P2) and (P1). Branching can be performed using e. g. the methods proposed by Vanderbeck [20] or Villeneuve et al. [21]. The method proposed in this paper is still applicable and is beneficial in a branch-and-price context where the complexity of the pricing problem depends on variable bounds.

Assume that Assumption 1 does not hold true. In this case, integrality cannot be imposed directly on the $x$ variables in (LP2). The proposed work could be especially beneficial in this case.

Proposition 3. If Assumption 1 does not hold true, then a feasible solution to (P2) is not necessarily feasible to (P1).

Proof. Given a solution to (P2) with feasible values for $x$, it is not clear how to reach feasible values for the variables $x^{k}$. Considering Proposition 1, we may even have that the solution is infeasible to (P1).

Having considered the relationship between (P1) and (P2), the two formulations are now combined. We add the linking constraints (7) and the
constraints and bounds of (P1) to (P2). The resulting formulation is denoted (P3i):

$$
\begin{array}{ll}
\min & c x \\
\text { s.t. } & G x \geq f \\
& x \in \mathbb{Z}^{m} \\
& H x=\sum_{k \in K} D x^{k} \\
& \sum_{k \in K} A x^{k} \geq b \\
& x^{k} \in \mathbb{Z}^{n} \quad  \tag{14}\\
\end{array}
$$

Theorem 1. Consider the formulations (P1), (P2) and (P3i). Then:

$$
z(\mathrm{P} 1)=z(\mathrm{P} 3 \mathrm{i})
$$

Proof. (P2) contains all feasible solutions to the original problem, and (P1) formulates the original problem. Hence (P1) constrains the problem at least as much as (P2), see Proposition 1. Using Definition 1 we have that $z(\mathrm{P} 3 \mathrm{i})$ must be equal to $z(\mathrm{P} 1)$.

The integrality constraints on the aggregated variables in (P3i) are dropped. The resulting formulation is denoted (P3):

$$
\begin{array}{ll}
\min & \\
\text { s.t. } & G x \geq f \\
& H x=\sum_{k \in K} D x^{k} \\
& \\
\sum_{k \in K} A x^{k} \geq b &  \tag{19}\\
x^{k} \in \mathbb{Z}^{n} \quad \forall k \in K
\end{array}
$$

Theorem 2. Consider the formulations (P1), (P2) and (P3). The following holds true:

$$
z(\mathrm{P} 1)=z(\mathrm{P} 3)
$$

Proof. Given a solution with integer variables $x^{k}$ then the linking constraints ensure that a solution can be transformed such that all the $x$ variables are also integer - this is according to Definition 3. Using Theorem 1 gives us the desired result.

Proposition 4. Let (LP3) be the LP-relaxation of (P3). Consider the LPrelaxed formulations (LP1), (LP2) and (LP3). Then:

$$
z(\mathrm{LP} 3)=\max \{z(\mathrm{LP} 1), z(\mathrm{LP} 2)\}
$$

Proof. Given Definition 1 and the fact that all constraints of both (P1) and (P2) are included, then $z(\mathrm{LP} 3)$ can never be smaller than $z(\mathrm{LP} 1)$ or $z$ (LP2).

Benders' decomposition is applied on (LP3) to project out the $x^{k}$ variables. From this we get the Benders' Master Problem (BMP):

$$
\begin{array}{ll}
\min & c x \\
\text { s.t. } & G x \geq f \\
& u_{r}^{i}(b+H x) \leq 0 \\
& x \text { free }
\end{array} \forall i=1, \ldots, R
$$

with $u_{r}^{i}, i=1, \ldots, R$ being the dual extreme rays of the Benders' dual sub problem and $h$ and $g$ being some coefficients given by the cut. Note that Benders' cuts based on dual extreme points are omitted from the (BMP) since the Benders dual sub problem is only solved to ensure feasibility.

Given a solution $\bar{x}$ to the (BMP), Benders' Dual Sub Problem (BDSP) is:

$$
\begin{array}{ll}
\min 0 & \\
\text { s.t. } H \bar{x}=\sum_{k \in K} D x^{k} & \\
& \sum_{k \in K} A x^{k} \geq b \\
& x^{k} \text { free } \quad \forall k \in K
\end{array}
$$

This ends the correctness of Algorithm 1: we have proved that (P2) contains all feasible solutions of (P1) and given examples on how to link the two formulations. Finally, (P3) is proved to be correct for the original problem and Benders' decomposition is applied on the LP-relaxed (P3) to project out the disaggregated variables.

In the following we prove the correctness of the solution procedure in Algorithm 2. Focus is on proving that an optimal solution to (BMP), where all variables in (BDSP) are integer, is also optimal to the original formulation.

Corollary 1. The solution value of (BMP) is equal to that of (LP3):

$$
z(\mathrm{BMP})=z(\mathrm{LP} 3)
$$

Proof. This follows from the Benders' decomposition principle [7].
The following is key to the proposed work, as it proves the actual correctness of the solution procedure.

Lemma 1. Any feasible solution to (BMP), where all variables $x^{k}$ in the feasible corresponding (BDSP) are integer, is feasible to (P3).

Proof. Consider applying Benders decomposition on (P3). The Benders Master Problem would be similar to (BMP) and the Benders Sub Problem to (BDSP) but with integrality constraint on the $x^{k}$ variables.

Theorem 3. An optimal solution to (BMP) with integer variables $x^{k}$ in the corresponding (BDSP), is optimal to (P1).

Proof. This follows trivially from Lemma 1 and Theorem 2.
To obtain a valid integer solution to (P3), we embed (BMP) into a branch-and-bound scheme as shown in Algorithm 2. We branch on disjunctions in the $x^{k}$-variable space to reach feasible solutions for (P3). Given a variable $x_{i}^{k}$ with fractional solution value $v$, the disjunctions are enforced in the (BDSP) as

$$
x_{i}^{k} \leq\lfloor v\rfloor \vee x_{i}^{k} \geq\lceil v\rceil
$$

and are therefore implicitly enforced in (BMP) using the Benders' cuts.
In this way we eventually reach an optimal solution to (BMP) with integer variables $x^{k}$ in the corresponding (BDSP). From Theorem 3 we have that this solution is optimal to our original problem formulation (P1). The solution procedures in Algorithm 1 and 2 thus provide an exact approach for solving aggregated formulations.

## 4 Analysis of the proposed method

In the following we consider possible extensions of the proposed solution method.

### 4.1 Cutting planes

Cutting planes can be used to strengthen the formulations (P1), (P2) and (P3). The cuts may be generated iteratively in a cutting plane algorithm. Here we define the cuts to be valid inequalities, see Definition 8.1 in Wolsey [22]. Note that if put in a branch-and-bound context, then the cuts may only be valid in the current node and its sub tree. The following thus considers using cutting plane algorithms in the current branch-and-bound node and its sub tree.

Consider using a cutting plane algorithm for solving the disaggregated formulation (P1), the aggregated formulation (P2), the combined formulation (P3) or all three. Denote a cut for (P1)

$$
\begin{equation*}
\pi x^{k} \leq \pi_{0} \tag{20}
\end{equation*}
$$

a cut for (P2)

$$
\begin{equation*}
\lambda x \leq \lambda_{0} \tag{21}
\end{equation*}
$$

and a cut for (P3)

$$
\begin{equation*}
\gamma x^{k}+\mu x \leq \omega_{0} \tag{22}
\end{equation*}
$$

Definition 4. The cut (20) is a valid inequality to (P1), the cut (21) is a valid inequality to ( P 2 ), and the cut (22) is a valid inequality to (P3)

Corollary 2. It is feasible to both pre-generate or iteratively add cuts of type (20) to (P1), cuts of type (21) to (P2), and cuts of type (22) to (P3)

Proof. According to Definition 4, then (20) are valid inequalities to (P1), (21) are valid inequalities to (P2), and (22) are valid inequalities to (P3). The cuts can thus be included in their respective formulations from the beginning. They can always be added iteratively according to the cutting plane algorithm defined in Section 8.5 in Wolsey [22].

Assume that all cuts were pre-generated and added to (P1), (P2) resp. (P3). Formulation (P3) with cuts is denoted (P3c) and is defined as:

$$
\begin{array}{ll}
\min & c x \\
\text { s.t. } & G x \geq f \\
& H x=\sum_{k \in K} D x^{k} \\
& \\
\lambda x \leq \lambda_{0} \\
\sum_{k \in K} A x^{k} \geq b & \\
\pi x^{k} \leq \pi_{0} & \\
\gamma x^{k}+\mu x \leq \omega_{0} &  \tag{30}\\
x^{k} \in \mathbb{Z}^{n} & \forall k \in K
\end{array}
$$

Corollary 3. The cuts (26), (28) and (29) are valid inequalities to (P3) Proof. This follows trivially from Definition 4 and from Theorem 2

Applying Benders' decomposition on the formulation above gives the following Benders' Master Problem with cuts (BMPc):

$$
\begin{array}{ll}
\min & c x \\
\text { s.t. } & G x \geq f \\
& \lambda x \leq \lambda_{0}  \tag{31}\\
& u_{r}^{i}(b+H x) \leq 0 \quad \forall i=1, \ldots, R \\
& x \text { free }
\end{array}
$$

with $u_{r}^{i}, i=1, \ldots, R$ being the dual extreme rays of the Benders' dual sub problem and $h$ and $g$ being some coefficients given by the cut.

Given a solution $\bar{x}$ to the master problem, the Benders' Dual Sub Problem with cuts (BDSPc) is:

$$
\begin{align*}
& \min 0 \\
& \text { s.t. } H \bar{x}=\sum_{k \in K} D x^{k} \\
& \qquad \sum_{k \in K} A x^{k} \geq b \\
& \pi x^{k} \leq \pi_{0}  \tag{32}\\
& \quad \gamma x^{k} \leq \omega_{0}-\mu \bar{x} \tag{33}
\end{align*}
$$

$$
x^{k} \text { free } \quad \forall k \in K
$$

Corollary 4. The cuts (26), (28) and (29) are valid inequalities to (P3). Furthermore, cuts (31) (equivalent to (26)) are valid to (BMPc) and cuts (32)-(33) (equivalent to (28)-(29)) are valid to (BDSPc)

Proof. The cuts (26), (28) and (29) are valid to (P3) according Corollary 3. Using the Benders' decomposition principle, cuts (31) are in (BMPc) because they are based on the aggregated variables. Similarly the cuts (32) and (33) are in (BDSPc) because they are (partly for (33)) based on the disaggregated variables, which are projected out.

Theorem 4. The proposed solution approach allows usage of cutting planes to solve formulation (P1), (P2), (P3) or all three.

Proof. Corollary 4 shows that cuts added to (P1), (P2) and (P3) are valid inequalities to the proposed solution approach. Furthermore, according to Corollary 2 , the cuts can be iteratively added in a cutting plane context.

The proposed solution method thus allows including cuts valid for both the aggregated and disaggregated formulations. This potentially strengthens the formulations and thus improves the solution time.

### 4.2 Branching strategy

An important performance parameter for branch-and-bound algorithms is the size of the branch-and-bound tree. When branching on variables, the number of branches may be smaller for aggregated formulations than for disaggregated formulation, simply because the former contains fewer variables. We thus propose to use the proposed branching strategy with care. Branching strategies on the aggregated or disaggregated variables may exist, cutting off large parts of the solution polytope without complicating the problem structure. These strategies could be more attractive.

Recall that the proposed method does not require integral values for the aggregated variables. Also, recall that when the aggregated formulation is a relaxation of the disaggregated formulation, then having integral values for all aggregated variables does not guarantee a feasible or optimal solution to the original problem. We may still, however, be interested in integral values for aggregated variables as this could cut off large part of the solution space faster than only branching on disaggregated variables.

Consider the branching rule on aggregated variables:

$$
\begin{equation*}
\sum_{i \in \lambda} x_{i}=v \quad \text { vs. } \quad \sum_{i \in \delta} x_{i}=u \tag{34}
\end{equation*}
$$

for given sets $\lambda$ and $\delta$ and constants $v$ and $u$. The branching cut (34) can be added to the (BMP) in each branching child. The branching cut can be viewed as a valid inequality to the problem in the resulting branch-andbound node. According to Theorem 4 adding the branching cut is hence feasible.

Consider the branching rule on disaggregated variables

$$
\begin{equation*}
\sum_{i \in \lambda} x_{i}^{k}=v \quad \text { vs. } \quad \sum_{i \in \delta} x_{i}^{k}=u \tag{35}
\end{equation*}
$$

for given sets $\lambda$ and $\delta$ and constants $v$ and $u$. The branching cut (35) is added to the (BDSP) in each branching child. Again, the branching cut can be viewed as a valid inequality to the problem in the resulting branch-and-bound node, and adding the branching cut is feasible according to Theorem 4. This branching strategy may also not guarantee an integer solution; however, it may still be useful to cut off large parts of the solution polytope.

### 4.3 Column generation

The (BMP) can be solved using column generation, where a pricing problem generates columns with negative reduced cost (or positive reduced cost for maximization problems). The reduced cost is calculated using the dual variable values of the current solution to (BMP). Define $y_{0}$ to be the nonnegative duals of the constraints in (BMP) and $y_{i}$ the non-positive duals of the Benders' cuts in (BMP). The reduced cost is:

$$
c-G y_{0}-\sum_{i=1}^{R}\left(u_{r}^{i} H\right) y_{i} \leq 0
$$

In the proposed method, branching rules are imposed by Benders' cuts in the (BMP). The dual variables, $y_{i}$, and the coefficients, $u_{r}^{i} H$, of these cuts thus influence the reduced costs, i.e., the Benders' cuts change the objective
of the pricing problem. The Benders' cuts do not, however, change the solution polytope of the pricing problem.

The proposed solution method must be used with care in column generation context, if changing the objective function of the pricing problem causes extra computational time. If the objective function of the pricing problem does not influence the computational time significantly, then the proposed method may be attractive.

When solving the aggregated formulation using column generation, then branching is often done by bounding variables values in the pricing problem. If this causes extra computational time, then the proposed solution method may be very beneficial to use as alternative, as it does not change the variable bounds in the pricing problem.

## 5 Conclusion

Aggregating formulations is often very desirable to reduce the number of variables and/or constraints. The resulting formulation may be easier to solve and provide good bounds. The formulation, however, may be a relaxation of the original problem. It may also cause complicated branching, because branching cannot always be performed on the aggregated variables.

We propose a generic solution method for aggregated formulations. The method consists of combining the aggregated and disaggregated formulations and adding variable linking constraints. The combined formulation is Benders' decomposed such that the resulting Benders' Master Problem (BMP) is equivalent to the LP-relaxed aggregated formulation plus possible Benders' cuts. The resulting Benders' Dual Sub Problem (BDSP) is equivalent to the LP-relaxed disaggregated formulation plus the linking constraints. If the optimal solution to the (BMP) results in fractional variables in the (BDSP), then we branch on the original, disaggregated variables in the (BDSP). Two branching children are generated: in each child a fractional variable in the (BDSP) is floored (first branching child) or ceiled (second branching child) and the (BDSP) is resolved. From this solution, we get a cut, which is added to the (BMP) in the branching child and the procedure repeats.

The paper proves the correctness of the proposed generic solution approach, and that the approach guarantees an LP bound at least as good as those for the disaggregated and aggregated formulations. The paper furthermore considers how to include cutting planes in both the aggregated and disaggregated formulations. Finally, it considers how to extend the method with advanced, problem specific solution approaches such as specialized branching strategies and column generation.

A relevant question to ask is, if it is more beneficial to repeatedly solve the (BDSP) than to solve the disaggregated formulation in a branch-andbound scheme. The linking constraints restrict the solution polytope of
the (BDSP), potentially reducing both the amount of symmetry and the number of possible non-zero variables. It is important to carefully consider the linking constraint in order to restrict the solution space of the (BDSP) as much as possible.
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Aggregating formulations is a powerful approach for transforming problems into taking more tractable forms. Aggregated formulations can, though, have drawbacks: some information may get lost in the aggregation and - put in a branch-and-bound context - branching may become very difficult and even cause an infeasible solution.
In this paper, we consider (mixed) integer program formulations and propose a method for ensuring an optimal solution to the original (disaggregated) problem using an aggregated formulation. The method is based on Benders' decomposition on a combination of the disaggregated mathematical formulation and the aggregated formulation. The method allows usage of relaxed aggregated formulations and enables branching on both aggregated and disaggregated variables. Also, the method guarantees an LP bound at least as good as those for the disaggregated and aggregated formulations.
The paper includes general considerations on types of problems for which the method is of particular interest. Furthermore, we prove the correctness of the procedure and consider how to include extensions such as cutting planes and advanced branching strategies.
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