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Abstract: We study the self-action of light in a water suspension of absorbing subwavelength particles. Due to efficient accumulation of the light energy, this medium shows distinct non-linear properties even at moderate radiation power. In particular, by means of interference of two obliquely incident beams, it is possible to create controllable phase and amplitude gratings whose contrast, spatial and temporal parameters depend on the beams’ coherence and power as well as the interference geometry. The grating characteristics are investigated via the beams’ self-diffraction. The main mechanism of the grating formation is shown to be thermal, which leads to the phase grating; a weak amplitude grating also emerges due to the particles’ displacements caused by the light-induced gradient and photophoretic forces. These forces, together with the Brownian motion of the particles, are responsible for the grating dynamics and degradation. The results and approaches can be used for investigation of the thermal relaxation and kinetic processes in liquid suspensions.
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1. Introduction

Interaction of laser radiation with a medium containing subwavelength absorptive particles is accompanied by a set of non-linear phenomena characterized by the square-law dependence on the electromagnetic field amplitudes. They originate from diverse physical mechanisms: electro- and magnetostriction, thermal effects due to light absorption, concentration-deformation mechanism, temperature gradients, etc [1]. All the mentioned phenomena manifest themselves by induced spatial inhomogeneity of the complex refraction index and by the emergence of acoustic waves.

The striction mechanism is associated with the variations in medium density caused by modulated light flow and predominantly occurs in weakly absorbing media at high modulation frequencies [2]. If the light absorption coefficient $\alpha > 1$ cm$^{-1}$, and the modulation frequency does not exceed 100 MHz, the striction mechanism can be neglected in comparison to the thermal one [3]. The concentration-deformation mechanism connected with the medium density variations owing to the concentration of photoexcited charge carriers [4] plays a noticeable role only when the carriers’ life time is higher than the characteristic time scale of the light intensity modulations. This preferably takes place in semiconductors exposed to picosecond laser pulses.

In the current literature, a lot of attention is paid to propagation of short high-power laser pulses in absorptive media [5–7]. Such situations seem to be the most appropriate for the research of non-linear phenomena associated with light absorption, but their applicability is limited: Because of high absorbed energy, a medium can change its physical state, up to complete destruction, which is undesirable, especially, in the study of unstable, say, organic or biological objects. Alternative approaches aimed to non-destructive experiments should be based on using continuous-wave moderate-power laser radiation. In such situations, the
technique based on formation of strongly inhomogeneous field distributions, e.g., of dynamic gratings, by means of coherent wave superposition can be advantageous [8,9].

A suitable way for studying various non-linear phenomena employs the development of amplitude and phase gratings due to heating and bleaching of absorbing solutions [10]. Additionally, in dispersed systems, the amplitude gratings can appear due to regular displacements of the suspended particles. Typical optical-field ponderomotive factors (gradient force and scattering force) act differently on dielectric and absorbing particles [11,12], respect to the field intensity gradient and the field transverse momentum (energy flow) directions. In a lot of real situations with a medium containing absorptive particles, the particles are pushed off the high-intensity field regions.

An important question is the stability of the field-induced gratings. In usual cases when short and powerful laser pulses are used, the temperature gradient and the particles’ Brownian motion have no time to destroy the grating. In typical experiments exploiting continuous-wave lasers, the energy absorbed within a high-intensity region may efficiently flow away to adjacent regions via the particles’ motion and due to the heat conductivity, making the induced grating disappear. However, one can expect that for certain conditions a sort of equilibrium is established and the energy outflow from the high-intensity regions is compensated by continuous supply of absorbed energy.

Of course, this requires rather efficient light absorption and dispersed systems with absorptive particles. For example, usually thermal modulation of the refraction index in water is only available at very high power of the laser radiation because of minor absorption in the visible range. In the presence of small absorptive particles, the thermal grating is formed with essentially lower laser power. The aim of the present work is to analyze, both theoretically and with experiment, the main regularities of thermal grating formation in water-based disperse systems and possible manifestations of the gratings via the incident beam self-diffraction.

2. Grating formation and self-diffraction

In this paper, our main object is the water-filled cell with suspended absorptive particles whose sizes are small enough with respect to the light wavelength. Initially, the particles are chaotically distributed and the whole cell with the particles can be treated as an optically homogeneous absorptive medium with the effective refraction index $n_0$ and energy absorption coefficient $\alpha$. Let us consider a superposition of two coherent plane waves propagating within a thin layer of such a medium, Fig. 1. The total field amplitude distribution in the medium is described by the relation

$$A = A_1 \exp(i\varphi_1) \exp(i\Phi_1) \exp\left(-\frac{\alpha z}{2\cos\theta_1}\right) + \nonumber$$

$$A_2 \exp(i\varphi_2) \exp(i\Phi_2) \exp\left(-\frac{\alpha z}{2\cos\theta_2}\right),$$

(1)
where $A_1$ and $A_2$ are (real) amplitudes of the electric vectors of each wave and $\varphi_1, \varphi_2$ initial phases of the waves whose propagation axes make angles $\theta_1$ and $\theta_2$ with the normal to the layer surface,

$$
\Phi_1 = k_0 \left( x \sin \theta_1 + z \cos \theta_1 \right), \quad \Phi_2 = k_0 \left( x \sin \theta_2 + z \cos \theta_2 \right),
$$

(2)

$k_0 = n_0 k$ is the medium wavenumber for the radiation with frequency $\omega$, $c$ is the velocity of light, $k = \omega/c$ is the vacuum wavenumber. In the following consideration we restrict ourselves to the symmetric case

$$
\theta_1 = -\theta_2 = \theta;
$$

(3)

then the energy density distribution of the field with amplitude (1) can be represented in the form

$$
I(x,z) = g n_0^2 \left| A(x,z) \right|^2 = I_0 (1+V \cos \Phi) \exp \left( -\frac{\alpha z}{\cos \theta} \right),
$$

(4)

where $\varphi = \varphi_1 - \varphi_2$, $g$ is the numerical coefficient equal to $g = (8\pi)^{-1}$ in the Gaussian system of units,

$$
\Phi = \Phi_1 + \varphi_1 - \Phi_2 - \varphi_2 = 2kx \sin \theta + \varphi,
$$

(5)

and

$$
I_0 = g n_0^2 \left( A_1^2 + A_2^2 \right), \quad V = \frac{2A_1 A_2}{A_1^2 + A_2^2}.
$$

(6)

According to Eq. (4), the light energy is inhomogeneously distributed over the medium volume and the interference grating is formed with period

$$
\Lambda = \frac{\pi}{k \sin \theta}
$$

(7)

Now we proceed with the grating formation. Its source is the inhomogeneous distribution of the absorbed light energy; the density of the energy absorbed during the time $t$ equals to

$$
q(x,z,t) = \frac{q_0(t)}{\cos \theta} (1+V \cos \Phi) \exp \left( -\frac{\alpha z}{\cos \theta} \right), \quad q_0(t) = \frac{\alpha c}{n_0} I_0 t.
$$

(8)

This absorption entails inhomogeneous heating of the medium which, in turn, induces a change of the refraction index, which instead of basic (zero-intensity) value $n = n_0$ is modified to $n = n_0 + \Delta n$. For the thermal mechanism of the refraction index modulation, we can express this in the form

$$
\Delta n = \Delta n(x,z,t) = \left( \frac{dn}{dT} \right) \frac{q(x,z,t)}{C \rho}.
$$

(9)

In this equation, $(dn/dT)$ is the refractive index temperature coefficient, $C$ is the specific heat capacity (per unit mass of the medium) and $\rho$ is the medium mass density; for simplicity, here we neglect the absorbed energy redistribution due to the heat conductivity. Subsequently,
Eqs. (8) and (9) together with (4) and (6) determine the spatial distribution of the induced medium inhomogeneity.

According to Eq. (9), the spatial profile of the refraction index explicitly depends on time. Of course, this is only correct for the initial stages of the field-medium interaction; with growing temperature gradient, the process of absorbed energy accumulation slows down due to the energy leakage to low intensity regions, and finally a stationary state with equilibrium between the absorbed and outflowing power is established. Analysis of this process is a complicated problem requiring the heat conductivity, diffusion and convection arguments and will not be conducted here. Now we note that in this stationary state, each small volume of the medium contains certain extra energy (with respect to the initial state without laser radiation) that can be called “stationary absorbed energy” (SAE). In the first approximation, it is distributed similarly to the quantity $q(x,z,t)$ so we can preserve the notation and use the function $q(x,z)$ and parameter $q_0$ to characterize the SAE in the same manner as Eq. (8) characterizes the transient regime of the energy absorption.

A thin layer of the medium with inhomogeneous refraction index can be considered as a phase transparency; if the layer width equals to $d$, its coordinate-dependent transmission, within a constant phase factor, is

$$T(x) = H \exp \left( \frac{ik}{\Delta n} \int_0^d dz \right) \exp \left( - \frac{\alpha d}{\cos \theta} \right)$$

where $H$ is an inessential constant phase factor, $|H| = 1$, that will be omitted in the following analysis. The field-induced inhomogeneity of transmission (10) is a source of the self-diffraction. The spatially periodic transmission distribution can be represented via the Fourier series [13]

$$T(x) = \sum_{m=-\infty}^{\infty} T_m \exp (im\Phi),$$

where each term represents a certain diffraction order and coefficients $T_m$ describe the diffracted beams’ amplitudes. Because of the known relation [14]

$$\exp (iB \cos \Phi) = \sum_{m=-\infty}^{\infty} i^m J_m (B) \exp (im \Phi),$$

where $J_m (B)$ is the Bessel function of the first kind, and in view of Eq. (10), the coefficients of the series (11) are determined by the equation

$$T_m = i^n J_m \left[ \frac{kd}{\cos \theta \left( \frac{dn}{dT} \right)} \frac{q_0 V}{C \rho} \right] \exp \left( - \frac{\alpha d}{2 \cos \theta} \right).$$

The relative efficiency for the $m$-th order diffraction is characterized by the quantity $D_m = |T_m|^2$. Under assumption $\Delta n/n \ll 1$, for the most interesting zero-order and first-order diffracted beams we obtain

$$D_0 = \left\{ 1 - \frac{1}{2} \left[ \frac{kd}{\cos \theta \left( \frac{dn}{dT} \right)} \frac{q_0 V}{C \rho} \right]^2 \right\} \exp \left( - \frac{\alpha d}{\cos \theta} \right).$$
In particular, Eq. (14) testifies that the first-order diffracted intensity grows with increasing incidence angle $\theta$. This happens due to increasing the light pathway in the self-induced grating. On the other hand, longer light pathway causes the reverse influence associated with growth of the diffracted light absorption (see the exponential multiplier in Eqs. (13) and (14)). However, in many practical situations the first factor prevails. For example, consider the following experimental conditions (Table 1).

$$D_i = \frac{1}{4} \left[ \frac{kd}{\cos \theta} \left( \frac{dn}{dT} \frac{d\rho}{C} \right) V \right]^2 \exp \left( -\frac{\alpha d}{\cos \theta} \right).$$  \hspace{1cm} (14)

Table 1. Experimental Conditions

<table>
<thead>
<tr>
<th></th>
<th>Description</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Mean size of the pigment particles</td>
<td>0.2 $\mu$m</td>
</tr>
<tr>
<td>2</td>
<td>Concentration of the pigment particles</td>
<td>0.4 g·cm$^{-3}$</td>
</tr>
<tr>
<td>3</td>
<td>Absorption coefficient of the medium</td>
<td>7·10$^2$ cm$^{-1}$</td>
</tr>
<tr>
<td>4</td>
<td>Cell thickness</td>
<td>10 $\mu$m ($d\alpha = 0.7$)</td>
</tr>
<tr>
<td>5</td>
<td>Radiation wavelength</td>
<td>0.532 $\mu$m ($k = 1.18 \cdot 10^5$ cm$^{-1}$)</td>
</tr>
<tr>
<td>6</td>
<td>Refractive index temperature coefficient</td>
<td>($dn/dT$) = 0.8·10$^{-4}$ K$^{-1}$</td>
</tr>
<tr>
<td>7</td>
<td>Specific heat capacity (water)</td>
<td>4.2 kJ·kg$^{-1}$·K$^{-1}$</td>
</tr>
<tr>
<td>8</td>
<td>Mass density (water)</td>
<td>10$^3$ kg·m$^{-3}$</td>
</tr>
</tbody>
</table>

Figure 2 illustrates the incidence-angle dependence of the diffracted beam intensity for the case of $A_i = A_s = A$. It represents the first-order diffracted intensity normalized by the half incident intensity $g_0 | A |^2$, for three values of the SAE density. One can see that the self-diffraction efficiency is approximately proportional to the square of $q_0$, in agreement with Eq. (14); besides, it really grows with the incidence angle and reaches maximum for $\theta \approx 0.9$ rad when further increase of the diffracted power is suppressed by the radiation absorption.

3. Experimental study of the self-diffraction

3.1. Experimental technique and equipment

In the experiments, we used a water suspension of the pigment ink 10BP designed for inkjet printers. The ink particles are polymer spheres 0.2 $\mu$m in diameter with a coating made of carbon-based absorptive resin. The self-diffraction efficiency was quantitatively estimated via the quantity $D_i$ as a ratio of the first-order diffracted power to the power of one of the identical incident beams.

Measurements were performed with the experimental setup illustrated in Fig. 3. The semiconductor laser CASIX LDS-1500 generates radiation with wavelength $\lambda = 532$ nm, power controlled to 100 mW, and linearly polarized within the plane orthogonal to the figure.
The radiation traverses the telescopic system TS (two objectives with common focal plane where a micrometer-size pin-hole is placed) that produces a parallel beam with diameter 0.7 mm. A beam-splitter BS divides the laser beam in two, and the 90° angular reflectors AR1 and AR2 redirect the beams strictly backward but with a certain transverse shifts. Angular reflectors facilitate transverse displacements of the beams at the beam-splitter output without changing their path difference and make the beams interfere.

In the micro-objective focus, the intensity distribution is formed with parallel planes corresponding to the interference maxima. The diameter of the focused beams was approximately 40 μm. In the interference region, a cell of fused silica-C with the investigated medium is placed. The thickness of the cell walls is 1 mm and the working volume thickness is 10 μm. After passing through the cell, the radiation hits the screen S, if the intensity is high, or directly onto the CCD camera at low laser intensities. The plane-parallel plate PP is employed to change the path difference between the two beams by an amount greater than the coherence length of the laser radiation. This enables switching between the coherent (well-developed interference pattern) and incoherent (no interference pattern) regimes. Figure 4 shows the fields observed in the cell plane in the two cases.

![Fig. 3. Optical system for the self-diffraction investigation: (L) laser CASIX LDS-1500; (BS) beam-splitter; (CR1), (CR2) 90° angular reflectors; (Ob) micro-objective; (S) screen; (CCD) camera.](image)

![Fig. 4. Resulting field formed in the cell plane when the two beams are coherent and the interference pattern is well developed (a) and when the beams are mutually incoherent (b). The interference pattern period in (a) is 2.5 μm.](image)

In Fig. 5 examples are presented of the self-diffraction pattern observed at a distance 50 mm behind the cell. The panel (a) illustrates the self-diffraction suppression when the plane-parallel plate PP (Fig. 3) is introduced into the beam path; the other panels 5(b)–5(e) represent the diffracted beams’ appearance and qualitatively characterize their intensities. As the thermal grating is a phase grating, the number of observable orders should be high; however,
only the first diffraction order is really observed (Figs. 5(b)–5(e)). This testifies that the grating cannot be considered thin, and the Bragg spatial-filtering mechanism effectively works in the rather thick disperse-medium layer.

The phase grating modulation contrast depends on the particles’ concentration and the temperature gradient. The use of a thin grating would be the simplest solution for the self-diffraction modeling; however, in this case the number of particles interacting with the radiation is relatively small, and to obtain the necessary diffraction efficiency with a thin grating one should employ a higher temperature gradient than in a thick grating. Simultaneously, high temperature leads to the undesirable medium transformation, up to local phase transitions and cavitation effects. In view of this, the optimal grating thickness of 10 μm was chosen.

![Image](image)

Fig. 5. Diffraction patterns observed in the screen: (a) pattern observed when the plate PP is introduced (no self-diffraction due to the lack of coherence) and (b) – (e) self-diffraction patterns at different angles of the beams’ convergence as indicated.

3.2. Results and discussion

The main subject of the study was the first-order self-diffracted beam, its power and spatial characteristics. In general, there are two beams propagating in the directions of the first-order self-diffraction (dashed lines in Fig. 3). E.g., the left dashed line corresponds to the first-order diffraction of the right incident beam and to the second-order diffraction of the left incident beam. However, the second-order intensity was much lower, and could be neglected in the actual experimental conditions.

The first-order diffraction efficiency $D_1$ was measured as a ratio of the diffracted beam power to the power of a single incident beam. Figure 6 illustrates the observed dependence of $D_1$ on the incident beams’ convergence angle $2\theta$. In contrast to the simulation results (Fig. 2), increase of the angle $\theta$ leads to decrease of the self-diffraction efficiency. This result can be caused by two effects: (i) dynamical characteristics of the induced grating formation and peculiarity of the dynamic equilibrium between the energy accumulation and dissipation in the inhomogeneously illuminated medium and (ii) partial spatial filtering of the self-diffraction orders by the thick grating. The first reason is associated with the Brownian motion of the suspended particles and will be discussed in Sec. 4.2 below; the role of the second one is determined by the parameter of the grating thickness

$$Q = \frac{2\pi d\lambda}{n\Lambda}.$$

(15)
In our experiments, the interference pattern period $\Lambda$ varied from 2.5 to 10 $\mu$m so that for $d = 10$ $\mu$m the parameter $Q$ was within the limits 0.25 to 4. This testifies that the condition of thick Bragg grating $Q > 5$ is not fulfilled and the grating cannot be considered thick. However, certain influence of the grating thickness was yet perceptible. One can notice an inessential decrease of the first-order intensity due to the partial space-time frequency filtering and the total filtering of the higher diffraction orders with growing diffraction angles when the grating thickness approaches the "thick grating" conditions.

4. Motion of the particles and the grating dynamics

The experimental results demonstrate that as long as the incident radiation is continuous, the observed diffraction pattern is temporally stable and the self-diffraction process possesses a stationary character. However, this stable behavior is a result of dynamical equilibrium: the temperature distribution is maintained inhomogeneous and intensities of the diffraction orders do not vary while the energy of the incident radiation is permanently absorbed and dissipated.

The light-induced temperature inhomogeneity is immediately responsible for the phase grating studied in the previous sections. That is why, in the performed analysis, the distribution of the pigment particles over the cell volume was assumed homogeneous and independent on the light field. However, this is a rather coarse approximation. In fact, the field and temperature inhomogeneity provokes the spatial redistribution of the particles [9,15]; regarding the field characteristics and the particles’ nature, they can accumulate near the minima or maxima of the interference pattern thus forming an amplitude grating accompanying the 'primary' phase grating. Additionally, the particles perform stochastic Brownian motion that could induce fluctuations in the diffraction conditions and, hence, in spatial profiles of the diffracted beams.

Besides, possible motion of the particles, both field-induced and stochastic, plays an important role in the thermal grating formation, maintenance and degradation. This is supported by our experimental observations: When the interference pattern period is comparable with the mean free-path length of the Brownian particles or with the effective thermal diffusion length, the grating is destroyed and the self-diffraction efficiency vanishes.

The process of spatial redistribution of the suspended particles due to the mechanical action of the interference optical field was studied in many details by Rubinov [16]. However, he dealt with rather coarse non-absorbing particles whose sizes were comparable with the grating period. In such conditions, the thermal effects in the cell volume as well as the role of the particle’s Brownian motion were negligible. The full theoretical analysis of the grating dynamics and degradation processes is rather sophisticated. In this Section, we consider the
main factors involved in our conditions and qualitatively discuss their relative weights and meaning.

4.1. Field-induced mechanical action

Along with absorption of the light energy, the particles experience a ponderomotive action due to the inhomogeneous optical field. We may estimate this action analytically in the dipole approximation which is acceptable if the particle radius $a$ satisfies $ka \ll 1$. In this case the electromagnetic field exerts on a non-magnetic particle with electric polarizability $\alpha_e$ the dipole force \[ F_e = \frac{1}{4\pi\varepsilon_0} \text{Re}(\alpha_e) V I + \frac{\omega}{g} \text{Im}(\alpha_e) p_e^\omega, \] (16)

where $I \equiv I(x,z)$ is the field energy density - in our case described by relation (4) - and

\[ p_e^\omega = \frac{g}{2\omega} \text{Im} \left[ \frac{1}{\mu} \mathbf{E} \cdot (\nabla) \mathbf{E} \right] \] (17)

is the electric part of the field orbital momentum [18,19], $\mathbf{E}$ being the electric vector of the field. The polarizability $\alpha_e$ is characterized by the relations [18,19]

\[ \alpha_e = \frac{\alpha_e^0}{1 - i \frac{2k^3}{3\varepsilon} \alpha_e^0} = \alpha_e^0 + i \frac{2}{3\varepsilon} k^3 |\alpha_e^0|^2, \] \[ \alpha_e^0 = \varepsilon a^3 \left( \frac{\varepsilon_p - \varepsilon}{\varepsilon_p + 2\varepsilon} \right) \] (18)

where $\varepsilon = \varepsilon_0^z$ and $\varepsilon_p$ are the medium and particle permittivity, respectively. In the field formed by interference of two plane waves with $A_1 = A_2$, with symmetrical incidence (Eq. (3) holds), the orbital momentum $p_e^\omega$ is directed exactly along the $z$-axis [20] and the second term of (16) makes no contribution to the transverse motion of the particles. A possible $z$-directed motion is prevented by the cell structure and plays no important role in the experimental behavior.

Therefore, the only transverse action is that associated with the gradient force expressed by the first term of Eq. (16). Without loss of generality we may consider a particle situated near the cell surface ($z = 0$), where the force can be evaluated via the equation

\[ F_e(x) = -k a \frac{\text{Re} \left( \frac{\varepsilon_p - \varepsilon}{\varepsilon_p + 2\varepsilon} \right)}{2g} \sin(2kx \sin \theta + \phi) \sin \theta, \] \[ (20) \]

which follows directly from Eqs. (16), (17), (18) and (4), (5) and coincides with the gradient force used in [16]. A numerical estimation requires knowledge of the particle dielectric properties. The pigment particles used in our experiments are nearly spherical with mean radius $a = 0.1 \mu m$ and contain $\sim 20$ nm absorptive coating of carbon-based resin. Assuming the complex refraction index of the coating to be close to that of the atmospheric soot, we accept the following values of the particle and medium (water) parameters [21]:

\[ n_p = 1.82 + 0.74i, \quad \varepsilon_p = n_p^2 = 2.76 + 2.69i, \quad \varepsilon = 1.33^2 = 1.77. \] (21)
Another reason for the particle transverse motion, not taken into account in Ref [16], is the photophoresis force owing to inhomogeneous heating a particle by the absorbed radiation. Mechanisms for the photophoretic action and means for their analysis are mainly developed for gaseous media [22,23]; the theory of photophoresis in liquids is not well elaborated and only a few attempts were made in this field [24,25]. For rough estimations, we use a simplified calculation scheme based on combination of approaches presented in Refs [23] and [25]. We start with Eq. (17) of Ref [25], which gives the photophoresis velocity \( V_p \) of a particle and define the corresponding photophoretic force \( F_p \) via Stokes formula

\[
F_p = 6\pi \eta V_p,
\]

(22)

where \( \eta \) is the water viscosity. Then we take the asymmetry factor \( J \) [23,25] in the form

\[
J = -(2/3)a\alpha_p [23],
\]

(23)

is the light absorption coefficient of the particle, and assume the particle to be non-hydrophobic (the ‘slip length’ \( L_s \) in [25]). After some manipulations, the photophoretic force can be represented by the expression

\[
F_p = -\kappa\pi a^2 P,
\]

(24)

where

\[
\kappa = \frac{2}{9} \frac{\beta_T A_H r_0^2}{\nu_0} \frac{\alpha_p}{\chi_p + 2\chi}
\]

(25)

is an analog of the coefficient \( \kappa \) introduced by Eq. (8) of Ref [23], which characterizes the momentum transfer from the liquid molecules to the particle with given properties, \( P = (c/n_0) I \) is the energy flow density in the incident light field supposed to be a plane wave in [25]. In Eq. (25) \( \beta_T \) is the cubic thermal expansion coefficient of the medium, \( A_H \) is the Hamaker constant, \( r_0 \) is the radius of the medium molecule, \( \nu_0 \) is the specific molecular volume, \( \chi \) and \( \chi_p \) are the thermal conductivities of the medium and the particle, respectively. Then, following [23], the result (24) is generalized to the case of the transverse force in an inhomogeneous incident field via the replacement

\[
\pi a^2 P \rightarrow \int_S P(r) dS,
\]

(26)

where the integration is performed over the projection of the particle side exposed to the incident radiation, \( r \) is the 2D radius-vector originating from the particle center projection, \( P(r) = (c/n_0) I(x,z) \) is the incident beam power density (the explicit \( z \)-dependence reflects change of the incident radiation with the cell depth but for rough estimates we still assume \( z = 0 \)).

Again, we employ expressions (4) and (5) with \( V = 1 \) and, introducing polar coordinates in the transverse plane and taking \( z = 0 \), evaluate integral (26) as follows:
\[ \int_{S} \mathbf{P}(\mathbf{r}) dS = \frac{c}{an_{0}} \int_{0}^{2\pi} \int_{0}^{a} r^{2} \left( \cos \phi \right) I(\mathbf{r},\phi) r \, dr \, d\phi = \]

\[
\frac{c}{an_{0}} I_{0} \int_{0}^{2\pi} \cos \phi \, d\phi \left( \cos (2kr \sin \theta \cos \phi + \phi) \right) \cos \phi \, d\phi. \tag{27}
\]

This result is in the form of a column vector whose elements represent the \(x\)- and \(y\)-components of the force. Due to the symmetry, the \(y\)-component vanishes and the whole force (24) is directed along the \(x\)-axis. As a result, Eq. (24) and elementary transformations of (27) yield the final expression for the photophoretic force

\[
F_{p}(x) = \pi a^{2} I_{0} \frac{c}{n_{0}} \kappa \sin (2kx \sin \theta + \phi) \frac{J_{2}(2ka \sin \theta)}{ka \sin \theta} = \frac{\pi}{2} I_{0} \frac{ka}{n_{0}} \kappa \sin (2kx \sin \theta + \phi) \sin \theta, \tag{28}
\]

where \(J_{2}\) is the symbol of the Bessel function. The second line of the equation represents an approximation valid when the particle is small with respect to the period of the interference pattern \((ka \sin \theta << 1)\).

For latex particles with carbon coating suspended in water, \(\beta_{r} = 2.57 \cdot 10^{-4} \text{ K}^{-1}\), \(A_{H} = 5.0 \cdot 10^{-20} \text{ J}, r_{0} = 1.54 \text{ Å}, \nu_{0} = 30 \text{ Å}^{3}, \chi = 0.61 \text{ W/(m K)} [25]\) and \(\chi_{p} = 0.55 \text{ W/(m K)} [26]\), and after evaluating \(\alpha_{p}\) from Eqs. (20) and (22) one finds \(\kappa = 2.1 \cdot 10^{-8} \text{ s/m}\). The spatial dependence of the forces \(F_{p}\) and \(F_{e}\) for \(a = 0.1 \mu\text{m}, \theta = 3.0^\circ\) and \(\phi = 0\) (see Eqs. (20) and (28)) is illustrated by Fig. 7. It expectedly shows that both forces are comparable in magnitudes but opposite in sign: the gradient force pulls the particle towards the interference maxima while the photophoretic one promotes the particles to move to the low-intensity regions. The ‘net’ field-induced mechanical action is dictated by the prevailing photophoretic force (note that possible hydrophobic properties of the particles may only increase the photophoretic effect [25]).

![Fig. 7. Spatial dependence of the light intensity (right scale), gradient \(F_{e}\) and photophoretic \(F_{p}\) force (left scale) within a single period of the interference pattern for \(\theta = 3.0^\circ\) and \(I_{0} = 1.33 \cdot 10^{-1} \text{ J/m}^{3}\) (peak intensity \(6 \cdot 10^{7} \text{ W/m}^{2}\)). The particle parameters are described in the text (see also Eq. (20)).](image_url)
4.2. Stability and degradation of the self-induced grating

The above-described mechanisms of formation and evolution of the self-induced grating show that the grating instability as well as its stationary pattern is essentially influenced by the heat conductivity and by the motion of the pigment particles from ‘hot’ regions to ‘cold’ ones. Along with the chaotic diffusion-like redistribution of particles caused by molecular mechanisms, the electromagnetic field-induced ponderomotive action provides regular drift-like displacements of the particles that contribute to the creation of the additional amplitude grating.

To evaluate the possible behavior of the particles due to the factors mentioned we performed the numerical simulation of the motion of a single suspended particle. The process is considered as a discrete Marcovian chain with updating the particle coordinates after each step of the fixed duration \( \tau \). Due to Brownian motion, at \( i \)-th step the particle’s \( x \)-coordinate obtains a random increment \( (\Delta x_i)_{\text{rand}} \) distributed normally with the root-mean-square value

\[
\Delta x = \frac{k_B T}{6 \pi \eta a_p}
\]

is the diffusion coefficient. In Eq. (29) \( k_B \) is the Boltzmann constant, \( T \) is the absolute temperature and \( a_p = a \) is the hydrodynamic radius of the particle. Besides, the particle performs a regular drift owing to the ponderomotive action of the field. Assuming the drift velocity to be regulated by the Stoke’s law (22), one finds the particle regular displacement during the \( i \)-th step caused by the local gradient and photophoretic forces (20) and (28),

\[
(\Delta x_i)_{\text{reg}} = \frac{F_x(x_{i-1}) + F_x(x_{i+1})}{6 \pi a \eta} \tau.
\]

Here an assumption has been made that the single-step displacement is small enough so on the whole path the forces acting on the particle are the same and are determined by the position reached by the particle in the previous step. The resulting coordinate of the particle after \( M \) steps is calculated as a sum of displacements performed at all the consecutive steps,

\[
x_N = x_0 + \sum_{i=1}^{M} \left[ (\Delta x_i)_{\text{rand}} + (\Delta x_i)_{\text{reg}} \right].
\]

The particle motion was limited between two planes orthogonal to the \( x \)-axis and separated by two periods of the interference pattern, \( x_i \in (-\Lambda, \Lambda) \). If at some step the calculated \( x_i \) gets outside the simulation region, the periodic boundary conditions were employed: \( x_i \rightarrow x_i \pm 2 \Lambda \).

During the simulation, the step duration was assumed to be \( \tau = 1 \mu s \), and the behavior of \( 10^5 \) particles was calculated; initially \( (i = 0) \) the particles were uniformly distributed over the modeled volume. The results are presented in Fig. 8. It is seen that the particles are, indeed, concentrated near the interference minima thus forming the amplitude grating which may act together with the phase of thermal origin. Note that under the accepted conditions, the mean value of \( (\Delta x_i)_{\text{reg}} \) is \( 5.5 \cdot 10^{-10} \mu m \) or \( 11 \cdot 10^{-10} \mu m \) for the incident beam power 40 and 80 mW (the interference pattern peak intensity \( 6 \cdot 10^7 \text{ W/m}^2 \) and \( 12 \cdot 10^7 \text{ W/m}^2 \)), respectively, while \( (\Delta x_i)_{\text{rand}} = 2.1 \cdot 10^{-3} \mu m \), which satisfies the requirement for the validity of Eq. (29) for the presumed grating period \( \Lambda = 4 \mu m \). The regular constituent of the particle motion is
obviously much smaller than the stochastic fluctuations but the tendency to form the regular periodic distribution of particles is nevertheless quite perceptible. However, the Brownian motion permanently acts against this tendency, and limits available contrast of the amplitude grating. In the equilibrium state that is established after more than $2 \cdot 10^5$ steps (which corresponds to 0.2 s), the particles’ density varies within 5 to 10 percents, according to the incident power (see Figs. 8(c), 8(c’), 8(d) and 8(d’)).

It is interesting to compare the simulated patterns of Fig. 8 with the averaged distribution of particles calculated analytically by means of the one-dimensional Nernst – Plank equation [27]

$$\frac{\partial N}{\partial t} = D \frac{\partial^2 N}{\partial x^2} - \frac{1}{k_B T} \frac{\partial}{\partial x} \left( NF \right).$$

(32)

Here $N$ is the particles’ concentration,

$$F = F_e + F_p = F_b \sin \left( 2kx \sin \theta + \varphi \right)$$

(33)

is the total transverse force and, according to Eqs. (20) and (28)

$$F_b = \frac{\pi}{2} I_0 ka \sin \theta \left[ \frac{c}{n_0} \kappa - 8 \text{Re} \left( \frac{\epsilon_p - \epsilon}{\epsilon_p + 2 \epsilon} \right) \right].$$

The stationary solution of this equation corresponding to zero time derivative in Eq. (32) can be easily found in the form [16]

$$N(x) = N_0 \exp \left[ - \frac{F_b \cos \left( 2kx \sin \theta + \varphi \right)}{2k_B T k \sin \theta} \right],$$

(34)

(the normalization factor $N_0$ is determined from the condition that the total number of particles $\int N(x)\,dx$ is always the same and equal to the initial number of particles). The average distribution of Eq. (34) is illustrated by yellow lines in Figs. 8(d) and 8(d’). The obvious difference between the simulated and analytical results testifies for another important property of the field-induced particle distribution: generally, it is not stationary and experiences strong random deformations due to stochastic fluctuations. This fact, which invoked no important consequences in conditions of Ref [16] because large particles were rather regularly arranged within the interference fringes, is generally responsible for the non-stationary and fluctuating character of the field-induced amplitude grating. Absence of perceptible fluctuations in the experimental self-diffraction patterns serves as an additional indirect confirmation of the relative weakness of the amplitude-grating effects.

In general, Fig. 8 along with the discussion of Sec. 4.1 confirms our conclusion that in real experimental conditions the role of the amplitude grating was not essential. Its single reliable manifestation was a slightly suppressed absorption of the incident light in case of well-developed interference pattern, compared to the case of incoherent superposition of the two beams (see Sec. 3.1). In full agreement with the simulation results, experimentally we could not detect a noticeable contribution of the amplitude grating to the diffraction efficiency up to beam powers of 50 – 100 mW. On the other hand, the data of Fig. 8 and Eq. (34) suggest that the amplitude grating could be more perceptible at higher intensities but in reality the beam power of 100 mW or more appeared to be inappropriate because under such circumstances the processes of the pigment melting, local boiling of water and cavitation effects become essential. In the whole range of conditions available in our experiments, the amplitude grating was rather weak. This conclusion is additionally supported by the self-diffraction pattern (Fig.
5) where higher-order diffracted beams are absent and by the negligible level of additional fluctuations in the diffracted beam profiles caused by the Brownian motion of the particles. In all cases, the first-order intensity distribution appears to be similar to the zero-order intensity, which confirms the predominantly phase character of the grating.

Fig. 8. Histograms of the particles’ distribution along x-axis (integrated over the y- and z-directions) within a two-period fragment of the interference pattern (white line shows the light energy distribution) for the single-beam power 40 mW (left column) and 80 mW (right column): (a), (a’) initial distribution of the total of $10^5$ particles (homogeneous); (b), (b’) after $2 \cdot 10^5$ steps (the amplitude grating is not yet developed); (c), (c’) after $16 \cdot 10^5$ steps; (d), (d’) after $30 \cdot 10^5$ steps (pattern corresponding to dynamical equilibrium). Total number of particles is $10^5$, the step duration accepted $\tau = 1$ s, other conditions are the same as specified in Sec. 4.1 and Fig. 7. Yellow lines in panels (d) and (d’) describe corresponding averaged distributions analytically calculated via Eq. (34).

All the mentioned facts clearly indicate that the field-induced ponderomotive action cannot cause a noticeable distortion or destruction of the self-induced thermal grating described and analyzed in Sec. 2. Essential questions of the thermal grating development, consistency and degradation should be considered based on kinetic processes including the heat exchange, convection and thermal conductivity [27] that can be properly studied via observing the transient phenomena accompanying the grating emergence and vanishing after the laser radiation is turned off. However, important kinetic characteristics of these processes can be extracted from analysis of the stationary gratings with special attention to their relations with the grating spatial characteristics.

The main elementary kinetic process involved in the thermal grating formation is the energy exchange between a particle and the surrounding water. Since the specific heat capacity of water is much higher than the heat capacity of the particle, the latter remains ‘hot’
during certain time interval $t_0$ after the particle has absorbed a portion of the light energy. This time interval correlates with the time of the thermal relaxation. It is difficult to estimate this time directly but it can be determined by using the kinetic properties of the whole disperse system. In fact, the time $t_0$ regulates the diffracted intensity dependence on the grating spatial frequency [28]:

$$D_m = D_{m0} \exp\left(-2D_f q^2 t_0\right),$$

(35)

where $q = 2\pi/\Lambda$ is determined by the grating period $\Lambda$, $D_{m0}$ is the ‘initial’ $m$-order efficiency for a high grating period $\Lambda >> 2\pi \sqrt{D_f / t_0}$ and the diffusion coefficient $D_f$ is given by Eq. (29). Relations (29) and (35) explicitly connect the diffraction efficiency with molecular and kinetic characteristics of the Brownian motion of particles, which destroys the grating. In essence, they show that the grating can exist until the diffusion time $\Lambda (2\pi D_f)^{-1}$ exceeds the thermal relaxation time, and the thermal grating disappears for small enough grating period $\Lambda$.

The experimental dependence $D(t) \Lambda^{-1}$ complies with Eq. (35) and the best fitting procedure (solid curve in Fig. 6) yields $t_0 = 80$ ms (other parameter values are $T = 300$ K, $\eta = 1.0 \cdot 10^{-3}$ Pa·s, $a_{m0} = 0.1 \mu$m). A high degree of correlation between the experimental data and approximating curve supports the validity of the model chosen.

**Conclusion**

We have demonstrated the possibility of producing controllable phase gratings in disperse liquid media with suspended absorptive sub-wavelength particles. The grating prototype is formed by interference between two identical laser beams obliquely incident onto the medium. The light energy absorbed by the particles is transmitted to the medium thus forming the inhomogeneous temperature distribution and associated thermal grating due to the temperature dependence of the refraction index. Importantly, the light-induced grating structures are obtained with low-power continuous-wave laser radiation. We have found that the grating life time, contrast (the refraction index modulation) and, consequently, the self-diffraction efficiency are determined by the degree of coherence of the beams involved.

Mechanism and dynamical characteristics of the thermal grating formation and degradation are analyzed, and their relations with the kinetic and thermal properties of the medium and particles are discussed. The roles of the ponderomotive field action (gradient and photophoretic forces) and of the stochastic fluctuations in the medium (Brownian motion) are studied. The developed experimental approaches and the results obtained can be used for the recording and diagnostics of rapid processes in particle-medium interactions.

Finally, we would like to outline possible directions for further development of the proposed approach. First, it can be extended to multiple-beam interference configurations. This may contribute to the sharper interference fringes with corresponding enhancement of the optical field inhomogeneity. As a result, enhancement of the non-linear behavior could be expected. However, according to Section 4.2, the sharper fringes are subject to faster degradation which may neutralize the anticipated growth of the self-induced effects. On the other hand, the use of smaller suspended particles, up to the nanometer size, may be promising in view of decreasing thermal relaxation time. This will improve the grating dynamical characteristics with probable increase of its controllability and accuracy. These features could be especially useful in the study of non-stationary gratings induced in media with absorbing particles when the interfering coherent waves have unequal frequencies. In such situations, the
controllable evolution of the interference pattern will offer a new degree of freedom for the
induced grating management, with a lot of interesting and promising applications.
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