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Abstract

The present thesis considers a coupled modelling approach for hydro- and
morphodynamics in the surf zone, which is based on a solution to the Reynolds
Averaged Navier-Stokes (RANS) equations with a Volume of Fluid (VOF)
closure for the surface tracking.

The basis for the numerical approach is the surface tracking method in the
open-source CFD toolbox OpenFoam(®), which is released by OpenCFD®).
This basic version has been extended with the ability for modelling surface
water waves and sediment transport in the surf zone. The validation of these
functionalities are described as part of the project. The inequilibrium in the
sediment transport field leads to a morphological change in the bed level,
which is incorporated through a movement of the computational mesh. This
allows for an integrated coupling with the hydrodynamics. The morpholog-
ical module is also developed as part of this work.

The numerical model is applied onto several physical settings. Firstly,
the morphological response is turned off, and the hydrodynamics and the
sediment transport patterns in the surf zone are described. The description
considers these processes as a function of several non-dimensional variables,
namely the surf similarity parameter, (y, and Dean’s parameter in various
forms, Q2 and Q. This investigation has an emphasis on (i) the spatial and
temporal lag-effects in the hydrodynamics, and between the hydrodynamics
and the sediment transport and (ii) the integrated net cross shore suspended
sediment transport flux as a function of either of the variables (y, 2, or Qg x.

Secondly, the bed is allowed to evolve under the influence of the sediment
transport processes. The development of breaker bars in both laboratory
scale settings and prototype scale settings is considered. The temporal de-
velopment of the cross shore profile is simulated for several combinations of
wave forcing and sediment grain diameters. The variation is described with
emphasis on the development of the crest level of the breaker bar, the varia-
tion in the bed shear stress on the crest of the breaker bar, and its migration
speed.

Additionally, a net onshore current over a breaker bar is considered,
where this current mimics the presence of a horizontal circulation cell. The

xvil
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development of the breaker bar is described for different values of the net
onshore current speed. This description is undertaken with and without a
coupling to the morphology.



Abstract in Danish

Denne athandling betragter en integreret lgsningsmetode til hydro- og mor-
fodynamikken i brydningszonene. Metoden er baseret pa en lgsning af de
Reynoldsmidlede Navier-Stokes ligninger, som er koblet med en numerisk
metode til bestemmelse af overfladens placering (Volume of Fluid).

Udgangspunktet for denne model er den implementerede metode til be-
stemmelse af overfladens placering, som er tilgaengelig i den frie CFD (Com-
putational Fluid Mechanics) pakke kaldet OpenFoam®), der er frigivet af
OpenCFD®). Denne grundlaeggende version er blevet udvidet med mu-
ligheden for at modellere overfladebglger samt sediment transport i bryd-
ningszonen. Valideringen af disse komponenter er beskrevet i afhandlingen.
Uligevaegten i sedimenttransportfeltet resulterer i en morfologisk sendring af
bunden, hvilket er medtaget ved at flytte beregningsnettet. Beregningsmod-
ulet, som handterer disse flytning, er ligeledes en del af naerveerende arbejde.

Beregningsmodellen er benyttet pa en raekke fysiske problemstillinger.
Som udgangspunkt er koblingen til det morfologiske respons slaet fra, og
hydrodynamikken, samt den af hydrodynamikken inducerede sedimenttrans-
porten i brydningszonen, er beskrevet. Disse mekanismer er sggt beskrevet
som en funktion er forskellige dimensionslgse parametre, nemlig (o (kaldet
“surf similarity parameter”) og to udgaver af Deans parameter, Q og Q.
Beskrivelsen har hovedfokus pé (i) rumlige og tidslige forskydninger imellem
processer internt i hydrodynamikken og imellem hydrodynamikken og sedi-
menttransporten samt (ii) den integrerede tvaertransport hidrgrende fra den
suspenderede sedimentransport. Denne er betragtet som en funktion af (p,
Q) 0og QHK

Bunden tillades herefter at udvikle sig under indflydelse af gradienter
i sedimenttransporten. Udviklingen af revler i bade laboratorie- og proto-
typeskala er undersggt. Den tidslige udvikling af revlen er simuleret for flere
kombinationer af bglgeparametre og korndiametre. Fokus er pa udviklingen
af revlens toppunkt, den tidslige variation af bundforskydsningsspaendingen
over revlens toppunkt, samt vandringshastigheden af dette.

Derudover er en indadrettet strgm patrykt hen over en revle, hvilket
efterligner tilstedeveerelsen af en horisontal recirculation. Udviklingen af

xXix
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revlen er beskrevet som en funktion af styrken af denne strom. Beskrivelsen
er givet bade med og uden en kobling til det morfologiske modul.



Chapter 1

Introduction

In recent years, coastal threats due to global warming, the resulting acceler-
ation of sea level rise, and changes in storm and precipitation patterns have
gained a lot of focus. One of the questions arising from such an accelerated
change is, whether or not shorelines can keep pace with the increase in sea
level rise. Is the Bruun rule (Bruun, 1962) applicable or not for this prob-
lem, or will the cross shore sediment delivery be too small, resulting in net
eroding shores?

The increasing presence of humans in nearshore areas means that the fate
of the shoreline cannot be ignored, and measures need to be taken to protect
our shorelines. Such measures could be a combination of hard solutions
such as groynes, breakwaters (surface piercing or submerged), revetments,
seawalls and soft solutions such as sand nourishment in the dune system, on
the shore or offshore on the breaker bars (Komar, 1998).

Any of these solutions or the omission of any action needs evaluation.
This requires an accurate longterm modelling framework for the shoreline
evolution. Irrespective of the type of prediction framework, it is important
to decide on the relevant spatial and temporal scales. Three relevant scales
for the cross shore profile are depicted in figure 1.1. When considering e.g.
the modelling of decadal behaviour level T and perhaps level 11 need direct
modelling, whereas it is not possible to directly include the effect of wave
orbital ripples on level III. The residual effects of the ripples on the sediment
transport hence needs to be parameterised in a proper way. The way to
include this parameterisation is still unknown.

Examples of decadal models are those of Plant et al. (1999, 2001), which
are based on a behavioural pattern with a coupling between the breaker
bar position and the instantaneous environmental forcing; these models are
discussed in §2.5.1. The breaker bar migrates towards an equilibrium, which
is described based on the instantaneous wave height. The models rely on
emperical formulations of the breaker bar position. As these formulations are



2 Chap. 1. Introduction

Dunes

Tide range

1 / O(100) m

Breaker bar

Longterm equilibrium

% 11 /

Orbital ripples I1I

Rip channel

O(10) m

0(0.1 - 1.0) m

Figure 1.1: A conceptual sketch of the scales in the cross shore profile. I: Longterm
equilibrium profile, which is perturbed with a more dynamic breaker
bar/rip channel system (II). The less exposed parts of the bed are cov-
ered with orbital ripples (III).

exclusively based on measurements from FRF, Duck, North Carolina, U.S.A .|
it has not been tested, whether or not the fitted parameters are “universal” or
depend on e.g. sediment grain distribution or the prevailing environmental
forcing at that specific location. This makes the models difficult to use
as an engineering tool, because decadal measuring campaigns are rare and
thus a validation of the model at any location through a hindcasting will
prove impossible. Therefore, more knowledge of the actual physical processes
taking place in the coastal zone should be built into such behavioural models
to increase the engineering applicability. Such physical processes could be all
residual effects from non-resolved features. Such an increased incorporation
of knowledge of the processes into the behavioural models is also one of the
main conclusions in the review by de Vriend et al. (1993).

Process oriented morphodynamic models include profile models being
1DH (H: horizontal) depth integrated cross shore models, which assume long-
shore uniformity, and area models, which are either 2DH depth integrated
models or 3D with a hydrostatic assumption. These latter models relax the
requirement for longshore uniformity. The range of modelling approaches
are described in §§2.5.2-2.5.3.

The vertical variation of the velocity field in the surf zone cannot be



modelled using depth integrated models, as the velocity field has on- and
offshore contributions over the vertical. The offshore directed part of the
velocity profile is termed the undertow. To remedy this lack in modelling
ability, a quasi three dimensional modelling is included, where the undertow
is computed in a parametric fashion (e.g. Deigaard et al., 1991b; Drgnen
and Deigaard, 2007). The computation of the undertow relies on a local
fulfilment of the vertical force balance. This results in a sharp transition in
the sediment transport patterns at the breakpoint (see Drgnen and Deigaard,
2007, figure 9). This sharp transition calls for the inclusion of smoothing
and/or lag-effects in the transition between the part of the coastal zone
dominated by shoaling waves and that dominated by wave breaking. These
lag effects have been incorporated in many fashions in previous models, and
the formulations depend on the modelling approach for waves, current, and
sediment transport, see e.g. §2.5.2. The variation of these lag-processes is
typically an unknown function of the environmental forcing and sediment
properties.

To circumvent the empirical modelling of these spatial and temporal lags,
the present thesis will consider the modelling of sediment transport under
breaking waves with a 2DV (V: vertical) model, which in an explicit manner
handles the free surface elevation using a Volume of Fluid (VOF) method
for surface tracking. The modelling of sediment transport under breaking
waves in 2DV models has to the author’s knowledge only been considered by
Christensen et al. (2000); Ontowirjo and Mano (2008, 2009). Ontowirjo and
Mano (2009) is also the only work, where the sediment transport modelled
using a Reynolds averaged Navier-Stokes model with a VOF closure has been
used as input to a morphological module. The details in Ontowirjo and Mano
(2009), however, are limited, and the methodology in coupling the hydro-
and morphodynamics is not presented.

The scope of the present thesis is to consider the combined hydro- and
morphodynamic processes over the cross profile with an emphasis on the
processes close to the breakpoint. This near field description of the break-
ing and the resulting mobilisation of the sediment cannot be achieved in
the other modelling frameworks mentioned above. The model will be used
firstly on a constant sloping bed, and the processes as a function of the surf
similarity parameter (§2.3.2) or variants of Dean’s parameter (§2.2) are con-
sidered. The modelling framework is also applied on a description of the
morphological development, where the bed level changes in a tight coupling
with the instantaneous flow field and sediment transport processes.

The goal is to obtain a better understanding of the sediment transport
processes in the surf zone and their intricate coupling with the hydro- and
morphodynamic feedback mechanisms. This type of model allows for a de-
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tailed description of all processes and can therefore be used to map the pa-
rameters governing the phase-lags in the surf zone. This can eventually lead
to an improvement of the less sophisticated process and behaviour oriented
tools, which are applicable for engineering purposes.

1.1 Outline of the Thesis

The outline of the present thesis is as follows.

A background overview of the hydrodynamic and sediment processes in
the nearshore area is described in §2. This description covers the hydrody-
namics of breaking and non-breaking waves and the corresponding induced
currents in both the long- and cross shore directions. Furthermore, the en-
forced sediment transport and resulting morphological response is discussed.

A detailed description of the adopted numerical model is given in §3,
where each of the individual modules are considered. The Navier-Stokes
equation, turbulence closure and VOF-handling is briefly presented, whereas
the methods for wave generation/absorption, sediment transport and mor-
phological coupling are considered in detail, since they have been imple-
mented as part of this work.

The validation of the individual pieces of the proposed model is consid-
ered in §4. This validation covers turbulence modelling, wave modelling with
both breaking and non-breaking benchmark test cases, and the modelling of
sediment transport in closed channels and below breaking waves.

In §5 the hydrodynamics and sediment transport over a bed of constant
slope are considered over a range of surf similarity parameters. A discussion
of the interplay between hydrodynamic and sediment transport is given and
phase-lags are described. Furthermore, estimates of erosional and accretional
beach types are given.

The full coupling between the hydro- and morphodynamic modules is
considered in §6. A set of yearly average and storm conditions is investi-
gated for two grain diameters. The morphological response for only bed
load and both bed and suspended load is considered under regular wave
forcing. Furtheremore, the effect of a net current over a barred cross shore
profile is considered.

The thesis is terminated with a discussion (§7) and a conclusion (§8).



Chapter 2

Background

2.1 Terminology

The nearshore area characterises the boundary between land and sea, and it
is a place where considerable sediment transport processes take place. When
looking at the nearshore area it is common to consider, what happens in two
main directions, namely the cross shore and longshore directions.

Breakpoint

Shoaling wave dominated Surf zone dominated

Still water level

Mean water level — Active bar crest

Trough Swash zone

Inactive bar crest

Lower shoreface <———+——> Upper shoreface <——+> Beachface

Flat bed:
Rippled bed:

Figure 2.1: The terminology used for the main features in the nearshore zone in a
cross shore vertical plane. Note that the bed is termed rippled over the
outer bar, as it is instantaneously inactive, i.e. outside the surf zone.

A sketch of a cross shore profile is shown in figure 2.1. When considering
the nearshore area, there is a terminology for the instantaneous picture and
another terminology for the longer term. Over the short term, the cross shore
is divided into a region, where waves are breaking, called the surf zone, which
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is shoreward of the breakpoint, see figure 2.1. The waves are shoaling seaward
of the breakpoint. Shoaling is the conservative process of a change in wave
height due to a change in the water depth. Over the long term perspective,
the near shore area is divided into the upper and lower shorefaces, where the
upper shoreface is predominantly affected by the surf zone processes, and
therefore it contains all of the breaker bars. The lower shoreface is mainly
dominated by hydrodynamic and sediment transport processes related to
shoaling waves.

The breaker bars can be longshore uniform or rhythmic features, see §2.2
and figure 2.2. The longshore features can be intersected by deeper parts,
which are called rip channels. Rhythmic features are also called crescentic
bars, and they are depicted in figure 2.2b,c. As can be seen from this figure,
they interact and can connect with the shoreline. The different topological
layouts of the breaker bars have been classified into several beach states,
which will be discussed in §2.2.

Near the shoreline the broken waves run up on the shore and form the
swash zone, which, contrary to the progressive short waves in the surf zone,
has the characteristics of a (partly) standing wave (see Hughes and Turner,
1999, figure 5.6). A thin sheet of water runs up the beach in this zone and,
depending on the state of saturation of the beach, a fraction of the water is
infiltrated into the beach. This water is then exfiltrated as the swash lens
retreats.

In figure 2.1, the two bars are given different attributes, namely active
and inactive respectively, which describe their instantaneous morphological
state. When waves are breaking seaward of the bar, wave induced turbulence
and wave induced currents will result in large sediment transport rates, which
modify the shape of the breaker bar. The opposite holds for the inactive bar,
as the sediment transport rates are orders of magnitude smaller for shoaling
waves, why the morphological response is equally weak. The inactive bar will
become active as soon as it is subject to surf zone dominated processes, i.e.
the occurrence of a storm with larger waves or a lowering of the mean water
level due to tidal motion. The number of cross shore bars will be discussed
in §2.2.2. The number of bars ranges from none to as many as five.

The hydrodynamic conditions are sufficiently calm for the generation of
wave orbital ripples under shoaling waves and in the bar troughs, see sketch
in figure 1.1. These are extremely important features, when considering the
residual effects of the sediment transport in the near shore area and especially
important for the longterm cross shore sediment delivery. This is the case
because the instantaneous magnitude and direction of sediment transport
is considerably influenced by the presence of ripples relative to the flat bed
conditions.
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In the longshore direction the bars are seldomly straight but are inter-
sected by deeper parts called rip channels. These can be found between
otherwise straight bars, crescentic bars, or transverse bars, e.g. see figure
2.2 and Dalrymple et al. (2011). This results in a longshore variation in the
width of the surf zone, as waves break farther onshore in the rip channels
compared to the position of the breaker bars. The rip channels mentioned
above are characterised by a strong seaward current, which is sustained by a
shoreward current over the bars. The strength of the current in the rip chan-
nel oscillates at frequencies smaller than that of the incident waves. Field
experiments by MacMahan et al. (2004) showed the oscillations to be cou-
pled to long periodic motion in the surf zone. This long periodic motion is
termed infragravity waves, and they will be described further in §2.3.3.

2.2 Beach Classification

In the present section an introduction to beach classification will be given
under the assumption that the beach in question is neither affected by man-
made structures nor forms a closed system due to the presence of natu-
rally occurring head-lands or similar hard features (see Short and Masselink,
1999). In addition to this, it will be assumed that the beach is not tidally
dominated; a brief account of tidal effects on the shoreface morphology is
given in §2.2.3.

2.2.1 Single-Bar Configurations

Wright and Short (1984) have classified beach topology based on field studies
of Australian beaches. Generally this classification has been supported with
additional observations from Japan (Sunamura and Irie, 1988) and daily
observations using photographic equipment over a period of two years at the
FRF laboratory in Duck, North Carolina (Lippmann and Holman, 1990).
The classification scheme differs slightly between the different authors. The
one outlined by Wright and Short (1984) (see figure 2.2) is followed here.

Both Wright and Short (1984) and Lippmann and Holman (1990) use
the parameter

(2.1)

to classify the beach states. This parameter is called Dean’s parameter
following Dean (1973)*. Hp is the breaking height, wy is the sediment fall

*This parameterisation is according to Short (1999) first suggested by Gourlay (1968).
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Figure 2.2: The layout of the beach states for a single bar configuration. From
Dalrymple et al. (2011)
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velocity, and T is the wave period. Sunamura and Irie (1988) use
T gT2d

(2.2)

where over-bar means daily averages, g is the modulus of the gravitational
vector, g, and d is the median grain diameter. Both of these parameters
express a relation between the incident waves and the sediment properties.

The classification scheme as suggested by Wright and Short (1984) con-
sists of 6 beach states, see figure 2.2. Lippmann and Holman (1990) suggest
8 beach states, which is merely a subdivision of the two states "Longshore
Bar-Trough* (LBT) and "Transverse Bar and Rip“ (TBR). The two addi-
tional states originate from a process based consideration, where those in
Wright and Short (1984) are based on field observations.

The sequence of states is shown in in figure 2.2, where the two extremes
are the reflective beach state (2 < 1) and the dissipative beach state (€2 > 6).
These are longshore uniform, and they are seen on swell and storm dominated
coasts respectively. On the dissipative beach state, the sediment is typically
finer than that on the reflective beaches. In the fully reflective beach state,
there are no breaker bar present. Instead the beach profile has a sudden
depth increase called a step (figure 2.2f). The dissipative state is erosive and
the reflective beach state is accretive.

The classification works with a set of accretional and erosional sequences,
where the beach state is accretional as long as Q (K.) is decreasing and
erosional for increasing ) (K,). Here the terms accretional and erosional
states reflect the overall cross shore sediment transport direction, i.e. on-
and offshore respectively.

Is the Process Reversible?

The sequence from fully dissipative to reflective beach state goes through
four intermediate states, where the bar progressively moves onshore (2 de-
creases, hence accretion) and the bar is eventually connected to the beach
face. According to Wright and Short (1984) this process is reversible, whereas
Lippmann and Holman (1990) do not address this, because the erosional se-
quence is on a too short time scale relative to their measuring technique.
Sunamura and Irie (1988) find that the crescentic beach state only develops
under decreasing 2 (K, ), and their erosion/accretion process is cyclic with 3
intermediate accretional states and 3 intermediate erosional states. This dif-
ference might arise from the time scales, where the accretional sequence (fair
weather) has time scales that are typically of the order weeks and month,
whereas the erosional sequence (storm) occur over hours and days. An ex-
ample of the latter is given in Holman et al. (2006), where the storm event
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is described as "system resets”, where all rhythmic behaviour is erased and
replaced by longshore straight bars. This can occur within the scale of hours.
Lippmann and Holman (1990) find that the fully dissipative state is gen-
erally unstable, where rip channels are immediately formed with a lowering
in storm intensity (lowering ). The instability of such straight bars has
been addressed using linear stability analysis, e.g. Deigaard et al. (1999a).

Rate of Change

The rate of change of the beach state was addressed by Wright and Short
(1984), and their hypothesis was compiled into figure 2.3. Following intu-
ition it is seen that the rate of change is small for a low energy event and
large for a high energy events, which is intuitively correct. Furthermore, they
propose that the rate of change also goes asymptotically toward an equilib-
rium state. This hypothesis explains, why the beach seems to jump several
states during storm events after long periods of calm weather as the initial
profile is far from the dissipative one. The hypothesis can only be used qual-
itatively, whereas quantitative modelling using the beach states and their
modulation toward an equilibrium seem out of reach. An example where
such a model would break down can be discussed based on the field obser-
vations by Holman et al. (2006). Here a large scale crescentic feature (O(1)
km) is untouched by a considerable storm, and only the smaller crescentic
features, superimposed along the larger one, are straightend. These smaller
crescentic features reappear following the storm event. Here the same type of
beach state is superimposed on each other with different length scales, how-
ever, only the smaller scales are subject to significant morphological change
during the storm event.

2.2.2 Effect of Multiple Bars

Multiple cross shore bars are found on many beaches around the world.
The classification of these is addressed by Short and Aagaard (1993) in a
compilation of their own work combined with a review of previous works.
Additional complexity is introduced, since the inner bar(s) can be active in
a given instance, in which the outer bar(s) can remain inactive and only
subject to shoaling waves. The outer bar(s) can then become active under
more severe hydrodynamic forcing. This means that the inner bar(s) can
for instance go through an accretional sequence, whereas the outer bar(s)
remain fixed. Hence, a classification using €2 or K, loses its meaning for
all of the bars simultaneously. The shape of the individual bars, however,
still reflects those in the classification scheme for single bars as given by
Wright and Short (1984) (see figure 2.2). Greenwood and Davidson-Arnott



Beach Classification 11

Slow <— 29 Q(Q—Q(S)) —> Fast
State, S

Av¢¢¢

Dissipative + Qegq, 8—‘? =0
Accretion
.
= ErosTon T
Reflective el -T N Tu 1
0.5 1 2 6 10 20 > O
Low energy High energy

Figure 2.3: The rate of change of a beach state relative to an initial state, wave
forcing and equilibrium state, Qeq. The length of the arrow represents
a relative rate of change. After Wright and Short (1984), fig. 12.

(1975) similarly report that the outer bar system at Kouchibouguac Bay,
New Brunswick, Canada, change over considerably larger time scales than
the inner bar system. The inner bar system can consist of as much as 3 cross
shore bars over a wide range of beach states.

The cross shore bar spacing is addressed by Short and Aagaard (1993)
based on theoretical considerations of standing edge or leaky waves (see
§2.3.3) during storm events. Based on these considerations, a bar parameter

€s
B* =
9812
is introduced. Here & is the distance from the shoreline to where the slope
of the profile tends to zero (see also figure 2.6), 3 is the gradient of a linear

(2.3)

approximation to the nearshore profile, and 7}, a representative wave period
during storm events. Based on this, no bars are found for B* < 20, one bar
for B* ~ 20 — 50, two bars for B* ~ 50 — 100, three bars for B* ~ 100 — 400
and four bars for B* > 400. E.g. steep and swell dominated coasts have no
bars, and gently sloping and storm dominated coasts will exhibit multiple
longshore bars.

Since Short and Aagaard (1993) use the incident wave period in eq. (2.3),
it can be questioned whether this expression reflects an infragravity perspec-
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tive on the nearshore bar formation process. The form of eq. (2.3) originates
from the solution of edge waves (see §2.3.3), which are strongly reasonant
in the cross shore direction, hence the use of 7T}, instead of a representative
wave period for the edge waves is merely a scaling consideration.

Besides the fact that a formation process governed by infragravity type
waves is questionable, see discussion in §2.4.2, the proposed expression does
fit the observed number of bars remarkably well.

2.2.3 Effect of Tides

The effect of tides on the development of the nearshore beach morphology
introduces two additional mechanisms. The first is the translation of the
instantaneous shoreline across the beach profile due to the tidal motion,
which introduces a cross shore variation in the location of surf and swash
zone sediment transport processes. Thus part of a profile can be subject
to these two types of transport mechanisms in addition to shoaling waves
and aeolian sediment transport over a single tidal cycle, see Masselink and
Turner (1999).

Additionally, the tidal motion results in an oscillating water level inside
the beach. The swash zone then acts on both saturated and unsaturated
beds, which favours off- and onshore sediment transport, respectively.

In addition to €2, another dimensionless parameter is introduced. Namely
the relative tide range

TR
TR=— 2.4
RTR= 5 . (2.4

where T'R is the tidal range. For RT'R > 15, the beach is classified as a tidal
flat irrespectively of the magnitude of 2. RT'R is more meaningfull than the
classification scheme using an absolute tidal range, such as micro, meso and
macro tidal-ranges.

2.3 Nearshore Hydrodynamics

This section considers the range of nearshore hydrodynamic phenomena from
the intra-wave orbital motion through wave breaking, induced mean surface
elevations to the resulting wave induced currents. A description of the pro-
duction of turbulence and its advection and diffusion is given. Measurements
of bed shear stresses below breaking waves in the surf zone are presented.

2.3.1 Intra-Wave Hydrodynamics

The basic water particle motion below non-breaking waves is elliptical, where
the ellipses become circular in deep water and straight lines in shallow wa-
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ter, see figure 2.4A-C. Including higher order effects into this description, the
elliptical motion is distorted and there is a slight forward drift in the move-
ment, which is called the Stokes drift (Mei, 1999). This drift is of second
order in wave height, and its vertical distribution depends on whether it is
evaluated using an Eulerian or a Lagrangian approach, see 2.4D. In the for-
mer case, it is located between the trough and crest, and it is located between
the bottom and the mean water level in the latter case. The forward drift
is compensated by a return current for closed systems such as wave flumes
and the cross shore profile; for example see Sumer and Fredsge (2001) for an
experimental evidence. In addition to the elongation of the orbital trajec-
tories, the surface elevation become less and less sinusoidal with decreasing
water depth. This is seen as increasingly shorter and steeper crests and wider
troughs, see figure 2.4A-C. In shallow water the Stokes perturbation theory
breaks down, see e.g. Fenton (1990) figure 2.

A B C

2 D
:::: >~ Eulerian )
E'-, .-'v """" =
o
i Bed Lagrangian

Figure 2.4: Sketch of the orbital velocities in deep water (A), over intermediate wa-
ter depths (B), and in shallow water (C). The thin line shows the corre-
sponding Airy wave. D: Sketch of the effect of open orbital trajectories
and the resulting drift from both Eulerian and Lagrangian perspectives.

Near Bottom Flow

The potential theory breaks down at the bottom boundary, because it allows
for a finite slip velocity. However, viscous forces are to obtain a zero velocity
at the boundary.

Transition from laminar to turbulent wave boundary layers occurs at
Rey, = upa/v ~ 10°, where wu,, is the maximum orbital velocity, a is the
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orbital amplitude, and v the molecular viscosity. For Reynolds numbers
slightly larger than the critical, turbulence only covers a small fraction of
the wave period, a fraction which increases with increasing Reynolds number
(Jensen et al., 1989).

The oscillating pressure gradient in the boundary layer is out of phase
with the free stream velocity, explaining why the velocity within the bound-
ary reverses prior to the free stream velocity. This can be measured as a
phase-lag between the freestream velocity and the bed shear stress. This
phase-lag is 45° for laminar boundary layers, whereas it decreases to O(10°)
in turbulent wave boundary layers due to the increased momentum exchange
over the vertical (e.g. Jensen et al., 1989, figure 11). Excess turbulence can
result in an even smaller phase-lag (Fredsge et al., 2003), who found values
as small as 5°.

Current and Waves

The superposition of waves and current has a significant effect on the mag-
nitude and the vertical distribution of the current, as the eddy viscosity in
the turbulent wave boundary layer is larger than the corresponding for pure
current. This results in a smaller velocity gradient and hence a smaller depth
integrated flux over the water depth due to the current. This current is im-
portant for the net sediment flux, as the period averaged sediment flux is zero
under pure sinusoidal motion. As discussed in Fuhrman et al. (2009), a net
sediment transport can be found by adding either a current or second order
terms to the free stream velocity. The numerical simulations by de Vriend
et al. (1993) showed that the combination of wave and currents relative to
pure tidal induced current results in an increase in the sediment transport
rates by an order of magnitude.

2.3.2 Wave Propagation and Breaking

Waves propagating from deep to shallow water in the nearshore area are
subject to shoaling, refraction, and wave breaking. These processes are (i)
change in wave height due to a change in water depth and/or the presence of
a current, (i) curving of wave fronts due to oblique wave incidence relative
to bottom contours and or the presence of a current, and (iii) dissipation of
organised wave energy into turbulence and heat.

The presence of surface water waves give rise to an excess momentum
flux, which can be expressed in terms of the radiation stress tensor (Longuet-



Nearshore Hydrodynamics 15
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where the last equality is evaluated using linear wave theory (Longuet-
Higgins, 1970a). Here E is the wave energy
1 2
E = 3 pgH (2.6)
and « is the propagation direction relative to a global x — y coordinate
system. G = 2kh/sinh 2kh, where k is the modulus of the wave number
vector and h is the local water depth.

The two first processes (i) and (ii) are energy flux conserving, whereas
the wave breaking, (iii), is strongly dissipative. The preservation or lack
of energy flux conservation has an important effect on nearshore current
patterns, see §2.3.4.

The wave front increases in steepness up to the point of breaking, because
the wave crest travels faster than the wave trough (see Lamb, 1945, §187).
This steepening is accompanied by an increase of wave energy on the higher
bound harmonics leading to a gradual decrease in the accuracy of the Stokes
perburbation theory. This is considered in more detail in §4.1.6.

Wave Breaking

Wave breaking has been classified in 3 types of breaking being (i) spilling,
(ii) plunging, and (iii) surging breakers. These breaker types follow each
other for increasing steepness of the beach profile under fixed wave forcing.
This has been classified using the surf similarity parameter defined as

Co = tan 3 ’ (2.7)
\/ HQ/LQ
where tan 3 is the beach slope and the index 0 stand for deep water proper-
ties. The breaker type as a function of the surf similarity parameter is given
in table 2.1.

Spilling breakers occur as the wave crest becomes unstable, and a zone in
front of the wave crest is generated, which is characterised by large rotation
and production of turbulence. This volume of water is termed the surface
roller, and it is passively advected as the wave propagates. Turbulence is
spread from this region downward (Nadaoka et al., 1989). The plunging
breaking occurs as an overturning of the wave crest, when its speed exceeds
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Table 2.1: Breaker type as a function of the surf similarity parameter, (o (Fredsge
and Deigaard, 1992).

Type: Range:
Spilling breakers Co < 0.5
Plunging breakers 0.5 <¢ <33
Surging breakers 3.3 < (o

the propagation speed of the wave (Peregrine, 1983). When the forward pro-
jected water hits the water surface in front of the wave crest, it can either
reflect on the surface, continue through the water surface, or a combination
hereof. The second option combined with intense vortical motion is hypoth-
esised to cause the formation of a breaker bar, see §2.4.2. The different
possibilities are sketched in figure 2.5. The violent impact causes the gen-
eration of vortices in the water column. Pedersen et al. (1995) considered
theoretically the generation of these and their subsequent interaction with
the bed. They found that they can induce large bed shear stresses. After the
initial breaking both of these breaking types propagate toward the shoreline
as broken waves, which are characterised by a surface roller and continuous
dissipation of wave energy. The surging breaking type is an instability at
the toe of the steep wave front.

A

Figure 2.5: The different possible types of motion of the water during impact of the
water jet in a plunging breaker. After Peregrine (1983)
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Reflection from the Shoreline

The reflection of wave energy, RJQ\,, from a beach increases with increasing
surf similarity parameter. Elgar et al. (1994) experimentally verified that
the Miche parameter

16¢° tan® 3

M=——— 2.8

(2m)2 HZ f4 (28)
describes the amount of reflection reasonably well. They verified that R% =
M for M < 1.0 and otherwise RJQ\, = 1.0. Here f is the wave frequency. Elgar
et al. (1994) found for large offshore wave energy that R% < 0.03, which
is the detectable limit, i.e. reflection is negligible for small surf similarity
parameters.

Oblique Descending Eddies

In the breaking process, what is termed oblique descending eddies are gener-
ated. These are found to have a considerable effect on sediment suspension in
a laboratory experiments by Nadaoka et al. (1988b), and they are indirectly
identified in the field by Nadaoka et al. (1988a). The obliquely descending
eddies are inherently 3-dimensional vortical structures, which rotate around
an axis from the water surface directed seaward and downward. The numer-
ical modelling of these has been undertaken by Christensen and Deigaard
(2001).

2.3.3 Infragravity Motion

Long periodic motion in the near shore area is termed infragravity motion.
This motion is typically defined as having a period in excess of 20 s (Aagaard
and Masselink, 1999). Its presence has been suggested as the cause for the
generation, location and shape of morphological features in the nearshore
zone, see §§2.2.2 and 2.4.2. Such infragravity motion is caused by several
mechanisms. One of these are the release of bound long waves in wave trains
due to breaking. The bound long waves are described by Longuet-Higgins
and Stewart (1964) in terms of variations in the radiation stress tensor over
a group length. Another forcing mechanism is related to the cross shore
variation in the breakpoint (Symonds et al., 1982).

The long waves reflect on the shore and return seaward for normal wave
incidence. A superposition of the incoming and reflected long waves creates
a standing wave pattern with no longshore variation. These waves are called

TThey are also easily identified in BBC (2009) from 03:11 to 04:00, where they have
been recorded in the field using high speed cameras.
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Figure 2.6: Sketch of the concept of infragravity wave becoming trapped in the
nearshore region due to refraction. I: Infragravity wave, which does
not become trapped. II: Infragravity wave, which does become trapped
(edge wave).

leaky waves. For obliquely incident wave trains, the long waves can become
trapped on the sloping part of the profile, because the waves refract 180°, see
figure 2.6. This type is called edge waves, and they can be either propagating
or standing in the longshore direction. In the latter case, the standing pattern
is induced by limitations in the extend of the beach by e.g. head lands or
theoretically by the incidence of two identical wave trains from opposite
directions. The shape of these standing wave patterns depends strongly on
the beach profile (Dally, 1987; Reniers et al., 2004), thus the pattern will vary
over long time scales, e.g. the morphological time scales of bathymetrical
variations.

The two mechanisms described above are directly related to the wave
breaking and the irregularity of the wave field. An instability mechanism
in the longshore current forms a long period oscillation with even lower
frequency (O(1—10) min). This instability is called shear waves (see Aagaard
and Masselink, 1999, p. 86).

2.3.4 Mean Quantities

When considering the radiation stress tensor, Sg, from eq. (2.5) under either
shoaling, refraction or wave breaking, it is seen that

Vy-Sr#0 (2.9)

where Vy, is the gradient operator in the horizontal plane. The expression de-
viates from 0, because the wave height changes under any of those processes.
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This means that the gradient in the momentum flux must be balanced by a
pressure gradient, and it leads to the concept of set-down of the mean water
level outside the surf zone and a set-up of the mean water level inside the
surf zone, see figure 2.1 and e.g. Svendsen (2006). Note that there exist
a spatial phase-lag between the point of breaking and the location of the
beginning of the setup for plunging breaker, as the organised motion of the
wave is firstly transformed into an organised vortical structure that has a
non-zero contribution to the momentum flux (Battjes, 1988). It is similarly
discussed in Roelvink and Stive (1989), who state that energy decay models
used to model the surface elevation “may be a good predictor of the wave
height decay as observed from the wave surface variance (a manifestation
of primarily the potential energy), but this is not necessarily so for the total
energy.” Roelvink and Stive (1989) introduced a spatial lag between the pro-
duction and dissipation of turbulent kinetic energy and found improvements
on undertow estimates.

Vertical Shear Stress Distribution

Outside the surf zone Deigaard and Fredsge (1989) showed in 2 dimensions
there is a zero shear stress distribution over the vertical outside the boundary
layer. This can intuitively be extended to both shoaling and refraction in 3
dimensions following their conservative nature. Since no energy dissipation
takes place outside the boundary layer, no rotation can be introduced in
the water column, thus wave generated currents cannot be forced. This has
also been proved by Dingemans et al. (1987) for arbitrary bathymetrical lay-
outs. Furthermore, they found that the driving force can be described by
wave energy dissipation, which is termed the rotational part of Sg.

When including wave breaking this radically changes. Dyhr-Nielsen and
Serensen (1970) qualitatively discuss the distribution of radiation stresses
over the vertical in the surf zone, and they compared it to the distribution
of the pressure gradient from the wave set-up. This requires a non-zero bed
shear stress in the cross shore direction to yield equilibrium in the moment.

The shear stress distribution over the vertical in the cross shore direction
has been considered by Dally and Dean (1984); Svendsen (1984); Deigaard
and Fredsge (1989). Deigaard and Fredsge (1989) included a horizontal stress
term at the bottom of a control volume extending from above the surface
to some arbitrary level. This stress term, which is due to organised wave
motion, is non-zero due to wave energy dissipation in the direction of prop-
agation. This term is important for the vertical shear stress distribution.
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Cross Shore Current

A circulation current is present in the surf zone, and the seaward directed
current near the bed is called the undertow. It balances a shoreward volume
flux around the mean water level with contributions from the Stokes drift,
the flux due to the advection of the surface roller, and the shear driven flow
originating from the shear under the surface roller. Outside the surf zone
the only shoreward mass flux is due to the Stokes drift, hence to distinguish
between the two zones, the balancing of the Stokes drift is in the following
termed the return flow. This produces a mean flow field as the one measured
experimentally by Nadaoka and Kondoh (1982), see figure 2.7. The depicted
flow field reveals that the undertow is confined to near the bed, whereas the
return flow is largest near trough level. This has important consequences
for the sediment transport rate. Furthermore, note that due to continuity
conservation, there is a vertical flux over water immediately shoreward of
the breakpoint.

BORE ESTABLISHMENT Z0NE __, TRANSITION ZONE ,  NON-BREAMING ZOME
BR
______—///’/CJ\ crest
P {emmny ¢hs (=} level
guinsoin B e ‘
L] &=
=

Figure 2.7: The mean recirculation in the cross shore direction measured in a labo-
ratory flume (Nadaoka and Kondoh, 1982, their figure 16). The arrows
inside the surf zone are dashed as no measurements could be performed
in the aerated region.

Deigaard et al. (1991b) use the shear stress distribution to model the
undertow profile under spilling wave breaking in a localised manner. This
means that there is a local fulfilment of force equilibrium, where the effect
of cross shore acceleration of the undertow is not included. Compared to
experimental results they obtain good results.

Streaming

Longuet-Higgins (1953) considered the boundary layers below linear water
waves and found that a net current in the propagation direction is generated
due to the spatial non-uniformity in the wave boundary layer. This mech-
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anism is called streaming, and it has been verified experimentally outside
the surf zone. The process related to streaming is also present in the surf
zone, however, it is of secondary importance in terms of the amount of ex-
tracted energy. This also means that the shoreward steady streaming near
the bed is overtaken by the undertow, and the streaming fingerprint can-
not be recognised in period averaged velocity profiles, see e.g. Huang et al.
(2010) figure 8. Several authors have performed velocity measurements in-
side the surf zone (Nadaoka and Kondoh, 1982; Ting and Kirby, 1994; Cox,
1995), however it is not clear from their measurements, whether the lack of
the streaming fingerprint is due to a too coarse vertical resolution near the
bed or the fact that the streaming component is not present at all.

Longshore Current

Only the cross shore current has been considered until now. In the longshore
direction, the gradient in the shear component of Sp can only be balanced
by a bed shear stress in the longshore direction, hence carrying evidence
of a longshore current. This was addressed theoretically by Bowen (1969);
Longuet-Higgins (1970a,b); Thornton (1970). Their work mainly differs in
the definition of the bed shear stress, with either linear or quadratic de-
pendency on the velocity and constant or spatially varying friction factor.
A numerical solution is required in the case of a spatially varying friction
factor. Furthermore, Thornton (1970) models the focusing of the longshore
current on breaker bars.

It was previously mentioned that no wave induced current is present
outside the surf zone due to the conservative nature of the wave processes
occurring here. This is not entirely correct as a current is induced by the
longshore current due to momentum exchange in the cross direction and thus
beyond the breakpoint (Longuet-Higgins, 1970b), see figure 2.8.

The Combined Picture

The combination of the cross shore circulation and longshore current gives
rise to a corkscrew motion as identified from the shear stress distribution in
3-dimensions derived by Deigaard (1993) for breaking waves over a horizontal
bed. This motion is also discussed qualitatively by Longuet-Higgins (1970a),
and it is depicted in figure 2.8.

The hydrodynamic description changes, if rip channels are included, be-
cause the undertow is weakened and the shoreward flux of water over the bar
returns seaward through the rip channels. This further changes the charac-
teristics of the longshore current, which attains a meandering form due to the
periodic strong seaward currents. The seaward flux through the rip channels
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Figure 2.8: A sketch of the longshore current profile on a cross shore profile of con-
stant slope depicted with and without cross shore momentum exchange.
The corkscrew motion in the surf zone is also depicted.

is also present for normal incident waves and no longshore current compo-
nent. The current pattern then forms circulation cells in the horizontal plane
(see e.g. figure 2.2 or Wright and Short, 1984, figure 5).

A discussion of the inclusion of irregular and directional spread waves
into the modelling of the longshore current can be found in Fredsge and
Deigaard (1992) pp. 137-142.

2.3.5 Turbulence Characteristics and Bed Shear Stresses

The turbulence in the surf zone is mainly generated in the surface region as
clearly seen from particle image velocimetry (PIV) measurements by Kim-
moun and Branger (2007). They also conclude that the proper way of making
the turbulent kinetic energy non-dimensional is by using gh, which is based



Nearshore Hydrodynamics 23

on an intercomparison with their own results and previous measurements of
the turbulent kinetic energy under breaking waves. While Kimmoun and
Branger (2007) consider a combined spilling-plunging sequence, Ting and
Kirby (1994) consider the cases of either spilling or plunging breakers and
their measurements are in line with the more recent results.

The two experiments discussed above are conducted on a constant sloping
bed. Scott et al. (2005) conducted measurements of the turbulent quantities
over a frozen barred profile in a large scale wave flume. Both regular and
irregular waves were tested. The waves broke seaward of the bar crest, which
is also seen in experiments with loose sediment beds. This resulted in the
largest value for the turbulent kinetic energy at the crest of the breaker
bar, whereas the turbulence was generally lower in the bar trough. Over
the breaker bar the turbulence level is high over the entire water column,
whereas there is a non-uniform distribution in the trough with the largest
values near the water surface. Furthermore, Scott et al. (2005) found that
the turbulent kinetic energy was generally smaller in the case of irregular
waves.

The turbulence properties under breaking waves have been measured ex-
tensively in both laboratory and field settings, whereas the measurements of
bed shear stresses are less frequently considered. Measurement of bed shear
stresses on smooth beds can be obtained using hot films such as has been
done in Deigaard et al. (1991a), using laser measurements over rough bound-
aries Cox (1995); Cox et al. (1996), or using PIV (Kimmoun and Branger,
2007). Except in the work by Kimmoun and Branger (2007), all measured
the bed shear stresses are under spilling breakers, and they find that the bed
shear stress is largest around the breakpoint, and it decreases shoreward.
Shoreward of the breakpoint the amount of turbulence is considerably larger
than offshore, which will affect the sediment transport processes. The large
amount of turbulence is due to turbulent kinetic energy from the breaking
process, which extends the entire water column. Both experiments find that
the periodicity of the waves is reflected in the bed shear stress shoreward of
the breakpoint.

Kimmoun and Branger (2007) measured the bed shear stress under a
combined spilling-plunging event, and they found a correlation between a
surface piercing vortical structure and a considerable offshore directed bed
shear stress. There is a large gradient in the bed shear stress just seaward of
the breakpoint, which suggest a convergence point for sediment transport.
This is a potential breaker bar forming mechanism, which will be discussed
in §2.4.2.
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2.3.6 Other Hydrodynamic Features

Other hydrodynamic features having an impact on sediment transport pat-
terns, which will not be considered in detail, are that of wind generated
currents, storm surges, and the presence of shelf currents. Furthermore,
the detailed effect of air-water mixture on both turbulence dissipation due
to bubble deformation by turbulent stresses, and the effect of bubbles on
suspended sediment transport is omitted. The two latter processes are hy-
pothesised to have opposite effects. Increased turbulent dissipation lowers
the eddy viscosity, and hence the ability of sustaining sediment grains at a
given level is weakened, whereas the rising of bubbles can carry sediment
grains to higher levels in the water column. Neither of these processes are
included in the present thesis.

2.4 Sediment Transport and Resulting Morphology

2.4.1 Sediment Transport in the Nearshore Area

Under purely sinusoidal movement the net sediment transport is vanishing,
however, there is an intricate interaction between wave and current, the
presence of wave non-linearity, and wave irregularity. Outside the surf zone
the presence of bound waves in wave groups are found to limit the suspended
sediment flux in the propagation direction, as the velocity field from the
long bound wave is against the propagation direction under the larger of
the waves in the wave group (Deigaard et al., 1999b). They also note that
higher harmonics are not treated in their model, and these could potentially
counteract the effect of bound long waves, as they result in an increased net
forward sediment flux, which has been addressed by e.g. Fuhrman et al.
(2009).

The effect of turbulence from breaking waves inside the surf zone is im-
portant for sustaining sediment in suspension as seen in e.g. Deigaard et al.
(1986). Furthermore, the combination of wave breaking and the presence of
a current in the surf zone increases the transport capacity considerably. The
effect of undertow in terms of breaker bar formation is discussed in §2.4.2.

Effect of Wave Irregularity on the Sediment Transport

The complex sediment transport patterns under non-regular waves were con-
sidered by Dally (1987) with an emphasis on the morphological response (see
§2.4.2). The integrated cross shore flux was the focus in the experiments by
Baldock et al. (2010, 2011), where the former is carried out in small scale and
the latter in large scale laboratory wave flumes. It should be mentioned that
they focus on wave conditions, which are in the reflective and intermediate
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range with respect to the beach state, i.e. >~ 1.0 —6.0. They find that the
superposition of long free waves onto a short wave favours shoreward sedi-
ment transport, whereas an irregularity in the wave field introduced through
either bichromatic or irregular wave fields favours offshore transport. When
the corresponding regular wave is net erosive, the irregularity results in an
increased offshore directed sediment transport. They conclude that the in-
troduction of wave irregularity is the same as an increase in 2.

This conclusion might, however, be related to the fact that 2 is in the
intermediate range, in which the change from shoreward to seaward sedi-
ment transport fluxes must take place. At least the numerical simulations
by Rakha et al. (1997) suggest that their numerical model to a reasonable
degree can predict the sediment fluxes under irregular waves, when compared
to measurements (€2 ~ 14). When replacing the irregular waves with a rep-
resentative regular waves, Rakha et al. (1997) found a large increase in the
sediment transport fluxes and a considerable increase in the gradient of the
transport field. The author does not know of experiments, which can reveal
the effect of irregular waves versus regular waves for clearly dissipative beach
states, i.e € ~ 10 — 20.

2.4.2 Hypotheses for Formation of Breaker Bars

In the context of classification, as described in §2.2, the formation hypothesis
is typically based on the infragravity wave theory. Here, the cross shore
location of the bars is related to the nodes/antinodes of the standing wave
depending of whether bed load or suspended sediment transport is dominant.
This is hypothesised to be due to the two period averaged circulation cells,
which are found on top of each other, see figure 2.9A. These circulation cells
are induced by a weak variation in the mean water level. This mean variation
is similar to that of standing waves on a horizontal bed, see e.g. Gislason
et al. (2009). The difference between horizontal and sloping beds is that,
while the wave length and the height of the standing wave are constant in
space for horizontal beds, the wave height increases and the wave length
decreases with decreasing water depth over sloping beds.

The rhythmicity of crescentic bars is similarly related to the longshore
wave length of standing edge waves. The formation process is thus entirely
described by an infragravity forcing without any feedback as shown in figure
2.10(a).

The simplicity of this formation process is striking, and its popularity
is summarised nicely as: “The notion of a forcing template is attractive be-
cause the characteristics of the morphological pattern, in particular the spa-
tial scales, can be predicted deterministically based solely on properties of the
template” (Coco and Murray, 2007, p. 272).
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Figure 2.9: Formation hypotheses. A: Convergence of sediment transport under
standing infragravity waves. B: The plunging breaker hypothesis follow-
ing Miller (1976). C: Onshore transport due to streaming and shoaling
outside the surf zone and offshore transport due to undertow in the surf
zone (Modified after Fredspe and Deigaard, 1992, figure 11.2).

Questioning the Infragravity Formation Hypothesis

As attractive as it might be, the infragravity hypothesis has been contra-
dicted by a combination of theoretical, experimental and numerical work.
These works instead support the much more complex feedback driven hy-
pothesis (see figure 2.10(b)). As pointed out by Dally (1987) the shape of
the beach profile significantly influences the analytical solution of the lo-
cation of the nodal points for the cross shore standing infragravity wave,
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however this modification of the forcing template to changes in beach profile
is not considered in the formation hypothesis, i.e. no feedback mechanism.

Standing infragravity wave ‘ ‘ Initial profile ‘ ‘ Environmental forcing ‘

Y

" —4Nearshore hydrodynamics‘

3
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- —‘ Morphological response
Y

Morphological response ‘ Dynamic equilibrium ‘
(a) Infragravity forcing without (b) Feedback driven morphological
feedback development

Figure 2.10: Conceptual presentation of formation hypotheses with and without
feedback mechanisms.

Dally (1987) conducted laboratory experiments of bar formation under
bichromatic wave forcing, which favours strong infragravity wave forcing.
Nevertheless, his results clearly favoured the undertow as the dominant pro-
cess for breaker bar development. Furthermore, field experiments regarding
the spacing and dynamics of crescentic bars (van Enckevort et al., 2004; Hol-
man et al., 2006) concludes that the irregularity and the non-linear processes
such as merging and splitting of crescentic bars can hardly be explained by
the presence of standing edge waves nor linear stability theory for that mat-
ter, because both of these theories would have resulted in much more regular
spacings. Similarly for beach cusps, Masselink et al. (2004) found no exper-
imental evidence of a forcing template in their field study.

Linear stability theories, as the name suggests, cannot describe non-linear
phenomena such as merging and splitting. These processes require e.g. a
complex depth integrated area model as the one by by Reniers et al. (2004).
They used it to describe the development of the beach profile under irregular
directional spread wave fields. They found that infragravity motion is linked
to the longshore spacing between the irregularly placed rip channels. By
removing the influence of infragravity motion on the sediment transport
in an otherwise identical simulation, Reniers et al. (2004) showed that the
resulting morphology was qualitatively unchanged. The only considerable
difference being a less smooth bathymetry in the case of no infragravity
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component in the sediment transport. This supports that coupling between
morphological features and infragravity waves, which has been measured in
the field, is the effect rather than the cause. This coupling is discussed by
Masselink et al. (2004) in the case of beach cusps, where triad interaction?
between the incoming waves and the stationary beach cusp can cause a
growth in edge wave energy; this was also pointed out by Bowen (1997).
In the latter, however, it is discussed in the context of the possibility of
infragravity waves generating bedforms, i.e. incident waves together with
edge waves were hypothesised to cause the emergence of beach cusps.

The presence of infragravity waves is seen to merely distribute sediment
more smoothly and might be responsible for the initial perturbations needed
by instability theories "(...) but such an assumption would significantly re-
duce the role of edge waves to just one of the many possible sources of mor-
phodynamic instability" (van Enckevort et al., 2004).

Feedback Driven Hypothesis

As mentioned above, the experiments by Dally (1987) favoured the under-
tow for the development of breaker bars. It was discussed in §2.3.4 that the
undertow is strongest near the bottom, whereas the return flow is strongest
farther away from the bed. As suspended sediment is mainly confined to
the lower part of the water column, the offshore transport mechanism dis-
appears as the undertow separates from the bed and becomes the return
flow. Together with an onshore sediment transport due to streaming effects
and non-linear waves offshore the breakpoint (e.g. Fuhrman et al., 2009),
sediment converges and a breaker bar develops (see figure 2.9C).

This process describes a different kind of forcing template hypothesis,
which is quite opposite that of the infragravity hypothesis. The hypothesis
is summarised in figure 2.10(b). It consists of a set of environmental forcings
such as wind, waves and currents and an initial beach profile. The induced
hydrodynamic and sediment transport patterns affect the morphology, which
in its turn change the transport patterns. This feedback process continues
until an equilibrium is achieved or the environmental forcing changes. Ex-
perimental evidence on the dependence of the initial profile can be found by
comparing tests 2 and 3 in Eagleson et al. (1963). Here the equilibrium pro-
files are compared under the same forcing but for 2 different initial profiles
(different plane slope), and they are seen to differ. The feedback process
is well described by Greenwood and Davidson-Arnott (1975) pp. 143-146
(without using the term), where a complex plan view with inner and outer

iTriad interaction is the exchange of energy between three waves with frequencies
fulfilling special requirements. One of these frequencies can be 0, e.g. a fixed bed feature
such as beach cusps.
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crescentic bars is described. Greenwood and Davidson-Arnott (1975) suggest
that the formation of bars is an accumulative process rather than a scoured
one, where shoreward sediment transport capacities are subject to a rapid
decrease due to breaking. They do not address the existence of the under-
tow and assume that the total shoreward flux of water to exit through rip
channels.

Plunging Breaker Hypothesis

Miller (1976) suggested based on laboratory experiments that the vortices
generated by plunging breakers is the key mechanism for creating the bar-
trough feature, see figure 2.9B. This suggestion is based on two test cases
with plunging and spilling breakers, and he noted that the spilling break-
ers transported sediment shoreward without creating any prominent features
(except wave orbital ripples). The plunging breakers on the other hand led
to a bar-trough morphology. The large scale vortices are undoubtedly rele-
vant in the case of plunging breakers, where they penetrate to the bottom.
However, the conclusion that spilling breakers cannot create bar-trough mor-
phology is incorrect as seen in e.g. the laboratory experiments by Baldock
et al. (2010). An explanation on his results can be found by estimating
) ~ 1.5, which based on the classification described in §2.2 is an accretive
beach state and almost fully reflective. This means that no morphologi-
cal features are supposed to appear and the sediment transport should be
directed shoreward.

2.4.3 On- or Offshore Bar Migration
Is Cross-Shore Migration a Cross-Shore Effect?

Typically, waves have an oblique angle of incidence relative to the shoreline.
As discussed in §2.3.4 this results in a longshore current. Additionally, the
morphological feature prior to a storm is likely to be in one of the inter-
mediate beach states with longshore rhythmic morphological features. Such
a rhythmic feature has been reported to be migrating in the longshore di-
rection with a rate of 20 m/day and 150 m/day respectively (Mason et al.,
1984; Ruessink et al., 2000).

The cross shore migration pattern has been extensively studied in the
field over a single cross shore survey line. In interpreting the results a
longshore uniformity is implicitly or explicitly assumed, which yields values
for the cross shore migration rates of the breaker bar. However, Ruessink
et al. (2000) applied the ARGUS-technique and identified the position of the
breaker bars indirectly. Based on these results a 2D horizontal picture of the
breaker bar locations were obtained. The analysis showed that on a short
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time scale, 85% of the cross shore migration of the breaker bar during that
particular experiment was caused by the longshore migration of a longshore
rhythmic feature. In the study by Mason et al. (1984) 15 cross shore lines
were surveyed. Due to a longshore migration of a crescentic bar of 20 m/-
day, there was an apparent onshore migration of 18 m/day along one profile
line and an apparent offshore migration of 9 m/day along another line. This
means that an Eulerian perspective on beach morphology can result in wrong
conclusions as conceptually sketched in figure 2.11.

Shoreline

----- Crest at tg
—— Crest at t;

Incident waves

Figure 2.11: Conceptual sketch of the conclusions drawn in an Eulerian perspec-
tive, when the bars are migrating with constant form, while not being
longshore uniform and parallel. I: Offshore migration. II: Onshore
migration. III: New bar appear.

On longer time scales, it is shown from similar experiments at FRF, Duck
(Lippmann and Holman, 1990) that the cross shore exchange of sediment is
governed by cross shore sediment transport, since 74% of the cross shore
movement of the breaker bar occurred as an offshore migration of a long-
shore uniform feature. Lippmann and Holman (1990) showed that there is
a significant correlation between incident wave height and cross shore mi-
gration of the breaker bar. An increase in wave height preceded an offshore
migration and a decrease in wave height favoured onshore migration.

A similar long term analysis is presented by Clarke and Eliot (1988), who
found that over a 10 year period the two most important eigenfunctions from
an EOF analysis (empirical orthogonal function) explain 70-80% and 5-14%
of the variability respectively. The two modes are cross shore transport and
horizontal circulation modes, respectively. It is not surprising that the cross
shore transport is so important, since the beach is enclosed, however, the
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importance of the second eigenmode reveals the 3-dimensionality of the bar
migration pattern.

This means that on shorter time scales an Eulerian observation of a
cross shore beach profile change could be due to a longshore migration of an
otherwise unchanged rhythmic feature. On the longer time scale, however,
where the accumulated effect of multiple wave lengths and/or variations in
the longshore current direction reveals itself as an actual cross shore exchange
of sediment.

It should be pointed out that the cross shore migration of straight long-
shore bars is also experienced in nature, where cross shore migration of the
breaker bar reflects an actual migration, see e.g. Birkemeier (1984); Aagaard
et al. (2004). In these two field surveys the trend is offshore and onshore
bar migration respectively. In the field study by Aagaard et al. (2004) the
breaker bar weld onto the beachface and supply sediment to the beach on
an otherwise eroding shoreline.

Direction and Rate of Migration

Birkemeier (1984) (his figure 8) considers the offshore migration of longshore
uniform features at FRF, Duck during large storms. Here offshore migration
rates of up to 30 m/day is found. This storm induced offshore migration
cannot have any longshore non-uniformity, as the wave forcing by far exceed
the one necessary to obtain straight 2D breaker bars (see classification system
by Lippmann and Holman, 1990). The offshore migration rate contrasts the
slow onshore migration during fair weather conditions. During a six month
period of calm weather the outer bar at FRF, Duck, merely migrated 85 m
onshore (0.5 m/day).

Birkemeier (1984) used empirical orthogonal function (EOF) on an inter-
annual data set, where the EOF is a decomposition method into unknown
basis functions, which are a part of the solution to an eigenvalue problem.
Birkemeier (1984) shows that at FRF, the most prominent variability in the
beach profile is controlled by large storms, whereas the effect of seasonal
variations are of relative minor importance in reshaping the beach profile.

The onshore migration occurs when the waves are breaking shoreward of
the bar under consideration. Oppositely, offshore bar migration occur when
the surf zone extend farther shoreward than the breaker bar position.

Onshore migration rates are tabulated by Sunamura and Irie (1988) to
O(1 — 5) m/day and single migration rates as large as 30 m/day. One of
these is reported by Sallenger et al. (1985) and is the onshore migration of
parts of a crescentic bar.

The conceptual model by Plant et al. (2001) reveals that the onshore
migration of breaker bars subject to small waves can result in an accelerated
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decay in breaker bar height. This happens, because the parameter H/h.,
where h. is the water depth over the bar crest, decreases resulting in further
decay in breaker bar height.

Does an Equilibrium Bar Position Exist?

The dynamic equilibrium was investigated by Eagleson et al. (1963), who
found that under some conditions, the beach profile reached an equilibrium
position, and in other experiments the beach profile reached a quasi-steady
state equilibrium. The quasi-steady state exhibits a slow variation due to be
interaction between hydro- and morphodynamics. The process is as follows:
Spilling breakers causes slight changes to a quasi-steady bathymetry, hence
inducing a change from spilling to plunging breakers. The plunging breakers
subsequently reverse the changes to the bathymetry and the wave breaking
changes to spilling breakers. The bathymetry in the deeper parts of the
flume is invariant to these subtle changes near the breakpoint.

The experiments by Eagleson et al. (1963) were all for 2 between 1.0
and 2.0, and the experiments all lasted more than 100 hours using labora-
tory waves. This suggests that it might be possible to achieve a dynamic
equilibrium under fair weather conditions, however, the experiments does
not answer the question with respect to storm conditions, i.e. > 6.0.

2.5 Modelling of the Complete System

2.5.1 Equilibrium / Behavioural Modelling

The hypothesis on beach stage changes by Wright and Short (1984) (see
§2.2) is adopted by Plant et al. (1999) in a model, which adjusts the position
of the bar crest based on the environmental forcing. The rate of change in
the bar crest position is modelled to behave in an exponential manner with
respect to the equilibrium position. The equilibrium position is based on the
current hydrodynamic forcing. The model takes the form

dx,
dt

where z. is the bar crest position and z.eq is the corresponding (time de-
pendent) equilibrium bar crest position. . is a time dependent response co-

= —ae(t) [e(H (D)) — Teq(H(1).1)] (2.10)

efficient, which is assumed to depend on the sediment transport rate, hence
ac(t) o< H(t)7, where j ~ 3. Furthermore, they model z.q as proportional
to H. This simple model (when fitted) compares well with field measure-
ments of bar crest position over a decade.

The adoption of an equilibrium modelling approach is also suggested by
Hansen et al. (2004). Hansen et al. (2004) use an area modelling concept
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based on the MIKE21 framework (see §2.5.3) to compute the wave field,
the depth averaged hydrodynamics and the resulting sediment transport.
An equilibrium profile is parameterised and its shape parameters are fit-
ted every morphological time step obeying the following constraints: (i) the
volumetric change of a cross shore profile fits that of the gradients in the
longshore sediment transport and (ii) the bar crest moves toward an equilib-
rium position in an exponential manner, i.e. offshore movement if the waves
break offshore of the bar crest and onshore if the waves pass the bar crest
without breaking. They simulate the rip spacing under constant hydrody-
namic forcing and achieve realistic rip spacings, which are in the order of
5-10 times the width of the surf zone.

2.5.2 Profile Modelling

Many different approaches have been taken over the last 3 decades attempt-
ing to model the evolution of a breaker bar profile in the vertical plane. One
of the first, if not the first, to include the effect of undertow in the beach
profile development is the work by Dally and Dean (1984). They use an
analytical expression for the undertow profile and combine it with an ex-
ponential decay for the distribution of the sediment concentration. Their
model does qualitatively predict both accretive and erosional profiles, how-
ever, their predictions compare poorly with laboratory measurements.

Roelvink and Stive (1989) model the wave height distribution using an
energy decay model, and the sediment transport is modelled using the ener-
getic formulation by Bailard (1981) extended to include the effect of turbu-
lent stirring. Roelvink and Stive (1989) compare the results with measure-
ment and find that the lag between production and dissipation of turbulent
kinetic energy has a considerable effect on the undertow and the resulting
morphological response. They also find that removing wave asymmetry in
the sediment transport formulation results in a more seaward located bar
crest and the exclusion of long waves yields a less smooth cross shore profile
with hardly any change in the location of the crest of the breaker bar. The
former results from a decreased shoreward sediment transport in shoaling
waves with the removal of wave asymmetry (e.g. Fuhrman et al., 2009)

In Roelvink and Brgker (1993), 5 different profile models for nearshore
hydro- and morphodynamics are compared. All the models except one rely
on energy considerations in modelling the wave height distribution in the surf
zone. The exception solves the mild-slope equations. None of the models
are capable of predicting the wave height variation due to plunging breakers,
thus the models can only be expected to be used under erosive conditions.
Qualitatively, the models perform reasonably well, however, it is apparent
from the results for especially regular waves that the transition from shoaling
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to breaking waves is found as a near discontinuity in the cross shore sediment
transport distribution. This near-discontinuity has been addressed by several
authors, and has been handled in different way.

Handling the Near-Discontinuity in Sediment Flux

In the formulation by Dally and Dean (1984) the undertow is determined
uniquely by the wave breaking, thus the undertow “dissolves” immediately
at the breakpoint. This results in an abrupt change in the transport capac-
ities. To remedy this, the computed transport distribution is multiplied by
a redistribution function, which is termed transport spreading. Similarly, in
Drgnen and Deigaard (2007), the sediment fluxes are smoothed using a dif-
fusion term, which are included to represent that such “effects can be due to
the gradual development in the breaking process, hysteresis in the conditions
for the onset and cessation of wave breaking, the gradual adaptation of the
undertow to shear stress from surface rollers, the inertia in the undertow and
lag effects in the development of suspended sediment concentration profiles.”
They find (with their choice of coefficients) that this smoothing by far is
more important in modelling a bar shaped feature relative to the inclusion
of a lag effect in the development of the surface roller cross sectional area.

Profile Modelling using Boussinesq Waves

Another approximation to the intra-wave description is obtained using the
Boussinesq approximation for the modelling of the waves (e.g. Madsen and
Schéffer, 1998, for a review). The Boussinesq approximation is based on
potential theory, hence the dissipation of wave energy is commonly described
by including an additional term in the momentum equation (Deigaard, 1989;
Schéffer et al., 1993). The latter closure is applied in a range of models
e.g. Rakha et al. (1997); Karambas and Koutitas (2002); Wenneker et al.
(2011). They are all similar in terms of the wave modelling, however, the
determination of the bed shear stress and the modelling of the sediment
transport reveal a wide range of approaches. In Rakha et al. (1997) the intra-
wave determination of the bed shear stress is based on Fredsge (1984), from
which the suspended sediment profile is determined deterministically having
assumed an eddy viscosity distribution. The opposite model approach is that
of Karambas and Koutitas (2002), where the bed shear stress and sediment
transport formulations are based on complex empirical formulations, which
are developed to encompass a wide range of wave-current cases.

An improvement on this method is found in Wenneker et al. (2011), where
the excess momentum flux due to waves is computed using a Boussinesq ap-
proximation and transferred to a 3D hydrostatic model (Delft3D), which is
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used to compute the hydrodynamics. This model has been validated against
prototype laboratory experiments and field measurements. Generally, rea-
sonable results are found.

Regularisation of the Irregular Forcing

An important result from Rakha et al. (1997) is that while the cross shore
variation in wave height is well captured using a regular wave as a repre-
sentative for irregular wave forcing, the sediment transport, and hence the
resulting morphology, is poorly modelled using such an regularisation. This
is simply a consequence of having wave breaking to occur at the same lo-
cation. The regularisation results in a considerable increase in sediment
transport rates (see Rakha et al., 1997, their figure 15). On the other hand,
the details in how the irregular waves are generated, e.g. using JONSWAP
or Pierson-Moskiwitz spectra, is less important.

Profile Modelling using Solution to Navier-Stokes Equations

The modelling of the wave propagation and breaking in the surf zone was
compared with field experiments by Torres-Freyermuth et al. (2007). They
used a VOF method for tracking the free surface elevation with a solution to
the Reynolds Averaged Navier-Stokes equations for the hydrodynamics, and
a k — e turbulence model (see e.g. §3.1.1) for representing the turbulence
production and dissipation. They found that it is possible to predict the
wave spectrum across the surf zone accurately. The field site is subject to
near-normal incident waves, hence the assumption of two-dimensionality is
reasonable.

Recently, Ontowirjo and Mano (2009) published results, where a full
solution to the Navier-Stokes equations with surface tracking and sediment
transport modelling was used to simulate the development of a breaker bar.
The information on the methodology is scarce and the conclusions are not
supported by the reported results, however, one figure showing a comparison
with experiments is reasonable. Besides the present thesis and Jacobsen and
Fredsge (2011), the work of Ontowirjo and Mano (2009) appear to be the
only of the kind published to date.

2.5.3 Area Modelling

Numerical modelling of the development of coastal morphology, which is not
limited by an assumption of longshore uniformity, is carried out using area
models. These are either depth integrated shallow water equations or 3D-
hydrostatic models. Both of these are coupled with a spectral wave model.
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In the depth integrated version, the undertow is represented using a quasi-3D
approximation, which is the approach used in the MIKE21 framework.

Another commonly used framework is Delft3D; a validation of the hydro-
dynamics and sediment transport modelling is found in Lesser et al. (2004).
Reniers et al. (2004) used the depth integrated version of Delft3D for the
morphological modelling of rip channel spacing.

The modelling of waves in both models is a spectral wave modelling
approach of which a third generation approach is described in Booij et al.
(1999). The numerical approach is implemented in the freely available soft-
ware SWANS.

One of the more prominent differences between MIKE21 and Delft3D
is the following: While MIKE21 relies on a localised approximation of the
suspended sediment transport, an advection equation is solved in Delft3D.
The advection equation includes a source term, which adapts the solution
to a local equilibrium concentration. This difference will result in a different
morphological response, when using either of the models in regions with
large gradients in the bathymetry, e.g. when considering a current across
a deep channel, the infilling will be faster when using MIKE21 due to the
localisation of sediment transport computations.

2.5.4 This Thesis

In the present thesis, the solution to the combined continuity and momentum
equations for free surface flows are used as a driver for sediment transport
simulations. Based on the divergence in the sediment transport field, the
morphological response feeds back to the hydrodynamics. The model is fully
described in §3.

Such an approach has to the author’s knowledge only (to some extent)
been attempted once by Ontowirjo and Mano (2009) as already discussed in
§2.5.2.

This thesis is considered by the author as an important step toward the
capability of modelling nearshore morphodynamics with a significant reduc-
tion in assumptions compared to previous modelling frameworks. Further-
more, the model can be used to describe temporal and spatial lag effects
in the nearshore region and especially in the region close to the breakpoint,
which can be incorporated in less sophisticated deterministic models. These
lag effects are hardly measured in neither laboratory nor field experiments.

Swww.swan.tudelft.nl



Chapter 3

Model Description

This study is based on the numerical modelling of the physical processes
taking place in the surf zone, where the key elements to capture are:

— An accurate modelling of the wave propagation, wave breaking, and
the related processes such as wave setup, streaming and undertow.

— The dissipation of organised fluid motion into turbulent kinetic energy,
k, and the dissipation of the latter into heat.

— The combination of organised motion and turbulence might result in
both bed load sediment transport and sediment transport carried in
suspension, hence these processes needs to be modelled as well.

— Finally the resulting sediment transport induces a bed level change,
which needs to be modelled through the incorporation of a morpholog-
ical module.

The basis of this model is the freely available open-source computational
fluid dynamics toolbox OpenFoam@®), which is distributed by OpenCFD®).
Neither wave modelling, sediment transport nor the morphological updating
of the bed level are included as a standard in the distribution. Therefore,
a part of the present study has been to implement the necessary parts. A
description of the methodology will be given in the following. In addition to
the official release, the work has also gained significantly from the implemen-
tations made available through the OpenFoam-Extend community.* Version
1.5-dev is used throughout this thesis.

OpenFoam is discretised using a finite volume method on unstructured
meshes, where the computational cell can have any arbitrary convex polyhe-
dral shape, see Jasak (1996) for a thorough description of the finite volume

*See www.extend-project.de and http://sourceforge.net/projects/openfoam-extend
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discretisation and time integration schemes. In the present study it is suffi-
cient to note that an implicit Euler time integration scheme has been used
(Ferziger and Peric, 2002) unless otherwise stated, and numerical schemes
being second order in space are used.

3.1 Numerical Modelling of Two-Phase Flows

The approach for solving the fluid problem is to consider the two phases
simultaneously using a tracking method for the interface. The flow field
satisfies the incompressible continuity equation

Veu=0 (3.1)

and the Reynolds averaged Navier-Stokes equations

dpu

% +V-puu’ = -Vp+pg+ V- [uVu+ pr] + 07K, Vy (3.2)
where u = (u, v, w) is the velocity field in Cartesian coordinates, p is
the density, p the total pressure, g the acceleration due to gravity, p is the
dynamic molecular viscosity, and 7 = —u/u/T is the specific Reynolds stress
tensor. Superscript 1" means transpose of a vector. The turbulence closure

is discussed in §3.1.1. V is the gradient operator given as

o 9 o\
V=5, =—, =— . 3.3
(83: "oy 8z> (33)
The last term on the right hand side in eq. (3.2) is the effect of surface
tension, where s is the curvature of the interface, or is the surface tension
constant (0.074 kg/s? between air and water at 20°C'), see e.g. Ubbink and
Issa (1999) for a description of its handling.

The formulation in eq. (3.2) is given in terms of total pressure, thus the
introduction of the excess pressure (see Rusche, 2002, chap 4 for details)

pr=p—pgx , (3.4)

where x = (z, y, z) is the coordinate vector, eases the boundary condition
formulation for the pressure. Inserting into eq. (3.2) yields

8pu T *

s +V.puu' = -Vp* —g-xVp+ V- [pVu+ pr]+ork,Vy  (3.5)
The wave problem is inherently transient, so the PISO approach is adopted
to solve the velocity-pressure coupling (Issa, 1986). The actual approach in
OpenFoam is described in Jasak (1996).



Numerical Modelling of Two-Phase Flows 39

The two phases of the flow are distinguished with a scalar quantity, -,
which represents water, when v = 1, and air when v = 0. This is the basis
for the volume of fluid approach (VOF) first introduced by Hirt and Nichols
(1981). Their approach considers the passive advection of v under a velocity
field u

v
ot

which is identified as a hyperbolic type equation. Considering the number

+Veuy=0 |, (3.6)

of approaches for solving this differential equations, there are two funda-
mentally different approaches: (i) solving the partial differential equations
in some form using ways to stabilise it and avoid diffusion of the interface or
(ii) avoiding the differential equation and consider methods using geometrical
approaches of various kinds.

Solving the equations in the differential forms offer some considerable
advantages over the geometrical approach, as it can be solved "easily“ on
arbitrary mesh configurations. However, hyperbolic problems are notoriously
hard to solve with issues such as boundedness of the solution and smearing
of the interface over several cells adjacent to the "real” interface location.
The former is typically handled using higher order bounded schemes, e.g.
van Leer, Minmod or Superbee (see Leveque, 2007, p. 115). The latter is
handled using several different kinds of interface compression such as those
described by Ubbink and Issa (1999) with the use of compressive numerical
schemes or the one by Rusche (2002), where eq. (3.6) is modified to

Oy
ot

Here u,y is a relative velocity and the additional source term yields low
interface smearing. A similar method is used for the implementation in

+Veuy+Veoupy(1—7) =0 . (3.7)

OpenFoam, which is adopted in the present study. The derivation of the
used methodology is described in Berberovié et al. (2009).

The methods using geometrical considerations for solving eq. (3.6) omit
the partial differential equation. One of the methods applied is donating
regions, where a region is defined, which is the source of fluid over a com-
putational face. Different definitions exist, e.g. those in figure 3.1(a), where
the gray area in all cases equals the face flux times At. The distribution
of v inside the cell can be constructed in several fashions, where the one
depicted in figure 3.1(b) is based on the surface normal gradient, ng = V7.
The vertically hatched area represents v = 1 and the cross hatched area is
the amount of «, which is eventually advected over the right hand face. One
drawback of many of these methods, however, is that they too can result in
unbounded solutions, and the theoretical descriptions are mainly restricted
to Cartesian orthogonal cells in two dimensions.
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o= -

W =l
(iii) (iv)
Wy a

N

(a) Donating regions (b) Donating regions

Figure 3.1: (a) Different lay-outs of the donating region as discussed in Harvie and
Fletcher (2000) (After Harvie and Fletcher, 2000, their figure 17) (b)
An example of the computation of the amount of v advected over the
right face. Based on the DDR-scheme by Harvie and Fletcher (2001).

One method not having these limitations is the formulation by Zhang
and Liu (2008). It takes arbitrary computational cell shapes, however, still
only formulated for two dimensions. The method seems to have a large po-
tential for accurate interface representation, and it is based on a backward
translation in time of the computational cells in a Lagrangian manner fol-
lowed by a forward translation in time of the matter in interest, i.e. v = 1.
This results in a net advection of v. The method heavily depends on accu-
rate interpolation schemes for the velocity field and methods for computing
intersection between convex and concave polygons. Expanding this to 3-
dimensions merely increase the level of complexity, and it has been found
unsuitable for the present project.

Having obtained the distribution of v, the fluid properties can be found
as

D =301 + (1 - )0 (3.8)

where ®g and ®; are quantities in the air and water respectively; these
quantities can e.g. be p and v.
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3.1.1 Turbulence Closure

The process of wave breaking is also the transformation of organised motion
into turbulence and subsequent heat. This means that the generation, ad-
vection and dissipation of turbulence must be modelled. Several turbulence
closures has been applied in the case of wave breaking, namely k£ — ¢ models
(Lemos, 1992; Lin and Liu, 1998; Bradford, 2000; Hieu et al., 2004), a mod-
ified k — w model (Mayer and Madsen, 2000), and large eddy simulations
(LES) (Christensen and Deigaard, 2001; Christensen, 2006).

Firstly, LES was under consideration as the turbulence closure, because
a considerable part of the mixing is resolved by the model. However, LES
is strictly limited to 3-dimensional domains (Deardorff, 1970), and in the
context of morphological development the flow problem must be solved over
and over again even though convergence has been achieved in the flow prob-
lem. This would require as small as possible computational domains, thus
3-dimensions should be avoided. Furthermore, the stochastic nature of the
flow, when using LES (see Sagaut, 2006, figure 1.1 and 1.3) reflects non-
linearly onto the sediment transport and results in large spatial gradients,
hence the allowable morphological time step will be lowered considerably.

Therefore, the k — w formulation has been chosen for this work, as it is
known to handle adverse pressure gradients better compared to the k& — €
turbulence closure (Wilcox, 2006, 2008). The k — w formulation is easily
adjusted to rough wall cases through the boundary condition for w, and
Patel and Yoon (1995) show that the prediction of wall shear stresses over
rough boundaries is consistent with the Moody-diagram for a wider range of
hydraulic roughnesses in the case of k — w turbulence closure. Additionally,
resolving the boundary layer through the viscous sublayer is inconsistent with
the formulation for k — ¢ models, as the transport equation for ¢ becomes
singular at the wall. The formulation of the k—w model avoid this singularity,
see Menter and Esch (2001).

The turbulence closure consists of two advection-diffusion equations with
the relevant dissipation and production terms for the two variables k and w.
k <: %(u’)Tu’> is the turbulent kinetic energy, where u’ is the turbulent
fluctuating velocity components. w is interpreted in several ways, such as
a characteristic frequency for the large scale turbulence (Menter and Esch,
2001), or simply the ratio between the turbulent kinetic energy, k, and the
dissipation rate, € (Speziale et al., 1990).
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The advection-diffusion equation for k' is given as

dpk
% + V- puk = Pj, — Bkw + V- (1 + 0" pry) VK] (3.9)

and the one for w takes the form

(95;:1 + V- puw =P, — fw?
(3.10)

k
+ ﬁV/Yc-(Vw)T + V- [(u + %—) VW}
w w

where the closure coefficients in the expressions take the following values
a=13/25, f = fofs, B* =9/100, 0, =1/2, 0* =3/5, 04o = 1/8 and

0, Vk- (Vo) <0
= ’ - . A1
od { Gao s VE-(VW)T >0 (3:.11)
B = 0.0708 and
1+ 85xw
= — 3.12
Is=17 100y, (3.12)
where
S (e79) Q (Se,)
o= | == for n=uz,y,2 . 3.13

Here, e, is the unit vector along the axes in cartesian coordinates and the
strain rate, S, and rotation, €2, tensors read

S = % (Vu+ (Vu)') |, Q== (Vu—(Vo)’) . (3.14)

N |

The correction through fg has an effect in the case of 3D flows, e.g. jets.
Following the isotropic assumption in the RANS formulation, it follows
that

2
T =218 — §k1 , (3.15)

where I is the identity matrix and 4 is the eddy viscosity, which in the & —w
framework is determined as

, @ =max {W,Clz‘m QSﬁ_*S} (3.16)

€

vy =

fN.B. The standard implementation in OpenFoam even for 2-phase (incompressible)
flows is without p, which results in an excessive diffusion of turbulence over the interface
and a resulting dampening of the wave, as v¢,0 > v 1.
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where : is the double inner product operator and Cj;,, takes the value 0.875.
The production term, Py, in eq. (3.9) is based on S in the standard for-
mulation. It was shown by Mayer and Madsen (2000) using linear stability
analysis that this formulation generates turbulent kinetic energy in a poten-
tial flow solution. This resulted in an increase in k, and hence 14, during
the simulation, thus in the end the waves dissipated due to the presence of
unphysical non-zero shear in the potential part of the water column outside
the breakpoint. Mayer and Madsen (2000) suggested that the production
based on curl of the velocity field could be modelled in the following way

Pr = prye(V x u)-(V x u)” (3.17)

This eliminated the problem with spurious generation of turbulent kinetic
energy. Similarly, P, is given as

Py = a%m . (3.18)

Two kinds of turbulence closures have been considered in the present
work. The first is a low Reynolds number version, which means that the
boundary layer is that well resolved that the molecular viscosity has an effect
(for smooth boundaries), and the other is a high Reynolds number version,
i.e. the near wall behaviour is prescribed analytically.

Boundary Conditions for Low-Re Turbulence Closure

It was suggested by Roulund et al. (2005) that the boundary conditions for
k near a rough boundary should not be set to 0 m?/s2, as experimental data
contradicts this choice (e.g. Sumer et al., 2003; Nezu and Nakagawa, 1993).
Instead a zero flux boundary condition should be applied, i.e.

ng,- Vk =0 (3.19)

where n; is the unit normal vector to the boundary. This boundary con-
dition has been investigated in detail by Fuhrman et al. (2010), and it was
found to yield good results and makes the near bed resolution dependent
on the roughness height rather than the molecular viscosity. This is physi-
cally consistent, as the latter should not influence the near bed flow for large
roughnesses due to Reynolds number independence.

The boundary condition for w follows Wilcox (2006), however as he de-
veloped the rough boundary condition for k = 0, a re-calibration of the
constants was performed by Fuhrman et al. (2010). Including their recom-
mendations the boundary condition becomes

_ upon

w

(3.20)

14
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where
Ks 2 +
R = 2 .
K K K 0—kT
oy |:(_k£) - —kﬂ SOHRE for kL > 5

with Kg = 200 and Kr = 180 being calibration constants. The value
of Kr = 180 differs from Wilcox (2006) due to the change in boundary
condition for k. ki = knyug/v is the wall roughness in wall coordinates,
where ky is the Nikuradse’ roughness height and uy is the magnitude of the
friction velocity vector.

Boundary Conditions for High-Re Turbulence Closure

Using a low Reynolds number turbulence closure in the case of surface wa-
ter waves causes problems, because the cell dimension perpendicular to the
boundary must obey Ay < ky. As will be discussed in §3.3, the movement
of the mesh is restricted to less than the cell discretisation for each time
step, hence the limitation Ay < ky results in a huge number of mesh move-
ments each wave period, each of which takes approximately the same time as
a hydrodynamic time step. Therefore, a high Reynolds number turbulence
closure is also tested.

The high Reynolds number implementation is inspired by the work of
Nichols and Nelson (2004). In the present implementation, however, it has
not been considered to derive a formulation that is transitional in terms of
a generic low-to-high Reynolds number turbulence closure implementation.
In this work Ay/ky = O(1) has been used and the validity adjacent to this
value is considered.

In the first cell next to the wall, w is prescribed by (see e.g. Wilcox, 2006,
p. 160)

uf
Wy = ——d (3.22)
VB*EAY
and similar
2
u
by = —— . (3.23)

VB

Using a large cell size has the drawback that the numerical evaluation of
the velocity gradient is erroneous and the near wall momentum diffusion is
wrong, if no measures are taken. The method is to fulfil

6[lur 2
on

2

uy = (v +u) (3.24)
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by setting an artificially large eddy viscosity. Here ¢ indicates numerical

differentiation and u; is the velocity component tangential to the wall. The

magnitude of the friction velocity, uy, is found by
lurfle 1, 34y

=—1In
uf K 20

(3.25)

where zj is the roughness being put to ky /30 and x the von Karman’ con-
stant set to 0.40.

It was considered to use the integrated momentum formulation in the
boundary layer (see Fredsge, 1984) to evaluate the bed shear stress. The near
wall discretisation in the present project, however, is much smaller than the
boundary layer thickness, so a momentum formulation would require “global"
information, which does not conform with the localness in the remaining part
of the model formulation.

Cox et al. (1996) found experimentally that a logarithmic layer is present
over rough boundaries for almost the entire period both sea- and shoreward
of the breakpoint. Their conclusions are based on one single set of wave
parameters, roughness height, and bed slope.

Other Boundary Conditions

At the wave inlet and at the upper atmosphere boundary both k& and w are
set to small constant values, however with values such that

k
vy~ —<Lv (3.26)
w

A Neumann condition is used at the outlet boundary.

3.1.2 Wave Generation and Absorption

Wave generation and absorption consist of two components, namely that at
the boundary and that in the interior. These are described independently in
the following.

Wave Boundary Conditions

Methods for wave generation are not distributed along with the standard
distribution of OpenFoam, thus its implementation is part of the present
study.

Several wave theories are applied in the present study, namely 1st and
2nd order Stokes theories (Dean and Dalrymple, 1991), 1st order cnoidal
waves (Svendsen, 2006), and stream function theory (Rienecker and Fenton,
1981) for the case of monochromatic waves. The required information is
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the potential flow solution of the chosen wave theory. The wave theory is
enforced by specifying u,, 7, and dp,/0n, where 7, is the surface elevation
and the index 'p’ refers to the potential flow solution.

Firstly, the boundary condition was implemented using the intuitive ap-
proach, where it was evaluated whether or not the boundary face was wet or
dry based on the location of 7, relative to the centre of the boundary face,
see figure 3.2 for an example of a boundary face. This gave rise to a binary
behaviour in the value of v on the boundary. Consequently, spurious oscilla-
tions were generated at the inlet, and these propagated into the domain and
contaminated both the velocity and pressure distributions.

¢ Above surface

¢Below surface

Figure 3.2: Sketch of a boundary face intersected by the surface, n,, giving rise to
a subdivision into a wet and a dry part. The corresponding wet centre,
Crw, @5 of particular interest. Note that the boundary face can be an
arbitrarily shaped convex polygon.

It was needed to adopt a different approach. The chosen approach is
sketched in figure 3.2. If the boundary face is intersected by 7,, there will be
exactly two intersection points, as the length scale of the surface elevation is
assumed much larger than the length scale of the boundary face. These two
intersection points are computed, and a wet and a dry part of the boundary
face is defined. Each of these has an area and a centre. At this intersected
boundary face, u, and Op,/0n are evaluated at the wet centre, cy,, and
assigned to the centre for the entire boundary face, cy. Furthermore, the
boundary value for «y is the ratio between the wet area, Af,,, and the total
area, Ay, of the boundary face.

The introduction of this intersection technique resolved the problem with
the spurious oscillations previously discussed.

Relaxation Zones

In Ohyama and Nadaoka (1991) the issue of outlet boundaries are considered
for the modelling of water waves. Their approach relies on a boundary
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element methods for surface water waves in terms of the velocity potential,
¢. Firstly, they discuss the possibility of applying the Sommerfeldt boundary
condition for the potential in the form

o 09

e +C el 0 (3.27)
where C' is the long wave approximation to the wave celerity, v/gh with h
being the water depth. This approach, however, is shown to give considerable
reflection, when the assumption of long waves is not valid (Ohyama and
Nadaoka, 1991). Therefore, they turn to the concept of sponge layers and
apply a damping function in their formulation for ¢. This yields reasonable
results, however they show through mathematical analysis that the method
has a complex behaviour based on the magnitude of the damping and the
width of the sponge layer. This complex behaviour needs calibration for
individual model setups.

Another method has been adopted in this work, namely the use of blend-
ing functions, which can modify an incoming wave field to any desired target
function. This also extends the applicability of the sponge layer to inlet
boundaries, as the target function could be that of the generated wave train.
In the following the term sponge layers will be replaced by relaxation zones,
as it is a more general term. The method is similar to the one used in Mayer
et al. (1998) and the blending function is taken from Fuhrman et al. (2006).

QR aR
A A
I 1 1'ﬁ
XR <—C— > XR
1 1
Wave inlet Wave outlet

Figure 3.3: A sketch of the variation of the blending function, ag, in both inlet and
outlet relaxation zones.

The relaxation zone works as a blend between a target solution, e.g. u,,
and the computed solution. The blend is applied explicitly each time step
onto u and « in the following way

u= (1 - aR)utarget + ARUmodel

(3.28)
7= (1 - aR)’Ytarget + O RYmodel
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where the blending function, ap is given as

L ep(G) — 1

(5 1 (3.29)

aR =
Xr € [0; 1] is a distance function defined linearly across the relaxation zone
in such a way, that ap = 0 at the boundaries and hence yield an exact match

between the boundary condition and the value in the relaxation zone, see
figure 3.3.

Figure 3.4: A sketch of a computational cell intersected by a given surface (n,). In
the implementation the computational cell can have any convex polyhe-
dral shape.

Engsig-Karup (2006) discusses the functional form of the relaxation func-
tion, ap. In the context of Discontinuous Galerkin methods it needs to fulfil

the requirements ar(0) = 1 and agl)(O) =0 for n = 1,.... This is in the

present case fulfilled up to ag) (0) and it seems to be sufficient. The de-
gree to which the requirement is fulfilled can be controlled by modifying the
exponent in eq. (3.29).

The general idea is similar to the one applied for the wave boundary
condition, see §3.1.2, where boundary faces intersected by the surface are
cut into two. For the relaxation zone, the intersection plane through a
computational cell is found, see figure 3.4. The corresponding wet centre,
cy,w is found together with the wet volume, V,,. From these it follows that
Uigrget = Up(Cyy, t) and Yigrger = Vip/V, where V' is the volume of the entire
computational volume.

The implementation into OpenFoam is made independent of the actual
wave theory, let it be regular or irregular waves. This means that the func-
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tionalities with respect to intersections between 7, and faces or computa-
tional volumes is made generic. Extensions to other wave theories is easily
carried out, and it only requires knowledge of u,, 1,, and Vp,.

The description and validation of the boundary conditions and relaxation
zone technique in addition to a general validation of the use of OpenFoam
for wave simulation is also given in Jacobsen et al. (In print).

The boundary condition at the shoreline is a no-slip condition.

3.2 Sediment Transport Modelling

The sediment transport is handled in the standard way using a splitting into
bed load and suspended sediment transport. The approach for the two types
of sediment transport is detailed below. The sediment transport formulation
is limited to uniform sand.

3.2.1 Bed Load Transport

Bed load transport is the part of the sediment transport taking place in con-
junction with the bed, hence the computational mesh is the bottom bound-
ary. A separate mesh for computing the bed load is constructed, see figure
3.5; a mesh that is also used as part of the morphological updating routine.
This mesh is using the finite volume methodology implemented for general
curved surfaces in 3-dimensional space. The method is called the finite area
method (FAM). Besides the source code it is only documented in Tukovié
(2005), chap. 5'. The FAM makes it possible to solve partial differential
equations, which are only formulated on curve planes in the 3 dimensional
space, which is the case for the Exner equation, see §3.3.

The chosen bed load formulation is the one detailed in Roulund et al.
(2005), which is an extension of Engelund and Fredsge (1976) to 3-dimensional
space on arbitrary sloping beds, see figure 3.6%. The bed load is undertaken
with a mean transport direction, u, which differs in direction from the near
wall tangential velocity, W, -, due to the action of gravityﬂ. Uy, may be
taken as auy following Engelund and Fredsge (1976), where a is a constant
O(10) and

uan
ur =uf———— 3.30
= (3.30)

In Croatian.

§The formulation is kept in vectorial form, which bear resemblance to the formulation
by Kovacs and Parker (1994), and as will be seen, this choice reduces the problem from 4
to 3 non-linear coupled algebraic equations.

TNote that u,-N = u,-N = 0, where N is the bed normal vector, see e.g. figure 3.6
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(i) Bed load mesh

V \9/;92, PEF

(iii)

®

— > WU, Vg, Y

Fluid mesh

Suspended mesh

Y

=2
o

b

Exner mesh / morphology

Figure 3.5: A sketch of the coupling of the three meshes for the (i) Navier-Stokes
equations, (ii) bed load and morphological computations and (iii) the
suspended sediment transport. Variables defined throughout §§3.1-3.8

is the friction velocity vector of magnitude uy. upy,r is found as follows
based on the near wall velocity, u,,,, and the bed normal vector, N,

1

Wy, r = 725 [N X (Wpyy X N)] . (3.31)
N3

(The same method will be used throughout for the projection of some vector,
@y Onto the bed to yield ¢,,,, ;).
The rate of bed load is given as

1
Q = éﬂd PEFUp (3.32)

where ppp is the probability of moving particles near the bed. This is given
by

X 41 -1/4
PEF = 1+<;_;> . (3.33)

d is the median grain diameter, #’ is the Shields parameter due to skin friction
defined as

2
Uy

¢ =—7I
(s —1)gd

(3.34)
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where g = ||gl|2, s is the density of the sediment relative to the density
of water, and €/, is the critical Shields parameter above which sediment is
brought into motion. (= 0.60) is the dynamic friction coefficient. Follow-
ing Roulund et al. (2005) 6., is computed as

. 2 2 .
0. =0, | cos B\/ - (Lt?an B_ Cosismﬂ , (3.35)

and the expression includes includes the effect of the bed slope onto the
magnitude of the bed load transport. The angles, o and [ are defined in
figure 3.6, 0, = 0.05, and p; is the static friction coefficient taken as 0.65,
which equals an angle of repose of ¢, = 33°.

N

Vertical axis

Bed

Horizontal plane \ Direction of steepest slope

Figure 3.6: Agitating and stabilising forces on a sand grain on a sloping bed. Only
the gravity force on the sand grain, w, is non-perpendicular to the bed
normal, N. (Modified from Roulund et al., 2005)

The gravity force, w, acting on the sand grain is given as
T
w = E,o(s - d’g . (3.36)
Due to the sloping bed, it is decomposed into a destabilising force in the
direction of the steepest slope, namely

w, — m N % (w x N)| (3.37)
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and a friction force, which is working in the opposite direction of sand grain
motion

1 uy

fr— - |w-Njug
=N N

(3.38)

The sand grain is further agitated by a combination of lift and drag due
to its motion relative to the surrounding water. The force is given as

1 s
fp = §pcszd2||ur||2ur (3.39)

where the relative velocity is given as
u.=u, —u, . (3.40)

Here ¢, is a constant, which accounts for the drag and the reduction in the
submerged weight due to lift on the particle. Following the experiments by
Fernandez Luque (1974), ¢, is written as

4piq

s = 3.41
‘ 3a2%0é0 ( )

(Based on discussion in Engelund and Fredsge, 1976, p. 298).
Assuming that the sand grain undertakes steady motion, the transport
velocity, up, can be found by solving

0="fp+w,+ff (3.42)

Substitution of egs. (3.37), (3.38), (3.39) and (3.40) into (3.42) yields 3 non-
linear equations, which can be solved for the three components in u; and the
bed load transport (eq. (3.32)) is readily evaluated. In the formulation by
Roulund et al. (2005), 4 non-linear coupled equations needed to be solved in
the general case.

Eq. (3.42) is solved in every computational cell in the FAM-mesh, hence
the method takes the presence of ripples into account, if they are resolved in
the model.

3.2.2 Suspended Sediment Transport

The conservation equation for suspended sediment is modelled using an
advection-diffusion type equation
dc

e + V- [(yu+ ws(x))c] = V- [y(v + ) V(] (3.43)

where c¢ is the volumetric suspended sediment concentration and wy is the
sediment fall velocity vector. The latter points toward the bed for s > 1.
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74 is the sediment diffusivity coefficient given as v4/o. with o, being in the
order of 1. In the rest of this work o, = 1. The modelling of the spatial
variation in wy is discussed below.

Please note that the rate of change and the term including w; in eq.
(3.43) are not multiplied by «. This ensures that sediment, which acciden-
tially is left in the air phase, drops out immediately after entering it.

Eq. (3.43) is solved fully implicit using the implicit Euler time integra-
tion. As the fall velocity significantly increases the vertical velocity field near
the bed, the Courant number will exceed 1 if the time step from the solution
to the Navier-Stokes equation is used. Instead of using smaller time steps
throughout, eq. (3.43) is solved using a sub-time stepping method; e.g. eq.
3.43 adopts At/10 and it is solved ten times per global time step.

The bed boundary conditions for suspended sediment transport is spec-
ified at some distance from the bed, irrespectively of the approach, i.e. ¢-
concepts as described by Engelund and Fredspe (1976); Zyserman and Fred-
soe (1994); van Rijn (1984) or entrainment /pickup function such as described
by Nielsen (2009).

To handle this an additional mesh is introduced on which the suspended
sediment transport is computed, see figure 3.5. This additional mesh is
conformal to the mesh on which the Navier-Stokes equations are solved,
however, the cells within a distance &, from the bottom are omitted. The
necessary variables are mapped from the fluid mesh and the FAM mesh.
The erosion and deposition due to suspended sediment transport are easily
computed on this truncated mesh, as the bed boundary is well defined.

Spatial Variation of the Fall Velocity

Firstly it was considered to adopt the classical weighting in VOF-methods
(eq. (3.8)) between the fall velocity in the air, w,, and that in the water,
W, 1, to obtain the spatial variation, i.e.

W =T7Ws1 + (1 —¥)wsp (3.44)

However, as can be seen in figure 3.7, this linear dependency causes large
changes in w, in the water even for small changes in v, e.g. w, = 2w, 1 for
v = 0.99. Hence, instead it is decided to compute w as

ws(x) = ws(p(v(x)), 1) - (3.45)

Note, that the kinematic molecular viscosity in water is used throughout, as
the variation in v(x) causes an unwanted spatial variation in wg (Dashed
line in figure 3.7). wy is determined using a drag coefficient for natural sand,
see Fredsge and Deigaard (1992), pp. 198-199.
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10

=
Q,

[wall2/lws.1ll2
=
ol—‘

o

=
Q.

Figure 3.7: The variation of ws as a function of v (p). Full: Eq. (3.45). Dashed:
Eq. (3.45) but with varying v following eq. (3.8). Dotted: Eq. (3.44).

Boundary Condition using ¢,-Concept

Several formulations are given for the variation of ¢, with the skin friction
¢'. The formulations by Einstein (1950) and Engelund and Fredsge (1976)
are based on theoretical considerations, whereas the formulation by Zyser-
man and Fredsge (1994) make a fit to experimental values of the suspended
sediment transport thereby estimating ¢;,(6’). The formulation by Engelund
and Fredsge (1976) has been adopted in the present work.

It is given as

€o

=% 4
= A1) (3.46)
where
Ao for (9' - ) (3.47)
b= 0.013s6/ ¢ gHdPEF '

where )\, is the so-called linear concentration and ¢y the maximum attainable
volumetric concentration, see Fredsge and Deigaard (1992). Further, pgp is
the propability given in eq. (3.33) and ay (= 2) is the multiple of d above the
bed, where the velocity gradient in this deterministic approach is evaluated.
For a full description, please refer to the original paper Engelund and Fredsge
(1976) or the summary given in Fredsge and Deigaard (1992) pp 217-219.
This formulation, however, contains issues related to a sudden decrease in
¢p. The extreme of this case is a settling tank, where the water is considered
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still (neglecting the vertical flux of water due to the settling particles) with a
non-zero concentration profile in the water column. As 6’ = 0, it follows that
¢y = 0, and in the numerical model there will be a build-up of sediment in
the lowermost computational cell. The solution to this problem is suggested
by Justesen et al. (1986), where

cp = max [cp(0"), c(p + wsAt, t — At)] . (3.48)

Hence, if the concentration close to the bed exceeds ¢, ¢ takes the value of
¢ in the water column. Due to a time step limited by a Courant number less
than 1, the value is, in practice, taken from the cell adjacent to the boundary.

Boundary Condition at the Free Surface

For flows using a rigid lid approximation, the vertical balance between up-
ward diffusion and downward settling must be enforced, which is formulated
as

(v +1)Ve+wse) ng =0 (3.49)

where n; is the surface normal vector.

In the case of multiphase flows, however, this approach cannot be ap-
plied, as no well defined boundary exists at the surface. The condition is
nearly satisfied through the large difference in ws(x) over the interface. Sus-
pended sediment are allowed to leave the computational domain through the
atmospheric boundary, whereas “influx” of sediment occurs with ¢ = 0.

3.2.3 Inclusion of Excess Turbulence in Sediment Transport
Modelling

It has been considered whether or not it is feasible to include the effect of
excess turbulence on the modelling of sediment transport. It was shown ex-
perimentally by Sumer et al. (2003) that the effect is considerable, however
their experiments are limited to pure current and small §’. The latter limi-
tation requires excessive extrapolation to allow to incorporate the results in
the present study, where 6’ become as large as 3.0.

More knowledge is needed on the effect of excess turbulence, however,
the current experimental evidence does not allow for an incorporation into
this numerical model.

3.3 Morphological Updating Routine

Morphological changes to a given bathymetry occur, when there is an inequi-
librium between deposited and eroded material in that region. If the amount
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of deposited material exceeds the amount of eroded material, it leads to an
increase in bed level and vice versa. This mechanism is described by the
continuity equation for sediment (see e.g. Fredsge and Deigaard, 1992, p.
265)

- V@ B+ D) (3.50)
The morphological change is split into contributions from the bed load trans-
port (qp) and suspended sediment transport (E and D), where E and D are
erosion and deposition respectively. Incorporating the porosity, eg4, in the
contributing terms yield the Exners equation.
In eq. (3.50) E and D has been used to determine the net change due to
suspended sediment transport. This is identical to the classical formulation
(obtained by considering a control volume in 2D)

h b h
V-/ qs-ezdy+—/ cdy (3.51)
2d Ot Jaq

where qs(= cu) is the suspended sediment flux, y a vertical coordinate and
x a horizontal one. The evaluation of eq. (3.51) is problematic on general
unstructured meshes, hence the near bed treatment is preferable.

Eq. 3.50 is the instantaneous response to an instantaneous sediment
transport rate. In the present work a time averaged bed level change, h, is
adopted instead, namely

1 [T op oh 1 1 [HIm
. =2 _ — q, + E + D] dt
Tm/t ot o 1—eqTm ) V- + E+ D]
) (3.52)
=— [V' Qv+ F+ D]
1-— €d
Here
_ o 1 t+Tm,
(hanB.D) =7 [ {han B D)t (3.5%)
m Jt

It is assumed that the interchange of the operators on the left hand side in
eq. 3.52 is allowed. Here T, is some characteristic morphological time scale,
which for regular waves is naturally taken as the wave period, T'.

3.3.1 Evaluation of Contributing Terms

The contributions from each of the terms in eq. (3.50) are described below.
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Contribution Due to Bed Load

The bed load, qp, is computed in the centre of the computational face on the
FAM-mesh. The evaluation of V- qj, is carried out through an adoption of the
Gauss theorem, i.e interpolating q; to the edges of the face and integrating
along the boundary of the face, see also §3.3.3. The evaluation of this within
the FAM framework yields a change in the normal direction to the face,
however, the morphological updating is along the vertical axis, e, hence a
projection is needed.

Y

L.

1_1€dV° qut\

Figure 3.8: Ewvaluation of the bed level change due to bed load transport. Subscript
e is for edge interpolated transport rate.

N = [[N]jzn

Considering figure 3.8, it is seen that the gray and empty trapezes have
identical area but differs in orientation. From this, it is found that

1 V-q

Ahp = ———
b 1—eq|n-e4

At (3.54)

where n is the face unit normal. The area of the face is || N||2, where n||IN.

Erosion/Deposition using c,-Concept

In figure 3.9(a) the balance between erosion and deposition over an arbitrarily
oriented boundary face is sketched. The erosion, E,, is given asll

E, =+ Vt)%HNHQ = (v +1,)N:- Ve with % <0 (3.55)
where n is a local coordinate normal to the boundary face. The contribution
to the deposition, D,, only comes from the projection of ws + u onto the
face normal vector, i.e.

D, = ¢|(ws +u)-N| (3.56)

INote that dc/dn cannot become positive due to eq. (3.48)
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whereas the tangential projection, w, -(= ||n x ((ws +u) x n)||2), does not

contribute. Here E, and D, are the erosion and deposition rates in terms of
3

m°/s.

(a) (b)

dc
n on E'U

Figure 3.9: (a) Direction of diffusion and settling of suspended sediment over a
boundary face. (b) Resulting bed level change, Ahg, due to combined
erosion/deposition. |N||2 equals the area of the boundary face.

The velocity over the boundary must be taken into consideration, as
the computational mesh for suspended sediment transport does not coincide
with the boundary for the computational mesh, which is used for solving the
Navier-Stokes equations (see figure 3.5).

Bed Level Change Due to Erosion/Deposition

The bed level change due to erosion and deposition, Ahg, is sketched in
figure 3.9(b). The volume of the empty rectangle equals the net deposition,
i.e.
1
V;)rnpty = 1—ey (DU - Ev)At = |eg' N|Ahs (357)
where the last equality is the volume of the gray trapeze in the same figure.
From this, the bed level change is easily evaluated.

Sand Slide Mechanism

It has been found necessary to include a sand slide mechanism to limit the
bed slope to below the angle of repose, see an example in §C.2. The method
described in Niemann et al. (2011) (a method similar to that of Marieu et al.
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(2008)) is used in this work. It should be noted that another method was
derived, which has better numerical performance in terms of computational
time, however, the implementation was not entirely robust, thus the robust-
ness of the method by Niemann et al. (2011) was preferred. The derived
method is described in §C.1. Neither approach is easily applicable to 3 di-
mensions.

3.3.2 Numerical Approach

Time Integration

The new bed level, hi*T! as such is not of interest, but rather the change,
ARt This is computed using the third order Adam-Bashforth explicit time
integration scheme (see Ferziger and Peric, 2002, p. 139), which reads

ABH—l 1

= — [23F — 16F" ! 4 5F—2 .
AT 12[3 6F" ™! 4+ 5F 7 (3.58)
where
_ 1 _ Ahy + Ahg
F=— s+ E+D] =" .
e, [V-qy+ E + D] AT (3.59)

and 7 is the index of the present discrete time step.

This time integration scheme has been chosen based on its successful
adoption in the simulation of river dunes in Niemann et al. (2011). An
explicit time integration scheme is needed, as no way of solving eq. (3.50)
implicitly over 7, is computational feasible, if at all possible.

Stability of the Exner Equation

The evaluation of eq. (3.50) has the same properties of a hyperbolic equation,
as the bed level change due to suspension is evaluated independently of the
bed load, i.e. firstly

@ 1 V. qb(x7 h, t)

= — 3.60
ot 1—eq |n-eg (360)

is computed. The stability of this type of partial differential equations
has attracted significant attention, and specifically in the framework of the
Exner equation, it has been discussed by e.g. Johnson and Zyserman (2002);
Callaghan et al. (2006); Long et al. (2008).

Two different approaches illustrate the stability issues, namely by con-
sidering non-linear sediment transport as a function of A (Johnson and Zy-
serman, 2002) and by considering the truncated version of eq. (3.60) to
numerical accuracy (Callaghan et al., 2006). Both approaches prove that
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measures need to be taken to avoid numerical instabilities, however, in the
latter case only for divergence schemes of order higher than 1. The measures
considered can be put into two categories:

— Numerical filtering as a post-processing step
— Adoption of numerical schemes, which suppress spurious oscillations

These two approaches will be discussed separately.

Numerically filtering has been widely used to ensure stability in works
such as Jensen et al. (1999); Niemann et al. (2011) where the filter is applied
onto h or in Andersen and Fredsge (1999), where the sediment transport is
filtered. Both of these approaches are used in Roelvink and Brgker (1993).
The filter must be chosen carefully, as it might either filter a too large wave
length or not be efficient enough. The predictor-corrector filter proposed by
Jensen et al. (1999) is an example of a filter, which can be tuned to filter
shorter and shorter wave lengths based on the number of corrections. An
analysis of the filter performance is given by Johnson and Zyserman (2002).

Methods to avoid the numerical filter have also been considered on the
grounds that the effect of the numerical filter might not be easy to con-
trol. This has lead to the adoption of modified numerical scheme, which
should avoid the introduction of spurious oscillations. One such scheme is
WENO (Weighted Essentially Non-Oscillatory, originally suggested by Liu
et al., 1994), which in the work by Long et al. (2008) is seen to have good
shock capturing properties in test cases for non-linear advection equations
using explicit Euler time integration. They apply the method for phase-
resolved morphological development, and the method is seen to be stable.
The method needs large stencils, which is inappropriate for unstructured
computational meshes. The method, however, is not applied successfully
for all types of morphology, as Marieu (2007) experienced stability problems
near the crest of wave generated ripples in a simulation of phase-resolved
morphological development.

Another method, which is considered by both Callaghan et al. (2006)
and Marieu et al. (2008) in various forms, is the NOCS (Non-Oscillatory
Centred Scheme). These methods use flux limiters to prevent over-shooting.
Callaghan et al. (2006) uses the version by Jiang et al. (1998), where the
morphological change is solved on a staggered grid arrangement and subse-
quently mapped back onto the original grid. The method is somewhat more
diffusive than on a true staggered grid version, however, it avoids the use of
a characteristic velocity in the evaluation, which is problematic as discussed
below. The method by Marieu et al. (2008) on the other hand uses the
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characteristic velocity of the bed form locally estimated as

99

o (3.61)

in one dimension. This is notoriously hard to evaluate robustly around min-
ima, maxima or horizontal stretches of the bathymetry. At these locations
Marieu et al. (2008) used a polynomial fit based on neighbouring values,
which are easily evaluated. In the present work with long stretches of flat
bed this method will not be robust, and further Marieu (2009) comment
that for small sediment flux gradients, the numerical diffusion is so large
that morphologically unstable perturbations are diminished in size after a
morphological time step.

Until now, only the inclusion of the bed load transport has been consid-
ered. Adding the source terms £ and D changes the situation somewhat as
E + D contains oscillations with wave lengths of 2 computational cells (i.e.
the Nyquist frequency), thus in the present work the filtering approach has
been chosen for both bed load and suspended load under one. The approach
by Jensen et al. (1999) is adopted.

The filter consists of a predictor step yielding A***1. It is obtained by
an interpolation of ht! to the edges of the computational faces and an
additional interpolation back to the face centres. For equidistant meshes
this reads for the j’th face

Byt =025 (RE) 4+ R ) + 0580 (3.62)
The corrector steps are applied onto 6h'Tt = h*1 — Bit! with the same
double interpolation routine yielding §o**+1. The corrected bed level change
then reads

predtl _ pritl | speitl (3.63)

The predictor step is performed Nyt times and per each outer loop, the
corrector step is performed Njpper times. As Njuner increases, the filtering
effect approaches zero, see the analysis by Johnson and Zyserman (2002).
The filter is found to be mass conserving.

Soforth ripples are present in the model, but only resolved by 5-10 com-
putational cells, the outlined smoothing algorithm will affect the ripple for-
mation.

Morphological Time Step

The morphological time step needs to be chosen as a constant in this model
formulation. This is a consequence of the period averaging of the resulting



62 Chap. 3. Model Description

bed level change. Hence, choosing a varying time step results in a non-
conservative formulation. This can e.g. be realized by considering a case
with bichromatic waves. The smaller waves in the wave group breaks close to
the shoreline and leads to rapid erosion (and suspension) and afterwards the
suspended sediment settles more slowly (while the large wave break farther
offshore). If the time step had been based on a Courant criterion, where
the characteristic velocity is either the erosion- or deposition rates, then this
example would result in a net deposition.

The morphological time step is multiplied by a factor, f,,, to speed up
the morphological development. The acceleration factor leads to an apparent
lack of sediment conservation, as net-erosion from the bed is not balanced
by an equal increase in suspended sediment.

Coupling Between Hydrodynamic and Morphological Modules

The transient nature of the wave breaking requires a complete coupling be-
tween the hydrodynamics and the morphological response. This is achieved
by both updating the morphology and computing the hydrodynamics each
and every time step. The computational mesh for the fluid part (see figure
3.5) is moved according to

V- [ymVu,] =0 (3.64)

where u,, is the velocity of the mesh vertices and ~,, is a mesh diffusion
parameter. -, can be interpreted as a local stiffness of the computational
mesh. At the bed, where the height of the cell is small, a large stiffness
is needed to maintain the boundary layer resolution and avoid poor mesh
quality, whereas the larger cells away from the bed can be allowed to move
more freely. In the present case

1
AZ,

m

(3.65)

Ym X

with A, being the shortest distance from the bottom boundary to the com-
putational cell. The method adopted here is described in Jasak and Tukovié¢
(2006).

The inter-coupling means that an additional stability criterion must be
introduced, namely that the spatial movement of the mesh should locally be
less than the dimensions of the computational cell. As the bed level change
each wave period exceeds the near bed resolution, the bed response is applied
over several time steps for a period not exceeding ATy, < T),.**

**If the morphological updating requires smaller time steps than that based on the
velocity field, the former is chosen, and the morphological change takes ATy,. On the
other hand, if the velocity field dominates the Courant criterion, the morphological change
can be completed over a time interval smaller than AT,.
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The boundary condition for u,, is a slip condition on the vertical walls
and the atmosphere is kept fixed, i.e. u,, = 0. At the bottom, the boundary
condition is given as

WAB**’i+1
At

u, = ey (3.66)
where w is chosen such that the mesh Courant number is less than 1 and
such that the accumulated movement equals AR,

The movement of the mesh vertices is mapped to the other computational
meshes, see figure 3.5, thus conformity is ensured at each time step. Further
the additional flux due to the mesh movement is computed as in Jasak and
Tukovié (2006).

3.3.3 Limitations of the Morphological Module

A number of limitations are present in the implementation of the morpholog-
ical module. These will be discussed here. Furthermore, the list of limitation
can also be considered as a suggestion to future improvements on the mor-
phological module.

Curvature Effects

The FAM performs all of the computations on a curved grid, hence some
issues related to the curvature effects are addressed in the following. In
figure 3.10 a couple of faces on the finite area mesh are depicted. The linear
interpolation of the bed load vector onto the edge, e, is given as

1
AN + AP

Qp,e (ap, vAP + qp pAN) (3.67)

A
Y
A
Y

Az Az

Figure 3.10: Sketch of the FAM mesh and the bed load and normal vectors.
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Furthermore, the evaluation of the divergence V. q is given as

Veay~ > qpe-Ne (3.68)

where N, is the normal vector to the edge, tangential to the bed, and having
a magnitude equal to the length of the edge.

As qp . and N, are not necessarily parallel, an error is committed due to
the curvature effects.

A simple estimate is carried out in 2D (which allows the use of the []
operator). It is assumed that q; p = 0 and

1
N, = —5 (ﬁN + ﬁp) (3.69)

Since qpp = 0, qp < —D. So without any curvature effect, the flux over
the edge should be proportional to || N.||2 = 1. However, the true flux is

1, . . 1 .
Ne- qpe §(nN+nP)'nN = 5(1+nN-np) (3.70)
and the resulting error is thus
1 1

From this, it is seen that the error due to curvature effects is only implicitly
controlled by the spatial discretisation. The implicit control comes as finer
discretisation typically yields smoother beds and more parallel normal vec-
tors. However, for two faces both at the angle of repose, but with opposite
slope, the normal vectors are

1 1
o= 1+ tan2 ¢, < tan ¢, > (3.72)
. 1 1 '
nre V1 + tan? ¢, ( —tan ¢, >

and the error is large (ec = 0.265), thus under these assumptions there is
an error of 26.5% of the bed load transport over the edge. Note that the
curvature effect is only present in the bed load formulation. Thus locally,
the error can be large but under the assumption of q; p = 0 it is only of the
same order of magnitude as the reduction due to the interpolation scheme.

Match between Morphological Module and Wave Relaxation

The combination of wave generation in relaxation zones, sediment transport
and morphological change needs special handling. The relaxation zone re-
quires that the bed is kept plane, otherwise the generated waves are not
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strictly valid, and the velocity field imposed below bed level, in case of ero-
sion, cause pressure fluctuations in the solution. Thus, no morphological
change is allowed for in the relaxation zone, however, large gradients are
present as there is a significant spatial variation in the bed shear stress in
the relaxation zone. This spatial variation is present as the boundary layer
at the inlet is of zero thickness, and it become increasingly thicker through
the relaxation zone. This results in a decrease in the bed shear stress through
the relaxation zone away from the inlet.

The way to handle this is to apply a weight of 0 to the morphological
change in the relaxation zone and let it increase smoothly to 1 outside the
computational domain. The transition function is given as a sine.

This brute force method can be improved upon, if a starving bed mech-
anism is implemented, as it will avoid the below-bed-level issue and reduced
or remove the gradients in the sediment transport.

Parallelisation of the Morphological Module

Due to a bug in the mesh motion routine in OpenFoam-1.5-dev, it is not
possible to run the morphological updating routine in parallel. As a conse-
quence, the morphological calculations will be limited in size compared to
computations of sediment transport over fixed beds, i.e. static meshes.

This can be solved by a migration of the computational framework to
OpenFoam 1.6-ext.
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Chapter 4

Model Validation

In the present chapter a validation of the model described in §3 will be un-
dertaken. The applicability of OpenFoam in modelling non-breaking waves
is considered in §4.1. In this section the implemented method for wave
generation and relaxation is also addressed. The validation of the applied
turbulence models for wave boundary layers in single phase flows are ad-
dressed in §4.2. The ability of modelling breaking waves is described in §4.3.
The chapter is completed by validating the modelling of suspended sediment
transport in both closed channels and below breaking and broken waves.

The numerical parameters for the discretisation in both space and time
can be found in table 4.1.

4.1 Validation of Non-Breaking Wave Modelling

The present section considers 5 different test cases with non-breaking wave in
both 2 and 3 dimensions. All test cases have laminar wave boundary layers,
as the Reynolds number is less than 10° (Jensen et al., 1989). Furthermore,
due to the fact that the computational domains are short relative to the wave
length, the energy dissipation is assumed negligible and a slip condition
is applied at the bed (see Fredsge and Deigaard, 1992, pp. 50-51 for a
discussion).

The test cases cover the physical processes of fully reflecting walls, wave
shoaling, triad wave-wave interaction, release of higher bound harmonics and
diffraction around a surface piercing obstacle.

4.1.1 Determination of the Location of the Surface

The location of the interface has to be determined in a consistent manner.
The interface is between two points, if v = 1 and v = 0 in these two points
respectively. The obvious choice is to define the interface at v = 0.5, however,
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Case Section Az / Az Ayaty=0 Co. No. AR No. of cells
jm] jm] -] -] 10°
Reflection coefficient 4.1.3 0.030 0.0033 0.25 9.0 126-168
Triad interaction 414 0.030 0.0033 0.25 9.0 117
Standing wave 4.1.5 0.0092 0.0001 0.25 92.0 132
Shoaling over bar 4.1.6 0.01 0.0027 0.20 3.8 221
Linear diffraction 4.1.7 0.015 0.00047 0.20 32.0 2290
Wave breaking 4.3 Varying 0.25 1.0 /2.0 107.2 /53.6
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the interface in the VOF-method can become smeared leading to several
neighbouring cells having v €10, 1[. It is chosen to define the location of the
surface, 1, such that

Y~v=0
n= / ¥dy — yy=1 (4.1)
Y

Here, the integration limits are vertical coordinates being above and below
the interface. This approach yields a consistent value of the location of the
interface, given as the height of the water column above the level y.,—.

4.1.2 Harmonic Analysis

In the validation cases, the amplitude of the higher harmonics is used for
comparison. One approach is to evaluate the amplitude based on a power
spectrum computed using a Fourier Transform. This approach is inappro-
priate for monochromatic waves, as the energy is limited to discrete frequen-
cies, however computing the Fourier Transform will yield a broadening of
the spectrum.

For a monochromatic input, the frequencies in the domain can only be
an integer times the first order frequency, o, hence the expression

N
i ~ ap + Z aj cos(jot;) + b; sin(jot;) (4.2)
j=1
for
t; =to, to + At,...,to+ (M — 1)At (4.3)

describes the surface elevation in a given location based on a set of coefficients
aj and b; up to a given order N. While 2N + 1 < M, the system is over-
determined and the system of equation is solved in a least-square sense,
where Y, (n; — 7;)? is minimised. Here 7j; is the computed surface elevation
based on the truncated series in eq. (4.2) and 7; is the modelled surface
elevation. Note that the choice of N is limited by

<L (4.4)
oAt 2N

stating that the highest frequency must be resolved with at least 2 points to

avoid aliasing.

This approach is suitable for monochromatic, unidirectional propagating
waves, however evaluating the frequencies in e.g. standing wave patterns
does not yield the correct amplitude. Therefore, an extension of (4.2) is
needed. The present extension is limited to bound harmonics of non-linear
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reflected waves, where k; = jk with k being the wave number for the first
order harmonic wave. Under these assumptions (4.2) is extended to

N

M1 = ag + Z a]I- cos(jby) + b]I- sin(j6; ) + af cos(j07) + bf sin(j60;)
j=1
N

Mi2 = ag + Z af cos(j05 ) + b]1~ sin(j6, ) + af cos(j05) + bf sin(j65)
j=1

(4.5)

for (4.3), where 0 = ot; + kx;. Furthermore, the distance |z — 21| is
so small that it is assumed that the amplitudes are not affected by energy
exchange between the harmonics, see §4.1.4 for a discussion. In this manner,
the direction of wave energy propagation can be quantified. The method
in eq. (4.5) bears resemblance to that described by Liu and Yue (1998).
The main difference is that they filter the surface elevation signal to leading
order before computing the leading order harmonic coefficients, whereas the
present method fits the coefficient to the unfiltered signal.

4.1.3 Reflection from an Outlet Relaxation Zone

In the present work, the relaxation zone is an important feature, hence the
efficiency of the relaxation zone to absorb wave energy is analysed in this
section. The setup is sketched in figure 4.1. The waves are allowed to
propagate over a distance of 21 m followed by a relaxation zone of varying
width, A. It is analysed how the magnitude of the reflection coefficient

R = [[(ar's 1) |, / [|(az: 01) (4.6)

varies with A\. The coefficients in eq. (4.6) are found using eq. (4.5) with
r1 = 20.0 m and z9 = 20.1 m.

Y

N

Inlet

h=04m

21 m A

Figure 4.1: Sketch of the setup of the numerical system for testing numerical reflec-
tion from outlet relaxation zone.
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The tests are carried out for 6 different widths of the relaxation zone,
namely kA/(27) = 0.50,0.75,1.00, 1.25,1.50, 2.00, where 7' = 3.5 s. In addi-
tion to this, a set of height-to-depth ratios has been considered. The waves
are generated based on stream function theory of order 32, which will avoid
the generation of spurious waves (see §4.1.4). The wave numbers for the
harmonics are given as k; = jk assuming that no bound waves are released
due to reflection.

R is depicted in figure 4.2 both as a function of A\/L (L is the wave
length (= 27/k)) and Ah/(LH). The latter approach is found to combine
the curves onto one common trend with decreasing R for increasing length of
the relaxation zone. As a rule of thumb O(R) < 1% is achieved for \/L > 1.
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Figure 4.2: The reflection coefficient as a function of the length of the outlet relaz-
ation zone for T = 3.5 s and / different values of H/h.

Simulations without relaxation on + has been carried out, however, this
leads to significant reflection and must be avoided. The reason is that the
momentum is relaxed, but the elevation is kept unchanged and only modified
due to the missing momentum, thus a pressure gradient is present, which re-
accelerates the water and a significant amount of momentum is reflected back
to the computational domain.

From the present test, it is expected that the adopted relaxation tech-
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nique is applicable in or near the shallow water limit. Experiments similar to
those by Clément (1996) for a wide range of frequencies from deep to shallow
water would be useful to uncover the full range of applicability.

4.1.4 Triad Wave-Wave Interactions on a Flat Bed

In the previous section the waves were generated using stream function the-
ory yielding a wave propagation with constant form. In this section the
experimental study by Chapalain et al. (1992) is used to validate the ability
of the numerical model to predict triad wave-wave interactions. When forc-
ing any given boundary with linear wave theory, wave-wave interaction will
result in the generation of a bound second order harmonic at the bound-
ary. This is directly realised by taking the linear signal and evaluating
the response from the convective terms in the Navier-Stokes equations, i.e.
cosot — 1/2(cos 20t + 1).

0.06r

= 0.06- __ Stokes 1st (Simulation)
—= 0.04r _ _ _ Stream function waves (Simulation)
g 00 Data from Chapalain ‘et al. (1992)

0 5 10 15 20 25

Figure 4.3: Comparison between the experimental results from Chapalain et al.
(1992) and the corresponding results obtained with the present numeri-
cal model. Results using stream function theory are included.

At the boundary, however, the boundary condition still needs to be ful-
filled, hence a free wave with a second order frequency is created with the
same amplitude as the bound harmonic but with opposite phase. Since it
is a free wave it has its own wave number kfee # Kbound. NOnN-linear inter-
actions between these modes create an energy transfer between the different
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harmonics. This interaction can be identified as beat lengths in the harmonic
amplitudes, see e.g. Madsen and Sgrensen (1993).

In the experiment by Chapalain et al. (1992), the water depth is 0.4 m,
the wave period is 3.5 s and the wave height is 0.084 m. The numerical lume
is identical to the one used for the reflection analysis in the previous section,
see figure 4.1, with the only difference that the relaxation zone is placed 26
m from the inlet. In figure 4.3 a comparison between the experimentally
obtained spatial variation of the amplitude of the harmonics is compared to
those obtained numerically. It is seen that the comparison is close to perfect.

Further the numerical results obtained using stream function waves are
shown in figure 4.3. It is seen that the first four harmonics are constant
in space, hence the model correctly captures the propagation with constant
form (over O(4) wave lengths).

4.1.5 Standing Waves in Front of a Fully Reflecting Sea-Wall

In §4.1.3 the relaxation zone technique was shown to be useful for absorbing
waves at the outlet. In the numerical simulations of breaking waves, see
among others §§4.3, 5, and 6, reflection occur from the beach and the pres-
ence of an undertow will interact with the inlet boundary, as discussed by
Bradford (2000). This will pollute the final results, thus the applicability of
the relaxation zone to remove reflected waves in front of the inlet is tested
through the ability to model standing waves. Without a relaxation zone
at the inlet boundary, the standing wave pattern will extend to the inlet
boundary and a discontinuity will develop in v, which eventually leads to a
break-down of the numerical model.

Y

i
P

Inlet

A
Y
A
Y

Figure 4.4: Sketch of the setup of the numerical system for testing numerical reflec-
tion from the inlet relazation zone.

The standing wave is modelled as sketched in figure 4.4. A linear wave
(H =0.001 m, T =2s, h = 0.4 m) is generated at the inlet and in the relax-
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ation zone. A fully reflecting wall is modelled at the right hand side of the
computational domain using a slip condition. The reflected wave is weighted
in the relaxation zone and in this fashion removed at the inlet boundary.
In figure 4.5 a comparison is shown between the analytical standing wave
(e.g. see Dean and Dalrymple, 1991, p. 57) and the corresponding numer-
ical simulation. From the comparison it is found that the relaxation zone
is able to absorb most of the energy and simulate a standing wave pattern
in the non-relaxed part of the computational domain. The amplitude of the
standing wave is slightly larger in the computational domain relative to the
analytical expression. This is attributed to the fact that the relaxation zone
is slightly reflective (see §4.1.3). Further the transition from a propagating
to a standing wave is easily identified.

15 T T
— OpenFOAM
--- Analytical

n/H, ||

Figure 4.5: Comparison between the modelled and analytical solution to the standing
wave problem. The relaxation zone is also shown. Both solutions are
plotted at intervals of T /20.

4.1.6 Wave Transformation over a Submerged Bar

The experimental study by Luth et al. (1994) has become a standard bench-
mark test for surface wave problems. It is used to validate Boussinesq models
(e.g. Engsig-Karup et al., 2006) and VOF-solvers (e.g. Morgan et al., 2010).
The test case consists of 2nd order Stokes waves generated at the inlet, see
figure 4.6. The wave field propagates along a channel with a submerged bar
6 m from the inlet. The wave period is 2.02 s, the wave height is 0.02 m,
and the water depth at the inlet is 0.4 m.

As the waves reach the bar they begin to shoal, a process which increases
the non-linearity of the waves, i.e. all the harmonics constituting the waves
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h=04m 1:20 1:10 Relaxation

Figure 4.6: Sketch of the experimental setup for wave transformation over a sub-
merged bar.

increase in amplitude. On the far side of the submerged bar, the water depth
increases and the amplitude of the higher harmonics is too large to remain
bound to the first order harmonics, thus free higher order harmonic waves
are released. The bound and free waves are then allowed to interact on the
far side of the bar and an exchange of energy takes place, similar to the
process described in §4.1.4.

In figure 4.7, the time variation in the surface elevation is depicted at
4 different locations along the wave flume. It can be seen that the surface
elevation is well described from the inlet up to the top of the bar, however as
the water depth increases and the free harmonics are released, the predictions
of the model become less accurate. Based on an amplitude analysis (figure
4.8) it is found that the Crank-Nicholson scheme is the most accurate of
the two. This is especially found as the energy increase of the second order
harmonic is considerably better captured.

The discrepancies on the back of the bar can be explained by a com-
bination of numerical errors arising from time discretisation, and the fact
that the spatial scheme is of second order. As discussed by Engsig-Karup
et al. (2009) the propagation speed is much better predicted using higher
order spatial schemes. The exchange of energy is a function of the propa-
gation speed (Madsen and Sgrensen, 1993), hence if it is not modelled with
sufficient accuracy, the energy exchange will differ. Nevertheless, the results
are satisfactory, and comparable in accuracy to the results by Morgan et al.
(2010), who also use a VOF method.

A similar release of higher order harmonics is seen in the experimental
study by McNair Jr. and Sorensen (1970) where the reforming of broken
waves onshore of the longshore bar is considered. In their experiments, waves
with double the frequency attained slightly larger spectral densities than the
corresponding at the generated frequency. This release of higher harmonics
is a dissipative version of the one considered in the present section.
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Figure 4.7: Comparison between the experimental results and numerical simulation
using either implicit Euler or Crank-Nicholson for time integration of
the momentum equation.

4.1.7 Wave Diffraction Through a Breakwater Gap

The theoretical linear solution to the diffraction problem through a gap of
finite width in an otherwise infinite breakwater is presented by Penney and
Price (1952) for constant water depth and normal incident waves. The nu-
merical setup for validation is shown by the plan view layout as seen in figure
4.9. The water depth is 0.125 m. The waves are generated using 1st order
Stokes theory with a wave height of 0.005 and a wave period of 0.67 s; 25
wave periods have been simulated. The symmetry around the mid point
of the gap has been utilised and a symmetry boundary condition has been
applied along the axis of wave propagation through this point. Relaxation
zones have been used for the inlet and outlet boundaries.
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Figure 4.8: Variation in the harmonic components. Full line: Crank-Nicholson time
integration. Dashed line: Implicit Euler time integration.

The width of the inlet is 2L, as it was pointed out by Pos and Kilner
(1987) that even though the theory by Penney and Price (1952) is valid for
widths larger than or equal to L, a larger width is needed to achieve sufficient
accuracy.

The comparison between the analytical and numerical results are shown
in figure 4.10, and they are generally seen to be favourable. Along the line
z/L = /L the wave height is diminished faster than along either x = const
or z = const. This is probably due to the fact that the computational domain
is laid out in a Cartesian grid, hence the resolution of the wave length is worse
along the diagonal.
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Figure 4.9: The plan view of the computational domain used for diffraction compu-
tations. The arrows (—>) points towards full weighting of the computed
solution.
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Figure 4.10: Comparison between analytical and modelled results for linear diffrac-
tion.
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4.2 Validation of the Turbulence Models

The computation of wave boundary layers is part of the validation of the
turbulence model. A comparison with test 13 by Jensen et al. (1989) is
depicted in figure 4.11, where results using low Reynolds number closures
are included. Tt is seen that the turbulence closure captures the magnitude
and the phaselag of the variation in the friction velocity, uy. For a more
thorough discussion see §A.

0.15

0.1

0.05

ug, [m/s]
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0 60 120 180 240 300 360
Phase, |°]

Figure 4.11: Comparison of the friction velocity in a rough turbulent oscillatory
boundary layer. (Dots) Ezperimental data from Jensen et al. (1989),
test 13 (Full line) Simulation using the low Reynolds number turbu-
lence model.

4.3 Validation of the Modelling of Breaking Waves

The applicability of OpenFoam for simulating wave breaking has been tested
against the laboratory experiment by Ting and Kirby (1994) in the case of
spilling breakers. Waves are generated on a horizontal bed, where the still
water depth is 0.4 m, see figure 4.12. The waves are 0.125 m high and have a
period of 2 s; stream function waves have been used. At the inlet a relaxation
zone 4 m in length is used to allow for long simulation time (Bradford, 2000).
As seen in figure 4.12 a cut-off is applied, where the swash zone was supposed
to be. This is necessary, as the coupling between the VOF-method and the
momentum equation is not robust at the surface/wall intersection, when the
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computational cells have a large aspect ratio. This is needed at the wall
boundary in order to resolve the boundary layer. A’ = 0.01 m.

It is found that the turbulence closure coefficient « (see eq. (3.18)) should
take the value 0.4. The deviation from standard turbulence closure is due to
the change in production term.

Relaxation

zone

Figure 4.12: Layout of the computational domain for computing spilling breaking
waves. The dashed gray line is the layout of the original physical ex-
periment. The horizontal distance from origo to the toe is 0.7 m.

This test case has been considered by several other authors such as (Lin
and Liu, 1998; Bradford, 2000; Mayer and Madsen, 2000; Hieu et al., 2004;
Christensen, 2006) to name a few with varying success. The results by Hieu
et al. (2004) are generally highly encouraging, however, their simulation time
is limited to 25 s warm-up (i.e. ¢/7° = 12.5) and the subsequent averaging
was limited to 5 wave periods. This limited simulation time is common for
the cited papers and the reported results are at best quasi-steady. Contrary
to the other cited papers, Hieu et al. (2004) applies the Defined Donating
Region method (DDR by Harvie and Fletcher (2001)) for the interface track-
ing, which is thought to have some interesting properties with respect to the
breaking description. It must be noted, however, that they perform a mesh
sensitivity analysis (see Hieu et al., 2004, figure 16), and despite consider-
able changes with increasing resolution, no better resolved simulation are
presented than that, which matches the experimental data nicely.

The roughness is not explicitly stated in Ting and Kirby (1994), however
it is assumed smooth and ky = 0.1 mm is used together with the high
Reynolds number turbulence closure. The computational cells outside the
boundary layer do all have the same aspect ratio and aspect ratios (AR) of
1 and 2 are considered. The averaging of the hydrodynamic properties is
performed over 50 wave periods from ¢/T = 80 to ¢/T" = 130. This choice is
based on figure 4.13, which depicts the volume of water in the computational
domain (Vy, = > jomain V) as a function of time. V, exhibits a transient
behaviour which indirectly describes the build up of the set-up. The results
are at least affected by this transient behaviour up to t/T" = 40. A problem
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Figure 4.13: Relative variation in the total amount of water (V) in the computa-
tional domain.

in extracting data too early is the lack of mass conservation, which was noted
by Christensen et al. (2002) in the simulation by Lin and Liu (1998).
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Figure 4.14: Measured (Dots: Ting and Kirby, 1994) and simulated surface eleva-
tion in the surf zone in the case of spilling breakers. AR = 1.

The surface elevation through the surf zone can be seen in figures 4.14
(AR = 1) and 4.15 (AR = 2). There is a noticeable difference between
the two simulations, as the breaking occurs much earlier compared to the
measurements for AR = 2, whereas the comparison is good for AR = 1.
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Figure 4.15: Measured (Dots: Ting and Kirby, 1994) and simulated surface eleva-
tion in the surf zone in the case of spilling breakers. AR = 2.

This premature breaking is thought to be explained by the nature of the
VOF-method. If the y-content is larger than 0, there will be a flux of v over
the cell faces irrespectively of the actual location of the water. Consider a
computational cell with large (> 1) aspect ratio, then as soon as water enters
from the left there will be a flux of v across the right face. This will lead to
a premature steepening of the surface elevation and hence lead to premature
wave breaking. This should not happen in the DDR method, as it considers
a reconstruction of the ~-distribution.

The resulting undertow profile is depicted in figure 4.16 and the compari-
son is generally favourable for AR = 1. The considerable discrepancy for the
measuring positions F, G and H is explained by the too rapid surface eleva-
tion decay in the inner surf zone, which causes a steeper wave setup. In the
case of AR = 2, it is seen that the undertow profiles differ from those with
AR =1 and the signature of the undertow with large flow velocities at the
bed is found farther offshore. This is a direct consequence of the premature
wave breaking. The two solutions are nevertheless still comparable.

Ting and Kirby (1994) also measured the turbulence in the surf zone. In
figure 4.17 a comparison with the modelled results in shown. Two quantities
are shown, namely kj, which is the average value of the turbulence based
solely on k computed from eq. 3.9 and ki + ky (see below). As considerable
stochastic motion is identified in the surf zone, the terms w? and v are
evaluated. These terms are the period average of the ensemble averaged
turbulent quantities relative to the combine wave orbital and mean flow.
The contribution to the turbulence is defined similarly to Ting and Kirby
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Figure 4.16: Measured (Dots: Ting and Kirby, 1994) and simulated undertow profile
at A) x = —1.265 m, B) x = 5.945 m, C) x = 6.665 m, D) x = 7.275
m, E) x = 7885 m, F) x = 8495 m, G) x = 9.110 m, H) x = 9.725
m. (+) Experiment. (—) AR=1. (——) AR = 2.
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Figure 4.17: Measured (Dots: Ting and Kirby, 1994) and simulated turbulence for
AR = 1. Positions are the same as in figure 4.16

(1994) with

- 133/~
ku—%(u +v ) . (4.7)
This formulation is used, because the transverse velocity component is not
modelled.

The comparison shows that similar to other authors (Bradford, 2000;
Christensen, 2006), the turbulence is overestimated within the inner part of
the surf zone, hence more research in adequate turbulence models for this
kind of flows is needed.

The modelling of breaking waves has been conducted on finer meshes, on
which the same dependency of AR is also found. Furthermore, it has been
evaluated with cnoidal wave theory, but no considerable difference is found
between this and stream function waves.
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4.4 Validation of Suspended Sediment Transport
Model

4.4.1 Equilibrium Concentration Profile

The classical equilibrium solution to the suspended sediment concentration
profile in a pure current is called the Vanoni distribution (see Fredsge and
Deigaard, 1992, pp. 227-229), and it is given as

Ws

D—y & rug
_ 4
c %( ., D_%> , (4.8)

where ¢, is the distance from the bed to the bed level at which the reference
concentration, ¢, is valid (see figure 3.5); D is the water depth. The param-

eter wy/(kuy) is called the Rouse parameter, in short Z. The concentration
profile in eq. (4.8) is based on the assumption that the eddy viscosity follows

the parabolic distribution

v =rupy (1 —y/D) . (4.9)

Eq. 4.9, however, is not descriptive for the true distribution, as v; remain
finite at y = D. van Rijn (1984) suggests an alternative distribution for 1
given as

_ { kusy (1 —y/D) for y < % (4.10)

%nchDQ for y > %

This correction leads to a distribution of the suspended sediment, which for
the lower half equals that of the Vanoni distribution, which also provides the
boundary condition at y = D/2 for the upper distribution. The corrected
distribution is

Ws

D—y § \ru
o (Bt o 9%

5, \rur _
cp <D—b5b) fexp [D—;llisf (y— %)] for y>
This distribution differs from that in van Rijn (1984), as the latter includes
the effect of hindered settling and suppression of turbulence due to the sus-

pension of sediment. Both of these effects are disregarded in the Vanoni
distribution (eq. 4.8) and in the current numerical model.

(4.11)

CcC =

ol o

The comparison between the two theoretical distributions and a simu-
lated one is depicted in figure 4.18 for Z = 0.25 and Z = 2.0. It is seen that
the simulated results fit well with both theoretical distributions. The results
also support the conclusion by van Rijn (1984), namely that the corrected
distribution is important for the net sediment transport for small values of
Z, as the constant value of 14 for y > D/2 can sustain considerably larger
volume concentrations.
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Figure 4.18: Comparison between the two theoretical distributions of suspended sed-
iment (eqs. (4.8) and (4.11)) and the results obtained by simulation.
(top) Z = 2.0. (bottom) Z = 0.25.

4.4.2 Spatial Development of Concentration Profile

The alongstream development of the suspended sediment concentration has
been considered theoretically by Hjelmfelt and Lenau (1970), where clear
water enters over a loose sediment bed. The effect of scour at the inlet
is initially disregarded in their analysis. Hjelmfelt and Lenau (1970) also
assume a parabolic eddy viscosity distribution. For a value of Z = 0.5 their
analytical expressions takes a simple form.

As discussed in §4.4.1, the distribution of ¢(x) differs between the solu-
tions for a parabolic distribution of 14 and the numerical solution to the same
quantity. This is especially true for small values of Z, where non-negligible
volume concentrations must be anticipated above y = D/2. Therefore, the
present section will consider the predictive ability of the numerical scheme
rather than discussing the outcome of different distributions of v.

The solution of the spatial distribution of ¢ is simulated using eq. (4.9)
and a uniform velocity profile. For uy = 0.055 m/s, ||[ws|[2 = 0.011 m/s
and a water depth of D = 1 m, the numerical and analytical solutions are
plotted in figure 4.19(a) using upwind scheme and in figure 4.19(b) using
central difference. Not surprisingly, the predicted distribution is best for a
linear scheme, however, the numerical solution is reasonable for the upwind
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Figure 4.19: Analytical (Hjelmfelt and Lenau, 1970) and numerical solution to the
spatial distribution of relative suspended sediment concentration (c/cp)
for clear water entering over loose bed.

scheme as well.

The small deviation between the linear and upwind schemes support
that upwind can be used throughout. This is also needed in the context of
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resolved wave boundary layers, since the eddy viscosity is so small during
part of the wave period that the local Péclet number becomes larger than
2 at the boundary, which, combined with large gradients in ¢, results in
numerical instabilities (e.g. Ferziger and Peric, 2002).

4.4.3 Suspension of Sediment under Breaking Waves

Suspended sediment concentrations have been measured under breaking reg-
ular waves in the CRIEPI wave flume, Japan (Shimizu and Ikeno, 1996). The
measurements are conducted over a loose sediment bed after 8 hours of wave
exposure by waves of T'=5 s and H = 1 m (test L1). The initial bed profile
is a plane slope of 1:20. The developed beach profile is plotted in figure
4.20 together with the profile used in the numerical simulation, which has a
cut-off above y = —0.10 m. The bed consists of sand with a median grain
diameter of 1.0 mm and a grain size distribution ranging from 0.2 mm to
1.3 mm (dig = 0.4 mm, dgg = 1.2 mm, and o4 = /dgs/d1s = 1.73, where
the latter is the geometric standard deviation). The median value is used

initially.
1 T T
Model profile ---
Measured profile —
0 Initial profile R
— -1 |
£
=y |

IR —— |ERpeepp—— S———

1 1 S
40 60 80 100 120 40 160 180 200
, [m]

Figure 4.20: Initial and final profile (after 8 hours) under regular wave forcing
(Shimizu and Ikeno, 1996) test L1. The profile used in the numer-
ical simulation is also included.

The measured undertow profile is compared with the computed one in
figure 4.21 and the comparison is good. Especially considering the temporal
evolution of the free surface inside the surf zone, see figure 4.22. From
this figure it is quite clear that the numerical model has a problem with
dissipating the wave energy, as the instantaneous surface is in some sense
boiling. Such a behaviour has not been seen in the case of spilling breakers.
The breaking is clearly plunging (figure 4.22(c)). The behaviour is explained
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Figure 4.21: A comparison between the computed and measured undertow profile,
u, from test L1 in the CRIEPI experiment (Shimizu and Ikeno, 1996).
Dashed lines are the ensemble averaged maximum and minimum sur-
face elevation in the numerical model.

by the generation of large scale vortical motion in the initial breaking process,
which, due to the two dimensionality of the simulation, cannot properly
decay into scales, where the turbulence model can dissipate the remaining
energy. The presence of this organised and violent motion will considerably
effect the eddy viscosity and hence all diffusion processes.

A comparison between measured and modelled suspended sediment con-
centrations are shown in figure 4.23. Using the median diameter, the com-
parison is quite poor at the three measuring locations. One explanation is
the behaviour of the water motion in the surf zone, which definitely can
cause too large suspended sediment concentrations, i.e. for x = 68 m and
x = 78 m. Outside the surf zone (z = 88 m) the predicted concentrations
are orders of magnitude smaller than the measured, however, no informa-
tion on the grain distribution at the specific levels are given in Shimizu and
Tkeno (1996). Therefore, the sediment grains in suspension might be consid-
erably smaller than the median diameter. As seen in §4.4.1 a small change
in Z cause an order of magnitude change in c¢. Such a change in Z is not
unrealistic because of the wide range of sediment diameters.

The measurements are conducted after 8 hours of wave forcing, thus a
certain degree of cross shore sorting of the sediment must be anticipated,
however, this is not addressed by Shimizu and Ikeno (1996). This sorting
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(a) t/T = 0.00
(b) t/T = 0.24

(c) t/T = 0.48

(d) t/T = 0.72

(e) t/T = 1.00

Figure 4.22: Five snapshots of the surface tracking during breaking. Dark is water
and light is air.
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Figure 4.23: A comparison between the computed and measured (dots) average con-
centration profiles, ¢, from test L1 in the CRIEPI experiment (Shimizu
and ITkeno, 1996). (Full): d = 1.0 mm. (Dashed): d = 1.3 mm. The
measured data is also reported on a linear scale.

would lead to a coarsening in the surf zone and a fining outside the surf zone
due to the longer settling time of the finer sediment grain and the net under-
tow/return flow. Such a sorting in the field is reported by e.g. Greenwood
and Davidson-Arnott (1975) and Komar (1998), figure 3.8. The sorting has
been incorporated by setting the grain diameter in the numerical model to
d = 1.3 mm. The result is plotted in figure 4.23 and they compare well with
the measured concentrations. Actual simulations with graded sediment is
currently not possible with this numerical model.

The larger sediment diameter does improve on the predictions, however, a
comparison with an experimental study, where the waves are spilling and the
sediment is nearly uniform would be important for the further validation of
the model. The former requirement is to avoid the behaviour as seen in figure
4.22, and the latter to have fewer uncertainties with respect to the degree
of sorting and the effect of a gradation of the sediment over the vertical.
The results presented in this section, however, are encouraging with respect
to the validity of the suspended sediment transport model under breaking
waves.
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Chapter 5

Bed of Constant Slope

The hydrodynamics and sediment transport patterns over a bed of constant
slope are considered in this chapter. In all, 9 test cases are simulated, where
two planar bed slopes of 1:50 and 1:35 are used. The 9 test cases vary in
the Irribaren number, (jy, from spilling to plunging breakers. The test case
parameters are summarised in table 5.1. There is an overlap of two Irribaren
number between the two slopes in order to quantify the significance of the
latter.

Table 5.1: Wave parameters for simulations on a constant sloping bed. Naming:
(A): Slope (=tanp) is 1:50. (B): Slope is 1:85. (S) is spilling and (P)
18 plunging breakers based on table 2.1. Hy is based on linear shoaling
(Dean and Dalrymple, 1991). (o = tanf\/Ho/Lo, see §2.3.2, Q =
Hp/(wT), see §2.2, and Qux = Ho/(w,T)tan 3, see §5.2

Test | tanG H, Hp T h Co Q  Qpg Type
[l fm] [mf fs] fm] [ [ [
FA1 1:50 3.000 3.234 6.0 6.0 0.083 27.7 0.52 (S)
FA2 1:50 2.000 2.156 6.0 6.0 0.102 19.7 035 (S)
FA3 1:50 1.500 1482 85 6.0 0.174 13.0 0.17 (S)
FA4 | 1:50 0.800 0.682 12.5 6.0 0.378 6.9 0.05 (S)
FB1 1:35 1.000 1.074 5.0 4.0 0.172 126 0.30 (S)
FB2 | 1:35 1.000 0.860 10.0 4.0 0.385 84 0.12 (S)
FB3 | 1:35 1.000 0.718 15.0 4.0 0.632 5.9 0.07 (P)
FB4 | 1:35 0.750 0.501 17.5 4.0 0.882 3.8 0.04 (P)
FB5 | 1:35 0.650 0.408 20.0 4.0 1.118 3.1 0.03 (P)

The grain diameter is kept constant at d = 0.2 mm, which corresponds
to a bed roughness of kxy = 0.5 mm. The computational mesh has an aspect
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ratio of 1 in the upper part of the computational domain. The lowermost
cell has a height of d, and a vertical stretching is applied to match the outer
vertical mesh discretisation, see the description in §B. An example of the
computational mesh is shown in figure 5.1. Similarly to the argumentation
in §4.3, a cut-off at y = —0.1 m is applied, where the swash zone should have
been.

<

~.~~~\ N

50 100 150 200 250 300 350 400 450
, [m]

|
G
o
o

Figure 5.1: Example of the computational mesh for the simulations with a bed of
constant slope. Note that only every 30th vertical mesh line are pre-
served in the plot.

The results presented in the following are discussed using different sta-
tistical quantities. The quantities are the period averaged value defined as

_ to+mT
o (5.1)

mT Ji,

the ensemble averaged value defined as

¢§<t;to>:%;¢(t+ﬁ) , t€lfto, to+T[ (5.2)

and the r.m.s. values defined as

to+mT
gbrms = \/% /t (¢(t/) — (;_5)2 dt¢’ . (53)

0

Here t( is some offset ensuring steady state conditions, m is an integer, and
¢ any quantity. Furthermore, the cross shore integrated suspended sediment
flux is considered, which reads

B htan 3 -
Qs :/0 Gs(z)dx (5.4)
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where

n

qs = / sign(ng- e;)ng- [(u+ws)e— (v +14)Ve|dy . (5.5)
—h

s is the flux of suspended sediment transport over vertical mesh lines, where

the flux is due to both advection and diffusion processes. The term “sign(ns-

e;)" is included to account for changing directions of ns. ¢s is positive in

the offshore direction. In the following ¢, = qp- €.

5.1 Instantaneous Velocity Field

The velocity field induced by the breaking process is depicted as a series
of snap shots in the figures 5.2-5.3 for test case FB5. This test case is
clearly breaking as a plunging breaker. Each frame is separated by 0.2 s
(0.017"), and it is seen that in the beginning of the breaking process, the
overturning part of the breaker initially bounces off the water surface and
create a set of successive vortical structures. These vortical structures are not
propagating, but are being advected by the velocity field, e.g. consider the
structure generated for ¢ /T = 49.84 at z = 35.5 m. It moves shoreward much
slower than the propagation speed of the broken wave. The third tongue
of water penetrates through the water surface and creates a large vortical
structure, which reaches the bottom (¢/T = 49.89 — 49.93). As in §4.4.3,
however, important 3-dimensional effects might have been omitted in the
flow description, as it is likely that this vortical structure and the water/air
interaction would disperse differently in 3D. It should, however, be mentioned
that bottom penetrating plunging breakers are found in experiments (e.g. see
photographs in Peregrine, 1983).

The interaction between vortical structures and the bed is reflected in
the bed shear stress distribution also depicted in the figures*. The bed shear
stress is clearly due to that of the propagating wave in the beginning. The
final vortical structure (see figure 5.3, t/T° = 49.90), on the other hand, in-
fluences the bed to such an extent that the bed shear stress becomes directed
in the seaward direction. This flow picture resembles that reported by Miller
(1976), on which he suggests his bar forming hypothesis, see §2.4.2.

In 8§D similar snapshots are depicted for the two test cases FA1l and FB2.
FB2 also exhibits some plunging breaking type properties, thus the above
description also apply to FB2. FA1 on the other hand is more a spilling
breaker type and the interaction between the top and bottom of the water
column is much less pronounced.

“Recall that a negative bed shear stress is directed onshore.
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Figure 5.2: Snapshots of velocity field from FB5 ((o = 1.118, T = 20 s). Full line
is 50uys|uy| depicted relative to the bed. Vectors plotted for v > 0.9.
ugluy| > 0.0 when directed offshore.
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Figure 5.3: As in figure 5.2

97



98 Chap. 5. Bed of Constant Slope

5.2 Period Averaged Results

Wave Height, Breaking, and Setup

The simulated distribution of the wave height across the surf zone is depicted
in figure 5.4 for the FA runs. It is seen that the break point moves shoreward
with an increase in (p. This is governed by the necessary decrease in Hy, with
increasing (of. The variation is similar in the FB runs. The setup, 7, is also
depicted in figure 5.4, and it is clearly seen that there exists a spatial lag
between the maximum wave height and the onset of setup. This mechanism
is already discussed in §2.3.4, and it is due to a rotational momentum flux,
which cannot be estimated based on potential theory.

The ratio of wave height to water depth at breaking, (H/h)p, varies
for the results depicted in figure 5.4. (H/h)p deviates from the typically
saturation values for random wave of 0.6-0.8 as reported by Battjes and Stive
(1985) or as low as 0.3 (Aagaard and Masselink, 1999, p. 77). As a validation,
the numerical results are compared with those from the laboratory studies
for regular waves on slopes of 1:50 (Iversen, 1952) and 1:35 (Svendsen and
Hansen, 1976). The comparison is shown in figure 5.5, where the wave length
at breaking is estimated using Stokes theory. The comparison is good and
the large values for (H/h)p in the case of plunging type breakers are well
captured.

Sediment Transport

qs and @ are plotted across the surf zone for 4 different values of (y in figure
5.6. First of all, it is seen that the suspended sediment transport load is
dominating in this case. Furthermore, it is seen that the maximum trans-
port fluxes decrease with a decrease in the breaker height, Hp. Again, the
same pattern is found for the FB series, however, with less drastic changes,
which merely reflect the smaller interval of Hy, in the latter test series. The
dominance of suspended sediment transport load over bed load is clearly a
consequence of the choice of d = 0.2 mm. The variation in the dominat-
ing transport type with the grain diameter under constant environmental
forcing has not been considered over beds of constant slope. The effect of
grain diameter is considered in terms of the morphological response, see §6,
and it is seen that the importance of bed load relative to that of suspended
sediment load increases, when the grain diameter become larger.

The location of the maximum wave height is indicated in figure 5.6. It is
seen that

"The decrease in Hj, is needed, as the range in (o would otherwise be more narrow for
reasonable value of T'. Reasonable values are needed to allow for feasible simulation times.
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Figure 5.4: The wave height distribution in the surf zone as a function of (y.
tang =1 :50.

— the maximum sediment fluxes are found shoreward of this point as
expected due to excess turbulence and the effect of the undertow, which
depends on gradients in 7,

— the shape of the sediment transport flux resembles those from labora-
tory measurements (e.g. Baldock et al., 2010),

— there is a considerable spatial lag between the maximum flux and the
point of maximum H,

— and the transport fluxes are shoreward offshore of the breakpoint (even
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Figure 5.5: Comparison between laboratory data for wave height at breaking and
simulated results in a prototype scale numerical model. Iversen (1952):
tan 8 = 1:50. Svendsen and Hansen (1976): tan 3 =1 : 35.

though it cannot be seen from the figure, as the quantities are quite
small).

The spatial lag will be discussed in more detail below. The crest of the
breaker bar in an initial state of development would be shoreward of the
breakpoint, as also seen in laboratory experiments (e.g. Nadaoka and Kon-
doh, 1982; Dally, 1987; Baldock et al., 2010).

Integrated Cross Shore Sediment Flux

The integrated cross shore flux of suspended sediment, Q,, is depicted in
figure 5.7A as a function of (y for both test series. For comparison, Qs has
been non-dimensionalised by I:I%\/gh—g, a choice following from the similar
dependency for the longshore sediment flux in the CERC formulae. It is
seen that @, consistently decreases with increasing (o, however, with no
“universal” curve for the two data sets. The decrease in Q) is consistent with
the notion of storm and mild weather conditions, where the beach profile
is accretive in the latter case. There seems to be a better overlay for the
two bed slopes, when Q, is plotted against Dean’s parameter, ), as in figure
5.7B.

Hattori and Kawamata (1980) suggested another scaling parameter, na-
mely Qpx = Hy/(wsT)tan 3, i.e. taking the width of the surf zone into
consideration. They suggested a limit for Qg of C/(27) below which, the
sediment transport is shoreward. Based on combined laboratory and field
experiments they gave C' = 0.5 & 0.2. The integrated cross shore sediment
flux is plotted against this parameter in figure 5.7C, and it is seen to give a
a better cluttering of the simulated results around Q, = 0.0. Furthermore,
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Figure 5.6: The period averaged sediment transport fluzes as a function of space
and Co. (Left): @s. (Right): @. tanf = 1/50. The dot indicate the
location of max H. Note the scale for the two transport mechanisms.

the zero crossing is found for Qpr ~ 0.05, i.e. C' ~ 0.31, which is the lower
limit specified by Hattori and Kawamata (1980). This can be explained by
the use of regular waves in the numerical model.

As only one grain diameter is used, it could be interesting to make sim-
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Figure 5.7: The non-dimensionalised cross shore fluz of suspended sediment, Q.
A: A function of (. B: A function of Q. C: A function of Qpi.

ulations with varying values d and furthermore include experimental results

in the comparison.

Based on the present comparison, it seems that the

use of Qi yield the means of distinguishing between erosive and accretive

conditions.

Spatial Lag Effects

The spatial lag between the location of max H and max g is called \ps,
see definition in figure 5.6. Its variation for the two test series as a func-
tion of (j is depicted in figure 5.8A, and as a function of  in figure 5.8B.

ABs is made non-dimensional with an estimate of the wave length at break-
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ing, i.e. Tv/ghp. The data coincide on a common line and show that the
non-dimensional spatial lag generally decreases with increasing (p and de-
creasing 2. Thus, the more the plunging breaking type the smaller the non-
dimensional distance between the breakpoint and the corresponding max-
imum offshore sediment transport flux. For the simulated range in (p, it
seems that the spatial lag levels off around 0.25 for large (y. For large €2,
ABs/(T+\/ghp) levels off around 1.25, thus [0.25, 1.25] is a good estimate of
the range for regular waves. It has been investigated, whether sensible results
are found by making Aps non-dimensional with hp or Hp, however, it only
produced scattered results. No visual improvement is found by replacing €2

with QHK
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Figure 5.8: The spatial lag, \p,, between the location of max H and maxqs as a
function of (o (A) and Q (B). A\ps is made non-dimensional with an
estimate of the wave length at breaking, T\/ghp.

The spatial lag is of course related to both the magnitude of the bed
shear stress and the strength of the undertow, all of which are discussed in
§85.3 and 5.4. Another feature in causing this phase lag could be found in
the detailed description of the advection and diffusion of k. As described
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in Lin and Liu (1998) for spilling breakers, the downward diffusion of % is
to some extend counteracted by the vertical upward advection of the same
quantity. This upward flow is a combination of the wave orbital motion and
that of the period averaged circulation in the surf zone, see figure 2.7. In
plunging breakers on the other hand, the vertical downward advection is
pronounced just after the point of breaking as seen from the velocity fields
depicted in figure 5.2-5.3. Thus the spreading of turbulence and the ability
to sustain large amounts of sediment in suspension is more rapid relative to
the location of the breakpoint.

Comparison with Experimental Results

Based on the analysis in figure 5.7 it is suggested that either 2 or Qp x are the
best scaling parameter for the integrated cross shore flux. In the experiment
by Baldock et al. (2010), the cross shore sediment transport can be computed
for a case with regular waves, where Q0 = 6.5 and Qg = 0.70. In the former,
test case FB3 have a similar value for {2 and in the latter, the largest value
present in these simulations is found in FA1, namely Q5 = 0.52.

The breaker height is not reported by Baldock et al. (2010), but using
figure 5.5, it is estimated to be (H/h)p = 0.9, where hp = 0.18 m. This
yields Qs/(H%v/ghg) = 3.0 -107%. A comparison with figure 5.7B,C shows
that the corresponding value based on € is 5.0 - 1074, whereas it is an order
of magnitude larger, when estimated based on Qprx.

5.3 Bed Shear Stresses under Breaking Waves

The period averaged bed shear stress, ug|us|, and the skewness of the fric-
tion velocity, u_?}, is plotted in figure 5.9. It is seen that wus|uy| is directed
shoreward outside the surf zone and seaward inside. The shoreward directed
bed shear stress suggests that the streaming component is resolved. On the
same figure the corresponding value of €’ is indicated and values larger than
1 are found in the interior of the surf zone. d = 0.2 mm in the computation
of 6’. The quantity u_i’c is a proxy for the bed load transport, e.g. similar
to an energetics approach for bed load sediment transport. It can be noted
that the zero-crossing of u_iz coincide with a change in direction of ¢,. The
temporal variation of @y is considered in space-time plots in §5.5, and values
as large as 6’ = 3.0 are found in these simulations.

Phase Lead in Bed Shear Stresses over Surface Elevation

In figure 5.10, the phase lead of the maximum shoreward friction velocity
over the wave crest, ¢dcrest, and that of the maximum seaward friction veloc-
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Figure 5.9: The wvariation of the friction velocity across the surf zone for the FA-
series. (Left): uyslus| on the left axis and 0" on the right azis. d = 0.2
mm in the computation of 0'. (Right): u?p

ity over the wave trough, ¢irougn is depicted. Outside the surf zone, @erest
is approximately 10°, which correspond to the value for a fully turbulent
boundary layer as given by Fredsge (1984). In the outer part of the surf
zone, the phase lead is noisy, however, it does become negative and in the
inner surf zone, the phase lead levels out around 5°. The latter value is also



106 Chap. 5. Bed of Constant Slope

reported in Fredsge et al. (2003), where the effect of external turbulence on
an oscillatory boundary layers is considered experimentally. The decrease
in phase lead is due to an increased vertical momentum exchange. In sinu-
soidal waves, @crest = Ptrough, Which is not seen in these simulations, where
Gerest < Gtrough- Throughout the computational domain, ¢irougn varies be-
tween 15° — 50°, and such values are also found in simulations of oscillatory
flows with a velocity skewness (see Fuhrman et al., 2009, their figure 7).
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Figure 5.10: The variation in phase leads in- and outside of the surf zone for test
case FA2. (Top): Gcrest. (Middle): dirougn. (Bottom): H.

Cox (1995) measured the surface elevation and velocity profiles over a
rough boundary in a small scale laboratory wave flume. The bed had a
constant slope of 1:35. Using his figures 4.4, 4.5, 4.7, and 4.9, ¢crest at
breaking is estimated to 6° and approximately one wave length shoreward in
the range [—3°, 4°]. The latter value is given as a range, as both the near bed
velocity and the surface elevation are flat around the maximum value. The
near bed velocities are measured 0.2 cm above the bed, thus proportionality
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between this quantity and the friction velocity can be assumed. ¢¢rougn has
been estimated to 20.5° in the surf zone and to 26° + 7° at the point of
breaking. The values correspond to those from the present numerical model.
Similar results are obtained by Hansen (2009), who studied laboratory
scale plunging breakers over a smooth PVC bed installed with a slope of 1:14
(his figure 4.80). Outside the breakpoint the phase lead of the measured bed
shear stress over the maximum free stream velocity is 17°, and it drops to
0° followed by an increase to 20° in the shoreward direction. His higher
values are probably due to the smoothness of the bed in combination with
laboratory scale waves, thus the boundary layer is not fully turbulent.

5.4 Undertow and Return Flow

The undertow and return flow have, as already seen in §4.3, two different
velocity distributions. The undertow is strongest near the bed, while the
return flow is strongest at a larger distance from the bed. In the following,
two related quantities are considered based on period averaged velocity pro-
files. The first quantity is the average undertow /return flow velocity, which
is given as

U = 71 u(x
(@) =z o, O (5.

integrated over the offshore directed flow velocities. Here the height of the
undertow is defined as Ah, being the difference between the maximum and
minimum vertical elevation of the undertow profile. The second quantity is
the relative centroid position of the undertow profile, which is defined as

(z) = 1 Jan, W@)(y(x) = ypea(r))dy
Yu Ahu(x) fAhu ﬂ(m)dy

(5.7)

again integrated over the undertow profile, where yp.q is the local bed level.

These quantities are plotted in figure 5.11, where it is seen that the
undertow is strongest inside the surf zone, and it has a fast decay toward the
breakpoint after which the remaining part, namely the return flow, decreases
slowly. Furthermore, it can be seen that y, is almost constantly found at
Yy = 0.37 in the surf zone. This ratio increases to 0.6 just shoreward of
the point of breaking. This maximum in the undertow shoreward of the
breakpoint has also been identified in the field (Masselink and Black, 1995).

The separation of the undertow is explained in the following manner. The
setup ends shoreward of the breakpoint, and it turns into a small setdown,
i.e. a weak adverse pressure gradient. In combination with the diverging
geometry, the undertow cannot stay attached to the wall and it separates.
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The variation in 5.11 fits with the variation in g5 and us|us| in figures 5.6

and 5.9.
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Figure 5.11: (Left): Variation in average undertow and return flow velocity, .
(Right): Position of the centroid relative to the undertow height, 1y, .

The steep gradients in @, also reflect the circulation in the surf zone (see
figure 2.7), where there is a vertical upward flux around the breakpoint and
a corresponding downward flux in the interior of the surf zone. The height of
the undertow increases in the seaward direction, however, with a smaller rate



Temporal Sediment Transport Patterns under Breaking Waves 109

than the decrease in #%,. From xtan § = 3.84 to 4.78 in case FA1 it results
in a decrease in the offshore directed flux of water of 0.72 m?/s. The range
in z tan § corresponds to 47 m. The decrease in horizontal flux results in an
averaged vertical velocity of 0.015 m/s at the top of the undertow profile.
This order of magnitude difference between the undertow strength and the
vertical velocities in the cross shore circulation cells is measured by Nadaoka
and Kondoh (1982) in a small scale laboratory experiment.

5.5 Temporal Sediment Transport Patterns under
Breaking Waves

Contour plots of 7, @y and ¢s for the test cases FA1l, FB2 and FB5 are
shown in the figures 5.12-5.14. These figures reveal the complex spatial and
temporal variations in the hydrodynamics and sediment transport patterns
found in the surf zone. The spatial and temporal lags discussed in §§5.2 and
5.3 are readily identified.

Besides the easy identification of lag effects, the following can also be
seen from the figures:

— The more the plunging type breaking, (increasing (y) the shorter the
distance between the maximum (offshore) and minimum (onshore) val-
ues of %y. The onshore value is found around the breakpoint and the
offshore value inside the surf zone occurring due to the combination of
orbital wave motion in the trough and the undertow.

— For increasing values of (j, there is a decrease in the spatial extend,
where the offshore suspended sediment flux is considerable. This spa-
tial extend is considered relative to the wave length.

For small (y this spatial extend is in the order of 2 wave lengths, and
it decreases to less than half a wave length for the largest value of (p.

— A comparison between 5.6 and 5.12 clearly shows the order of magni-
tude difference between the instantaneous suspended sediment fluxes
and the residual effect. The morphological response depends on the
latter, and underline the difficulties in modelling cross shore sediment
transport and cross shore breaker bar migration.

The effect of a reflected wave can be identified in figure 5.14 both in
and ¢s. The interaction between a breaking wave and this reflected wave at
{ztan g, t/T} = {0.6, 0.5} yields a peak in the offshore directed sediment
transport. u; exhibits a clear convexity of the trajectory of the reflected
wave relative to x, which reflects the spatial variation in propagation speed.
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Figure 5.12: Ensemble averaged quantities for test case FA1 ((;, = 0.083 and
tanf3 = 1 : 50). (Top): Surface elevation, 7. (Middle): Friction
velocity, Gy. (Bottom): Suspended sediment transport fluz, Gs.
iy = 0.1 m/s corresponds to 0 = 3.1 for d = 0.2 mm.
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Figure 5.13: Ensemble averaged quantities for test case FB2 ({, = 0.385 and
tanS = 1 : 35). (Top): Surface elevation, 7. (Middle): Friction
velocity, Gy. (Bottom): Suspended sediment transport fluz, s.
iy = 0.1 m/s corresponds to 0 = 3.1 for d = 0.2 mm.
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Figure 5.14: Ensemble averaged quantities for test case FB5 ((, = 1.118 and
tanS = 1 : 35). (Top): Surface elevation, 7. (Middle): Friction
velocity, iy. (Bottom): Suspended sediment transport fluz, Gs.
iy = 0.1 m/s corresponds to 0 = 3.1 for d = 0.2 mm.



Chapter 6

Morphodynamic Description

The morphological development of breakers bars will be considered in the
present chapter. The development is considered for both laboratory scale
waves (§6.1) and for prototype waves (§6.2). Preliminary results of the former
simulations are also presented in Jacobsen and Fredsge (2011).

A cut-off is applied around the swash zone to avoid numerical prob-
lems in both the laboratory and prototype scale simulations, see §4.3. The
morphological development with or without such a cut-off is considered ex-
perimentally by Barnet and Wang (1988), where a sea wall is installed at
the shoreline. They found no considerable morphological difference, hence
the approach is reasonable in these numerical simulations.

The cell aspect ratio is kept larger than 1.0, as the computational time
would otherwise be so large as to make the proposed simulations infeasible.
The effect of this choice is a discrepancy between the modelled and actual
location of the breakpoint, i.e. a horizontal displacement. The physical
processes are also subject to a corresponding horizontal displacement due to
an increase in the surf zone width. Nevertheless, these processes are captured
correctly in their new location, which is seen in §4.3.

An additional time scale is introduced in the following, namely t,, = fy,t.
This is the morphological time, which is used to distinguish between hydro-
dynamic and morphodynamic times. f,, is the morphological acceleration
factor also discussed in §3.3.2.

6.1 Laboratory Scale

The laboratory scale layout is based on that shown in figure 4.12, and the bed
is made of loose sediment with d = 0.1 mm, which corresponds to a roughness
height of ky = 0.25 mm. Two sets of environmental forcing are used, namely
regular waves with H = 0.125 m and 7' = 2.0 s and a bichromatic wave
having Hyms = 0.125 and T = 1.67, 2.00 s. These two periods yield a

113
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repeat period of 10 s. The morphological development for the two beach
profiles is depicted in figure 6.1 at t,, = 2864 s. From this comparison
it can be noted that the outer bar is farther offshore for the bichromatic
case. This occurs, as the superimposed wave height in the bichromatic case
is larger than for regular waves, hence it breaks farther offshore. This is
also seen in the laboratory experiment by Baldock et al. (2011). The profile
between the outermost trough and the shoreline has a smaller response under
bichromatic forcing than for regular waves, in which two breaker bars have
developed. The swash area exhibits large morphological changes in the case
of bichromatic waves, which are not seen in the case of regular waves. The
swash erosion is caused by the smaller waves in the wave group, which can
pass unhindered over the outer bar and subsequently break at the shoreline.

0.1
—— Initial profile
—— Regular waves
0| - - - Bichromatic waves d
__ —0.1F
=)
<
-0.2r
-0.3r
Onshore —>
0% 2 4 6 10 12 14

8
2, [m]

Figure 6.1: Comparison of the morphological development under regular waves
(fm = 4.0) and bichromatic waves (f,, = 2.5). Comparison is made at
tm = 2864 s.

Temporal Development

The temporal development of the cross shore profile under the two different
forcings is depicted in figure 6.2. It is seen that the regular wave forcing
produces a much faster growth of the breaker bar, and it reaches its maximum
crest level, while it is migrating seaward. The simulation has not reached an
equilibrium crest elevation in the case of bichromatic waves, however, it is
seen to migrate offshore as well.

An inner bar is developed under regular wave forcing at z = 9 m. This
bar appears late in the morphological development, and it is found to coincide
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with the cessation of wave breaking in the trough. The waves recover to a
state of non-breaking waves in the trough, merely to break farther shoreward
and initiate the development of the inner bar. The migration of the outer
breaker bar in figure 6.2A slows down with time. This is considered in more
detail below.
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Figure 6.2: The temporal morphological development of the laboratory scale test
cases. There are At,, = 100T between each line, where T = 2 s is
used in the bichromatic case. A: Regular waves, f,, = 4.0. B: Bichro-
matic waves, fp, = 2.5.

A detailed analysis of the temporal variation of the x and y locations of
the crest of the outer bars shows that while the regular wave development
changes without any periodicity in the signal, a similar analysis shows a
period of 10 s for bichromatic waves. This suggests a coupling between this
period and the repeat period of the bichromatic waves. The crest decreases
in height under the small waves in the wave group, and it increases in height
under the larger waves. In the case of bichromatic waves it is also realised
that the growth in the crest level is preceded by an erosion of the trough.
As a consequence of the period averaging over 2 s, it is not possible to state
anything about the magnitude of the phase-lag.
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Bed Shear Stress on the Crest of the Breaker Bar

The temporal variation of the bed shear stress (7,/p1 = m\) and the
Shields parameter (6") on the bar crest is depicted in figure 6.3. The crest
is defined as the location, where 0h/0z = 0. It is seen that for both regular
and bichromatic waves, the bed shear stress is initially directed offshore most
of the time. As the bar increases in height, the onshore directed component
becomes increasingly larger, however, still smaller than the offshore compo-
nent. This increase in the bed shear stress is expected due to the decrease
in the water depth. As the bar crest reaches the steady level, the envelope
of the bed shear stress levels off at an approximately constant value. This
levelling off is not seen for bichromatic waves in figure 6.3B, because the bar
has not reached a steady level.

Note that for the final shape of the profiles, it is reasonable to assume
that no ripples can exist on the crest, because 6’ > 1.0 for a part of the wave
period (Nielsen, 2009).
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Figure 6.3: The bed shear stress and the corresponding Shields parameter on the
outer bar as a function of time. Both given as instantaneous and period
averaged over t = 10 s. Vertical lines represent the instances in figure
6.2. A: Regular waves (f,, = 4.0). B: Bichromatic waves (f, = 2.5).
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Migration Speed of the Breaker Bar

The migration speed for the three bars in figure 6.2A,B is depicted in figure
6.4. Tt is computed as a running average over At,, = 607. It shows that the
migration speed is a decreasing function with time, however, the migration
speed is more constant for the bichromatic wave, probably because it has not
reach a steady crest level yet. The decrease in migration speed is explained

by
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Figure 6.4: The migration speeds of the inner and outer bars for the regular waves
(fm = 4.0) and for the (outer) bar for bichromatic waves (f,, = 2.5).
The migration speed is given in both m/s and m/hour.

— The higher the breaker bar, the more sediment is required to move the
breaker bar one unit length. This explanation is, however, too simplis-
tic, as it is just seen that the bed shear stress increases in magnitude
with an increase in breaker bar height. Therefore, the decrease in mi-
gration speed is, as an isolated phenomenon, a balance between the
requirement of moving more sediment and an increasing exciting force

on the sediment grains.

— It is especially clear from figure 6.2A that the trough only erodes to a
given level. Furthermore, the inner part of the trough is slowly being
filled, meaning that the migration of the bar is self-sustaining. By this,
it is meant that once the trough reaches a mature state, the shoreward
side of the bar is merely subject to a pure translation, and it seems
that the sediment transport delivery across the trough in the seaward

direction is small.
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From the laboratory experiments by Dally (1987) and Baldock et al. (2010)
the migration speed of a breaker bar has been estimated to O(5-107%) m/s,
which is only 2-3 times smaller than the migration speed of the mature outer
bar for the regular waves, i.e. figure 6.4 for t,,/T > 2000.

6.2 Prototype Scale

The morphological development of breaker bars under prototype scale waves
is considered in this section. The investigated combinations of grain dia-
meters and environmental forcing are listed in table 6.1. All of the simu-
lations are carried out using regular waves described by stream function
theory. Some simulations are carried out with bed load as the only transport
mechanism and others with a combination of bed load and suspended load.
In addition to these runs, a series of runs is considered, where the outer
breaker bar is subject to a net shoreward current. This shoreward current
mimics the presence of a rip circulation system, see figure 2.2.

Table 6.1: The parameters used in the simulations of breaker bar development. u.
is the current strength at the inlet, where the water depth is 7.0 m. (¥)
Initial profile is taken from A02SB at t = 609.6 s (t,,/T = 769). The

profile is partly frozen for these computations.

Test Name d H,, T Transport Ue,h fm
[mm)] [m] [s] mechanism  [m/s] -]
Bed Load Transport
A02B 0.2 1.3 4.8 B - 12.5
A05B 0.5 1.3 4.8 B - 20.0
Combined Sediment Transport

S02SB 0.2 3.0 6.0 S+B - 8.0
S055B 0.5 3.0 6.0 S+B - 15.0
A02SB 0.2 1.3 4.8 S+B - 6.25
A05SB 0.5 1.3 4.8 S+B - 15.0

Combined Sediment Transport - Net Shoreward Current
A02SBCO * 0.2 1.3 4.8 S+B 0.000 6.25
A02SBC1 * 0.2 1.3 4.8 S+B 0.018 6.25
A02SBC2 * 0.2 1.3 4.8 S+B 0.054 6.25
A02SBC3 * 0.2 1.3 4.8 S+B 0.090 6.25

The initial profile is that of Dean (e.g. Cowell et al., 1999, p. 59), namely

h=Az?3 (6.1)
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where the parameter A = 0.067(100w;)%4* depends on the grain diameter.
Two values of d is used, thus the average value of the two is applied for the
determination of A(= 0.1304) m!/3. The profile has an upper cut-off at 0.10
m and become horizontal at 7.0 m. The roughness height, ky, is set to 2.5d.

The two applied environmental forcings are a storm situation on the
Danish West Coast and an average event. Offshore measurements of wave
height and period are obtained from the Danish Coastal Authorities (DCA),
see figure 6.5.
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Figure 6.5: Wave climate off the Danish North Sea Coast in measuring point 2041.
Data from DCA. Red dots are the chosen wave events.

6.2.1 Breaker Bar Development with only Bed Load

The morphological development with and without suspended sediment trans-
port is compared in this section. The morphological development with only
bed load for the chosen parameters is rather weak and will hence not be
considered directly.

The accumulated bed level change for either bed load (Ahy) or combined
transports (Ahs + Ahy) is depicted in figure 6.6A for a comparison between
A02B and A02SB (d = 0.2 mm) and in figure 6.6B for a comparison between
A05B and A05SB (d = 0.5 mm). For d = 0.2 mm it is seen that the effect
of bed load is approximately two orders of magnitude less important than
suspended sediment transport. In the case of d = 0.5 mm, this ratio is
decreased to approximately one order of magnitude.

Since the bed load transport is computed based on a localised formula-
tion, and because Ahy is small, Ah;, does also, to a certain degree, reflect the
initial response of the cross shore profile to the wave forcing. This reveals
that while both the inner (x = 35 m) and outer (x = 90 m) bar in figure
6.6A are migrating, it is only the case for the inner bar (x = 25 m) in 6.6B.
This can also be verified by considering the temporal development in figure
6.7A B.
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Figure 6.6: Intercomparison between the morphological development with only bed

load (Ahy) and combined bed load and suspended sediment transport
(Ahs + Ahy). T =48 s and H, =13 m. A: d=0.2 mm. B:d=0.5
mm.

6.2.2 Breaker Bar Development with Combined Transport

The morphological development for simulated breaker bars under combined
sediment transport processes are depicted in figure 6.7. The test cases are
A02SB, A05SB, S02SB and S05SB. The details are given in table 6.1. Several
features can be identified from this temporal representation:

— The morphological development for d = 0.2 mm is faster than for
d = 0.5 mm. This holds for both the yearly average and the storm
event.

— The outermost breaker bar has larger dimensions for the storm condi-
tions relative to the yearly average, and the breaker bar is found farther
seaward.

— In figure 6.7A,B the crest level of the bars located around x = 25 — 35
m is larger in the case of d = 0.5 mm than for d = 0.2 mm. The
breaker bar attains a constant level in both cases. This suggests that
the sediment grain mobility is of importance for the steady crest level.
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Figure 6.7: The temporal development in the morphology for the four test cases for
combined transport without a net current. The intermediate lines are
given for every At,, = 75T. Note that the spatial scale is identical in
all plots. For S02SB and S05SB the plot is truncated to only contain
the outermost breaker bar.
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— The bars are steeper on the shoreward side than on the seaward side,
which is in accordance with experimental evidence.

— The inner bars begin to form once the outermost trough becomes suf-
ficiently deep to allow for the waves to recover in the trough. This
allows for the propagating of non-breaking waves, which can succes-
sively break farther shoreward.

— Consider the breaker bar positions in figure 6.7A and assume that
the final state is measured e.g. in the field. This profile clearly has
three breaker bars, where the distance between them increases with the
distance to the shore. This is in line with the infragravity hypothesis,
however, as the offshore waves are regular, it does not make sense
to consider infragravity waves. Therefore, the increase in breaker bar
spacing is also achieved in systems, which have a zero infragravity wave
energy.”

Bed Shear Stress on the Crest of the Breaker Bar

The bed shear stress at the outer bar crest is depicted in figure 6.8. It is seen
that the bed shear stress qualitatively follow the same pattern as is found
for laboratory waves (§6.1), however, with considerably larger corresponding
Shields parameters. None of the plots shows a tendency to a levelling off in
the envelope of the bed shear stress. This is explained with the fact that
none of the simulations has reached a steady crest level, see §6.1.

Migration Speed of the Breaker Bar

The migration speed for A02SB and S02SB is depicted in figure 6.9. The
migration speed is considerably larger than those measured in the field, see
e.g. §2.4.3. This discrepancy will partly be due to (i) the fact that they
have not reached a stable height, and thus migrates faster as also seen in
figure 6.2 and (ii) the effect of irregular waves will smooth the sediment
transport fluxes in the cross shore direction and directly affect the migration
speed. The effect of irregular waves is discussed in §2.4.1, and the decrease
in migration speed is due to a spreading of the sediment transport processes
across the surf zone, and therefore a corresponding decrease in the spatial
gradients in the transport field.

“TIt was tested, which infragravity frequencies could have generated the “measured”
pattern. One distinct period, T7¢, was found per breaker bar. The range in T7¢ is 11.0
$-17.0 s. These estimates are based on the expressions given in Dally (1987).
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Figure 6.8: The instantaneous and period averaged bed shear stresses on the outer
bar crest as a function of time. Same conditions as in figure 6.7. Verti-
cal lines correspond to the lines in figure 6.7. The corresponding value
of the Shields parameter is depicted along the right axis.
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Figure 6.9: The magnitude of the offshore migration speed for the outer bars in test
case A02SB and S02SB.

6.2.3 Morphological Development with a Net Current

Some of the beach states discussed in §2.2 feedback to the hydrodynamics
in such a way that circulation cells in the horizontal plane are created. In
these circulation cells, there is a net shoreward current over the breaker
bar and a net seaward current in the rip channels. The present section
considers the part of the profile, which is subject to a net onshore current.
All the simulations are initiated on a partly developed profile based on A02SB
extracted at t,,/T = 769. At this time in the morphological development,
the outer bar is still building up to reach its maximum crest height. The
profile is plotted in figure 6.12A.

The net cross shore current at the inlet, u.j, corresponds to an average
net current over the initial crest level of 0.06, 0.19 and 0.32 m/s. These
velocities are considerable compared to the magnitude of the undertow of
0.6 m/s, see figure 6.11, but not unrealistic. Garnier et al. (2010) found
current speeds over a crescentic bar of approximately 0.2 m/s for incident
waves of H =1 m and 7' = 6 s in a numerical model. As they used a depth
integrated model, the undertow strength is not resolved in their model.

The magnitude of the shoreward velocity has been tried verified using
field data, however, the strength of the seaward current in the rip channel is
reported rather than the shoreward velocity over the bars. Values of 0.5-1.0
m/s are commonly experienced (e.g. Aagaard and Masselink, 1999, p. 92),
and extreme values as large as 2 m/s are reported (MacMahan et al., 2004).
Those values can be used to give an order of magnitude approximation for
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the current speed over the breaker bars. Based on the dimensions of the rip
channel and breaker bar systems in Holman et al. (2006), it is reasonable
to assume that the length of the breaker bar is 5 times the width of the rip
channel, and that the rip channel is deeper than the depth over the bar, say
with a factor of two. This yields a net current over the bars in the range of
0.2-0.8 m/s for the above reported current speeds in the rip channels.

Numerical Handling of Net Current

The current is included into the numerical model by simulating a drain in
the surf zone. Firstly, it was tested to have the drain just shoreward of the
outer bar for z € [55, 65] m. This did prove to cause unphysical feedback
onto the morphology in terms of a local scouring. This scouring has a much
shorter time scale than the time scale of the breaker bar development and
migration, why the results became contaminated by the scouring. Therefore,
the drain is placed shoreward of the inner bar for = € [19, 24.5] with the
top of the drain at y = —1.0 m, i.e. below the trough level of the wave. The
bathymetry for the morphological simulations is kept rigid for z € [—10, 35]
m. This means that these simulations only reflect the morphological response
of the outer bar.

Hydrodynamics with a Frozen Bed

As an intermediate step toward the fully coupled hydro- and morphodynamic
development of the breaker bar as a function of u,y, the hydrodynamics
over a frozen bed is considered. The frozen bed is described by the initial
barred profile. The results are summarised into the two figures 6.10 and 6.11,
where the former considers the temporal variation in 7,/p; in the trough
and on the crest. The latter figure depicts the period averaged velocity
field in the bar-trough region together with the undertow profiles in the
trough and over the crest. All of these are depicted for the four values of
ue (= {0.000, 0.018, 0.054, 0.090} m/s).

Firstly, the bed shear stress in the trough is considered (figure 6.10A), and
it is realised that 7, become more offshore directed with an increasing onshore
current. For u.j = 0.0 m/s, 7, is zero over part of a wave period, however,
the bed shear stress become exclusive offshore directed for increasing values
of u.p. This can be explained by the velocity field in the trough, which is
discussed below.

The bed shear stress over the crest on the other hand becomes more and
more onshore directed with an increase in u. p, i.e. opposite to the variation
in the trough. For u.; = 0.0 m/s the largest absolute 7, occur in the offshore
direction, and this is changed to occur in the onshore direction for u; = 0.09
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Figure 6.10: The temporal variation of the ensemble average of the bed shear stress,

To/p1 = uyl|uyg|, for the four different current magnitudes. Ensemble
average taken over 30 periods. A: The bed shear stress in the trough
at x = 80.0 m. B: The bed shear stress at the crest at x = 90.0 m.

m/s. In the process max|7| is lowered form 0.0053 to 0.0034, i.e. nearly

a 40% reduction. This change from offshore to onshore directed bed shear
stresses is due to the decrease in the offshore directed near bed velocity. As
the near bed velocity become less offshore directed, the offset in 7,/p; from
zero, which equals 7, /p1, is equally lowered.

The velocity field and undertow profiles are depicted in figure 6.11. The
undertow profile over the crest (figure 6.11F) reveals that with increasing

Ucpn, the net offshore flux near the bed is suppressed and replaced by a
shoreward current over the entire vertical profile (outside the figure a shore-

Figure 6.11

(facing page): A-D: The period averaged velocity field over the outer bar
as a function of net shoreward current. The contour shows sign(u)||al|,
where a positive value is in the offshore direction. E: Period averaged
flow over y at x = 80 m. F: Period averaged flow over y at x = 90 m.
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ward flux between the wave trough and the wave crest is dominating for all
ucp). The transition in profile shape from wu.; = 0.00 m/s to u.; = 0.09
m/s suggests that the net shoreward current is almost uniformly distributed
over the depth, e.g. a logarithmic velocity profile.

The undertow in the trough given in figure 6.11E increases in magni-
tude with increasing w. j, but the offshore component occurs over a smaller
vertical distance. Simultaneously, the undertow over the crest decreases
and eventually vanishes, which reveals that there must be a pronounced cir-
culation in the trough region and pronounced vertical accelerations on the
shoreward side of the bar crest. This can be identified in the figures 6.11A-D.
This in combination explains the increase of 73, in the trough with increasing
values of u, .

The combination of undertow profiles, temporal variation in the bed shear
stress and the period averaged velocity field suggests that the local offshore
directed sediment transport over the crest will be smaller for increasing u..p,
whereas the opposite will happen in the trough. This will result in smaller
spatial gradients in the sediment transport and thus smaller bed level changes
with increasing u. p,.

Morphodynamic Development with a Live Bed

The bed is now allowed to develop around the outer bar. The result is
depicted in figure 6.12. It is seen that the morphological development for a
finite value of u.j causes a slower migration speed relative to the one in the
reference simulation (u.;, = 0.0 m/s). In the reference solution, the bed is
also frozen for x < 35 m. The migration speed is seen to decrease with an
increase in u. p, which is expected from the analysis on a frozen bed.

The bar development under the strongest current actually shows a ten-
dency to have an almost stationary crest location throughout the simulation,
and the shoreward side of the bar merely steepens. It attains the angle of
repose over a large portion of the shoreward side of the breaker bar.

The simulated average cross shore sediment transport has been estimated
through a convolution of the Exner equation. This takes the form

T h(tm, ") — h(tg,x")

da’ 2
A ()

qt(z, to,tm) = —(1 — ed)/

o

where x( is an offshore limit, ¢y is the time for the initial profile, and ¢,,
is the current morphological time step. It is assumed that ¢ = 0 is zero
at this offshore boundary. ¢; attains a finite value at this offshore limit,
however, it is several orders of magnitude smaller than that in the surf zone
and therefore omitted.
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Figure 6.12: Simulations of the morphological development as a function of the
strength of the net current. A: The development of the breaker bar
at ty /T = 362.5. B: The corresponding sediment transport fluz, q:,
computed from eq. 6.2. C: A detailed view on A.

The cross shore variation in ¢; is depicted in figure 6.12B, and it is seen
that the maximum and minimum sediment fluxes decrease in their absolute
value, i.e. yielding smaller spatial transport gradients with an increase in
uc,p- The shape of the transport fluxes are qualitatively similar. Note that
the coincidence of max ¢; and the intersection between h(tg) and h(t,,) is a
property of eq. 6.2.

Consider the morphological development in figure 6.12C. The profile lines
exhibit a property, which can also be found in e.g. figure 6.7A. At some point
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the shoreward side of the breaker bar is divided into two parts migrating
with different speeds, thus the lower part flattens, whereas the upper part
continue to migrate seaward persistently with a slope around the angle of
repose. This is thought to be a part of the cessation of trough erosion, which
is discussed previously in §6.1.

Unfortunately, none of the simulations with a net shoreward current has
attained a steady crest level. Furthermore, even A02SBC3 (u.; = 0.09
m/s) has a slight offshore migration of the crest of the breaker bar. The
combination of these two results poses some questions:

— What happens when the breaker bar attains a steady crest level? This
is an interesting question, as it will result in an increased current speed
over the crest, but will it be large enough to result in an onshore breaker
bar migration or a stationary crest?

— The magnitude of the currents are reasonable compared to those re-
ported from field measurement, see above. Therefore, which magnitude
of the current speed is needed to cause an onshore migration under reg-
ular wave forcing?

— The use of irregular waves would cause an increase in the importance
of the cross shore current, when compared to the corresponding regular
wave case. At what magnitude of the current speed would a shoreward
migration be identified under irregular waves?

These questions will be left unanswered here, however, the answers are
important for the estimation of the longterm cross shore exchange of sedi-
ment and hence the overall erosion/accretion patterns of the complete near-
shore area.



Chapter 7

Discussion

The following discussion will be divided into three parts. The first part will
place the present work into a broader perspective, the second is devoted to a
discussion of numerical topics, and in the third part topics of physical origin
are discussed. The two last parts also contain elements regarding suggestions
to future work.

7.1 Advances Relative to Previous Works

In this work, a new approach to the modelling of the complex hydro- and
morphodynamic system in the surf zone is presented; an approach which
can help researchers to gain more insight into the processes responsible for
the cross shore sediment exchange and the resulting morphological features.
The model builds on a complete intercoupling of the processes, where the
near field of the breakpoint is modelled with only few prescribed assumption.
This approach has not to date been described, implemented, and utilised as
comprehensively as done in this work. The advances of this model approach
over previous approaches are discussed below.

Expanding to Three Dimensions

In this work the model has only been applied in two dimensions, however,
due to the way the model is formulated, there are only a few additional steps
toward a full three dimensional model of the surf zone processes and the cor-
responding morphodynamic feedback. The modelling functionalities, which
are not derived for three dimensions, are the sand slide routine (§3.3.1) and
the morphological filtering routine (§3.3.2). The other modelling functionali-
ties with respect to hydrodynamics, sediment transport and bed level change
are given without constraints on neither the number of spatial dimensions nor
the actual geometry under consideration, e.g. the model could potentially
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also be used for coasts with longshore non-uniformity, scour computations,
or river morphology.

The previous work, which is closest to the above proposed three dimen-
sional modelling, is the work by Christensen (2006), however, he only con-
sidered the hydrodynamics under breaking waves in three dimensions.

Approaches Taken on the Modelling of Wave Breaking

The small step lacking toward a general three dimensional model for the
description of the surf zone processes is in stark contrast to the generally
applied methodology up to present. Firstly, the wave breaking was initially
described through an energy conservation approach (§2.5.2). However, since
the work of Rakha et al. (1997), the use of a Boussinesq wave formulation
with an additional momentum term has been state of the art, when simu-
lating combined hydro- and morphodynamics. This approach has essentially
been left unchanged since then. More advanced models have, nevertheless,
been used for the hydrodynamic description and sediment transport simula-
tions (Lin and Liu, 1998; Bradford, 2000; Christensen, 2006; Ontowirjo and
Mano, 2008).

The approach, which relies on Boussinesq waves, has the limitation that
the effect of wave breaking on the hydrodynamics, in terms of the spatial
distribution and temporal behaviour of the additional momentum term, is
prescribed in the model (see §2.5.2). The present model, on the other hand,
adapts the wave breaking, so it responds to the incident waves and the shape
of the cross shore profile in an implicit manner.

The Modelling of the Mean Flow

The mean flow in the surf zone is of critical importance for the magnitude
and direction of the sediment transport, which is seen in §5.2. It was also
found that the undertow, and its subsequent separation, follows a charac-
teristic pattern (§5.4). This, with the exception of Wenneker et al. (2011),
is not included in previous models, where the undertow is instead described
using a local fulfilment of a prescribed variation in the vertical shear stress
distribution as a function of local wave parameters (Rakha et al., 1997) or
using explicit expressions (Karambas and Koutitas, 2002). These approaches
omit the inertia of the undertow, whereby introducing the need of a smooth-
ing of the sediment transport field, see e.g. the models by Dally and Dean
(1984); Dronen and Deigaard (2007). This requirement for smoothing is
found to be circumvented (§5) through the inclusion of the more accurate
physical description in the present model, which does not rely on prescribed
behavioural patterns.
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The model by Wenneker et al. (2011) does solve the flow field in a non-
local approach, however, the flow model (Delft3D) is based on a hydrostatic
assumption. This assumption can hardly be expected to resolve the period
averaged circulation cell, which is discussed in §§2.3.4 and 5.4. It is even less
likely that the model will be able to predict the flow field described in 6.2.3,
where considerable vertical accelerations are encountered.

The Modelling of Turbulent Properties

An important property for the modelling of suspended sediment transport
is the magnitude and distribution of the eddy viscosity. As with the other
hydrodynamic properties, the modelling of the turbulence, and thus also the
eddy viscosity, relies explicitly on an empirical formulation of the production
of turbulence, however, also implicitly on the prescribed wave decay, because
the production of turbulence is related to the dissipation of wave energy
(Rakha et al., 1997). Other models simply omit the dependency of the eddy
viscosity on the suspended sediment transport, and the latter is described
by empirical formulae (Wenneker et al., 2011).

The production, advection and dissipation of turbulent kinetic energy
is an inherent part of the present model description and rely to a lesser
extend on behavioural assumptions. The main assumption in this work is
that the turbulence is isotropic. This is known from experiments (Nadaoka
et al., 1989; Scott et al., 2005) not to be the case, however, numerical model
tests with anisotropic turbulence models (Lin and Liu, 1998) does not show
advantages over isotropic models (Bradford, 2000).

Implications on Sediment Transport

The individual components in the nearshore flow all have an effect on the
sediment transport patterns in the surf zone. The modelling of the wave
decay has a direct influence on the near bed (freestream) velocity, which
controls the boundary layer development (Fredsge, 1984). The effect of the
eddy viscosity is easily comprehended by considering §3.2.2.

Another impact originates from the circulation cell in the cross shore di-
rection. The vertical velocities predicted in §§85.4 and 6.2.3 are a large frac-
tion of the sediment fall velocity, and thereby they have a direct influence on
the vertical distribution of suspended sediment and the sediment transport
fluxes. The vertical velocities are computed in Wenneker et al. (2011), but
they can only be artificial, because of the hydrostatic assumption. They,
however, does not solve the conservation equation for suspended sediment,
but rely on empirical formulae for the suspended sediment transport flux.

As seen in the description of bed load (§3.2.1) and suspended sediment
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transport (§3.2.2) both depends non-linearly on the hydrodynamic forcing,
thus small errors in the hydrodynamics are enhanced when computing the
sediment transport, which finally affect the morphological response. The use
of the present model limits the number of assumptions in the hydrodynamic
behaviour, which thereby produces a more realistic and smoother result for
the sediment transport and resulting morphology.

7.2 Discussion of Topics of Numerical Nature

The Inclusion of Air in the Hydrodynamic Modelling

The simulations presented in this thesis are based on a two-phase solver,
where the interplay between water and air is modelled. It was suggested by
Christensen (2006) that the presence of air in the simulations would improve
on the prediction of the distribution of turbulent kinetic energy. This is,
however, not observed (§4.3); at least not to the adopted level of resolution
in the present work, where individual bubbles are not resolved.

On the other hand, the presence of the air causes large velocities, as the
wave is essentially experienced as a fast moving wall by the air, whereby
inducing large velocities. These large velocities limits the time step due
to the Courant criterion, and they make the computations less feasible. It
was suggested by Liu and Garcia (2008) to set u = 0 m/s in the air phase
each time step, however, this results in a dissipation of 35% of the wave
energy over a distance of merely 3 wave lengths*. The approach by Liu and
Garcia (2008) was tested using the computational settings in §4.1.4. An
improvement to the present model would be the development of a surface
tracking method, where the air phase is removed as in Nielsen (2003). This
would furthermore ease the application of boundary conditions for k, w and
c on the water surface.

The Aspect Ratio Limitations in the VOF-Implementation

The limitations in the VOF method with respect to the cell aspect ratio (§4.3)
are problematic, because it makes longterm simulations infeasible. Simply
discretising the computational domain with AR = 1 for the morphological
simulations would be so computationally time consuming that the results in
§6 could not have been achieved within a reasonable time. The present results
are completed in computational times counted in months, where AR = 3 is
used. Adopting AR = 1 would increase the simulation time by at least a

“This dissipation takes place because of the introduction of a shear force along the
surface of the water due to the bounding of the velocities in the air to 0 m/s.
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factor of 9. This calls for other methods for solving the surface tracking as
discussed in §§3.1 and 4.3.
In practical terms, the simulations in §6.2 are carried out with AR = 3,
and this choice has caused an increase of the surf zone width of 25%.
Additionally, a practical consideration is that it could prove difficult to
preserve an aspect ratio of 1.0, simply because the mesh is deforming due to
the morphological response.

The Velocity Field Induced by the Mesh Movement

The tight coupling between the hydro- and morphodynamics induces a veloc-
ity field due to the movement of the bed. The magnitude of this movement
comes from a period averaged evaluation of the Exner equation. The max-
imum velocity perpendicular to the bed is approximately 0.25 cm/s for the
simulations in §6.2. From the results of the instantaneous sediment fluxes
presented in §5.5, the instantaneous rate of bed level change is estimated
using

oh 1 g
ot 1—eq Ox

(7.1)

of which the maximum absolute value is 1.0-2.0 ¢cm/s (f,, = 1.0). The
storage term and contribution from the bed load transport is omitted for
simplicity in eq. (7.1). The instantaneous rate of bed level change is thus
found to be substantially larger than the period average rate of change, and
it can be concluded that the induced velocities from the bed movement do
not attain unphysicly large values.

7.3 Discussion of Topics of Physical Nature

The Effect of a Third Dimension

The simulations of the hydro- and morphodynamics under breaking waves
are restricted to two dimensions in the present thesis. As discussed in §§4.4.3
and 5.1, the behaviour of the surface in the case of plunging breaking, and
to a smaller extend for spilling breakers (§D), could be due to the lack of a
third dimensions, in which the vortical structures are allowed to be stretched.
The discussion is left inconclusive in this thesis, however, the validity of the
assumption of two-dimensionality ought to be tested in future works.

TThree times the number of computational cells and a resulting necessary decrease
in f,, is seen to be a factor of 9. On top of this, a small decrease in the time step
will be experienced. The time step will not decrease by a factor of 3.0, as it is mostly
controlled by the vertical discretisation. The use of parallel computations would affect
these considerations (§3.3.3)
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Another mechanism, which is omitted by assuming 2-dimensionality, is
the obliquely descending eddies as already discussed in §2.3.2. Nadaoka et al.
(1988b) find that the obliquely descending eddies can bring large amounts
of sediment in suspension. In terms of nearshore sediment transport, this
could (i) change the phase lags already identified in the model and (ii) change
the magnitude of the suspended sediment fluxes. The obliquely descending
eddies are local features, which are not affecting the entire bed each wave
period, e.g. Nadaoka et al. (1988b) only identified the hydrodynamic finger-
print on a fixed location in 1/10 of the measured wave periods. Therefore, to
attribute an equivalent amount to the sediment transport as e.g. undertow
combined with excess turbulence due to wave breaking, the importance of
the obliquely descending eddies should be an order of magnitude larger than
the more permanent processes.

This order of magnitude increase in volumetric concentrations are not
supported by the measurements by Nadaoka et al. (1988b), and it is therefore
reasonable to exclude this effect in the present study.

The Scaling of the Cross Shore Processes

The discussion of the scaling of the integrated cross shore sediment flux, Q,,
in §5.2, and the attempt of comparing between laboratory scale experiments
and prototype scale simulations are left inconclusive. The numerical model
is nevertheless a powerful tool in further pursuing some definite answers.

First, the model needs to be further tested against experimental results,
which is not part of the present work simply due to time constraints. Having
validated the numerical approach, it is suggested that a more comprehensive
parametric study than that in §5 is undertaken, which as a minimum inves-
tigate the parameters Hp, T, tan 3, ws, and the shape of the cross shore
profile. This would yield a set of integrated cross shore sediment fluxes,
which can be analysed as a function of {y, 2 and Qg x. The values for these
parameters should be chosen intelligently, such that 2-3 of the combinations
yield the same value of the dependent variable. If Q,, in non-dimensional
form, then takes the same value, it would strengthen the conclusion on the
appropriate form of the dependent variable.

The focus in §5 was on the dependency of (y, however, in hindsight it
is less likely that this is the appropriate scaling parameter for Q,, because
it does not take the sediment properties into consideration. (y could never-
theless be important for the hydrodynamic response, which only to a small
extend depends on the grain diameter through the value of the roughness
height (assuming flat bed). The dependency between (y and Aps in figure
5.8, where the latter is related to sediment transport, is explained by the fact
that the peak in g, is coinciding with the peak in the undertow velocity, .,
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which is a purely hydrodynamic property. This is identified by comparing
the figures 5.6 and 5.11. This means that figure 5.8 also describe the spa-
tial lag between wave breaking and the maximum in the depth integrated
undertow velocity.

The Effect of Irregular Waves

This thesis has focused mostly on regular wave forcing, because previous

modelling attempts, where such wave forcing is used, have shown that smooth
ing is needed in the rate of bed level change (§2.5.2). Tt was already noted
by Roelvink and Brgker (1993) that using irregular waves would “remove”
this problem because of the cross shore smearing of the surf zone processes.
This approach, however, is merely a resort to circumvent a known problem.

It is proved in this work that the high level of complexity in the present
model removes the requirement of smoothing of the cross shore sediment
distribution, before it is used for morphological updating. This means that
the issue must originate from an incomplete model formulation of the hydro-
dynamics, which is already discussed in §7.1.

The sediment transport pattern under irregular waves are of considerable
importance for engineering purposes. Some of the unanswered questions are:

— The scaling analysis proposed above should initially concentrate on
regular waves, however, irregular waves would cause a change in the
cross shore sediment flux. It is hypothesised that for large 2, e.g. larger
than 10.0, the effect of irregular waves would result in a decrease of
the offshore directed cross shore flux (Rakha et al., 1997). On the
other hand, the experiments by Baldock et al. (2011) show that for
Q in the intermediate range (£2 ~ 1.0 — 6.0), the opposite behaviour
is seen, namely increasing sediment fluxes with the introduction of
irregular waves. Therefore, what is the effect of irregular waves on the
integrated cross shore sediment flux? How does this behaviour relate
to the behaviour under regular wave forcing?

— Is it possible to find a consistent regularisation of the irregular waves
based on statistical properties of the wave spectrum? For instance sim-
ilar to that done for the suspended sediment transport flux in combined
wave-current boundary layers (Zyserman and Fredspe, 1988)7

— Is there a difference in the steady level of the breaker bar crest due to
irregular waves, when it is compared to a regular wave reference case?
Or is the time scale in the development merely different? (Assum-
ing that it is known, how the corresponding reference solution under
regular wave forcing is to be defined).
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— What is the effect of the irregular waves on the migration speed? This
is partly answered in §6.1, though not for a breaker bar, which has
attained a steady crest level.

— Of the many unanswered questions with respect to a net shoreward
current (§6.2.3), the knowledge of which current speed causes a change
in direction of the bar migration is of practical importance, because
this would aid in the evaluation of longterm beach response and in the
description of the fate of nourished sand on or close to breaker bars.



Chapter 8

Conclusion

A complex model used to study the hydro- and morphodynamics in the surf
zone is presented in this thesis. It is shown that it is possible to apply Open-
Foam as a tool for the modelling of wave breaking under some constraints
on the cell aspect ratio (§4.3).

The emphasis in this thesis has been on the surf zone processes, and it is
shown that the increased complexity in the model formulation allows for the
simulation of a smooth distribution of the sediment transport fluxes across
the breakpoint (§5.2). This has not been achieved in the previous model
approaches using regular waves (§7.1).

The simulations, where the morphological response is turned off, reveal
several spatial and temporal lag-effects in the surf zone. A valuable result
is the variation in the non-dimensional spatial lag between the breakpoint
and the maximum undertow strength with the surf similarity parameter. A
range for the former quantity of [0.25, 1.25] is suggested (§5.2), and it can be
used as input in less sophisticated modelling tools, which rely on empirical
relations.

In the simulations with a full coupling (§6), it is seen that by using a
modelling framework with this level of complexity, it is possible:

— To model the morphological development of breaker bars due to the
breaking of regular waves without any smoothing of the processes (ex-
cept on the level of Nyquist frequencies due to a numerical instability
of the Exner equation, §3.3.2).

— It has been shown that the development of a breaker bar is due to an
erosional process in the trough. The development in the breaker bar
slows down as the erosion in the trough ceases, which happens, when
the trough becomes too wide and too deep to allow for any further
erosion.
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— To predict a steady crest of level of the breaker bar both for the inner
and the outer ones (§§6.1 and 6.2).

— To model a quasi-steady solution to the breaker bar, which is found in
§6.1, where the migration speed of the outer bar becomes small.

Furthermore, it is described how an onshore directed current, which mim-
ics the presence of a horizontal circulation system, affect the hydro- and
morphodynamics of a breaker bar. A pronounced circulation is found in
the trough, because the period averaged flow over crest becomes shoreward
directed, which inhibits the offshore directed flow in the trough to escape
seaward. It is found that the offshore migration speed decreases with in-
creasing current strength of the breaker bar. This result can also be derived
qualitatively from the presented analysis of the hydrodynamics over a frozen
and barred cross shore profile.

These accomplishments are attributed to the fact that the near field
description of the hydrodynamics in the surf zone includes a high level of
complexity. Especially around the breakpoint, which is the natural transi-
tion point for two different prevailing transport mechanisms and their corre-
sponding transport directions.
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Appendix A

Modelling of Wave Boundary
Layers

A.1 Low Reynolds Number Closure

The simulation of turbulent wave boundary layers has been verified against
the experimental data of Jensen et al. (1989), where the friction velocity,
ufr = |juysl|2, is determined over a rough boundary using a log-fit method.
The experiments are conducted in an oscillatory tunnel with a height of
0.28 m. The period is T' = 9.72 s, the maximum nearbed orbital velocity
is uy, = 2.0 m/s, and the bed is made rough by glueing sand paper with a
roughness height of 0.85 mm onto the bed.

In figure A.1 the experimental data is compared with the simulated fric-
tion velocity using the low Reynolds number closure. It is seen that the
magnitude and temporal variation of the bed shear stress is well predicted.

The near bed boundary condition for k& at rough boundaries was sug-
gested (Roulund et al., 2005) to be set to n;Vk = 0, where ny is the unit
normal vector to the boundary. This is based on physical considerations
and measurements of the distribution of the turbulent kinetic energy close
to rough boundaries, where the turbulence does not go to zero, but rather
approach a finite value, see e.g. the experimental data reported by Nezu
and Nakagawa (1993); Sumer et al. (2003). These arguments were consid-
ered in detail by Fuhrman et al. (2010) for the convergence properties as
a function of near bed resolution for a current. Preliminary estimates sug-
gest that a reasonable accuracy can be achieved for a near bed resolution of
Ay/kyn < 0.01, where Ay is the near bed resolution.

The same approach is used in unsteady motion, where the rate of con-
vergence in the maximum friction velocity, uy,, as a function of Ay and
k:;\r,m = knufm/v is considered. This is depicted in figure A.2. The results
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Figure A.1: Comparison of the friction velocity in a rough turbulent oscillatory
boundary layer. (Dots): Experimental data from Jensen et al. (1989),
test 13 (Full line): Simulation using the low Reynolds number closure
model.

clearly show that the method reported by Fuhrman et al. (2010) is also appli-
cable to unsteady flows and confirm the rule of thumb of kx/Ay = O(100)
for a near wall discretisation.

A similar comparison is depicted for k,, in figure A.3, and the same
conclusions can be drawn on the existence of a unique convergence curve for
a large range of roughness heights.

A.2 High Reynolds Number Closure

The high Reynolds number closure has been tested against the low Reynolds
number closure model, see §A.1. Three wave boundary layers are considered,
all of which are turbulent (Jensen et al., 1989, figure 8). The period and
free stream velocity amplitude are (i) 77 = 9.72 s and wu,, = 2 m/s, (ii)
T =1.0s and u,, = 2 m/s, and (iii) 7 = 0.1 s and u,, = 20 m/s. The
high Reynolds number closure is solved for different near wall discretisation,
namely Ay/ky = {0.5, 1.0, 1.5, 2.5, 3.0}. The results from this analysis is
depicted in figure A .4.

It is seen that both the amplitude and the phase-lag is well captured
by the high Reynolds number model. For decreasing wave period, however,
larger and larger discrepancies are found between the high and low closure
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Figure A.2: Convergence of uysm as a function of (a) Ay/kn and (b) Ayt =
ur mAy/v for 4 values of k:;\r,’m.

models around zero-crossing. This discrepancy is almost non-existing for 7' =
9.72 s, whereas it is pronounced for 7' = 0.1 s. In order to maintain the fully
turbulent assumption, the simulations needed to be run with unrealistically
large values of u,,, hence around zero-crossing the acceleration becomes more
and more important relative to the magnitude of u in the determination
of the friction velocity. The importance of the acceleration term suggests
that an improvement of the method could be obtained by using a log-linear
profile (e.g. Fredsge and Justesen, 1986) instead of the logarithmic profile
assumption. Nevertheless, such large acceleration seem unrealistic in the
present study near the boundary. The maximum acceleration for T'=1 s is
approximately 1.3||g||2. Such accelerations are experienced in the surf zone,
however, they are found at the crest of the wave in the initial part of the
wave breaking process (Peregrine, 1983).
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Figure A.4: The friction velocity for Ay/kn = {0.5, 1.0, 1.5, 2.5, 3.0}. (top):
T =972 s and u,y, = 2 m/s (middle): T = 1.0 s and u,, = 2 m/s
(bottom): T = 0.1 s and w,, =20 m/s



Appendix B

Mesh Generation

The mesh generation for the wave breaking simulations follows the same
basic procedure. The mesh consists of three horizontal layers, see figure B.1,
denoted I, IT and III. Additionally the lower, vz, and upper bounds, y;7, need
to be defined.

Atmosphere
Yyu

Al’[]] 111

yL
I1

Sand bed

Figure B.1: Sketch of the 8 horizontal layers used in the mesh generation.

Layer I is equidistantly discretised and it consists of cells being order
d in height. This layer is introduced to be able to control the near bed
mesh, so a mesh line is placed exactly d;, from the bed as discussed in §3.2.
In the outer layer, III, the mesh is also equidistantly discretised over the
vertical, however, Ay; < Ayrrr. To connect these two layers, layer II is
non-uniformly discretised with a vertical stretching. Each layer consists of a
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number of predefined cells, Ny, Nyr, and Ny;r. The discretisation must fulfil

Nrpr
yu —yr = AyrNr + Z GV Ay; + N Ayrrr (B.1)
i
in addition to
GNH_lAy[ = Ayrrr . (B.Q)

The latter produces a smooth transition over the vertical between layer II
and III. In the horizontal direction, the spacing between the vertical mesh
lines is controlled by keeping the aspect ratio, AR = Axrr/Aysrr, constant.



Appendix C

The Sand Slide Mechanism

C.1 Sand Slide Routine

The sand slide routine in Niemann et al. (2011) considers each face of the
computational boundary individually and fulfil the sand slide criterion on
these faces locally by adjusting the vertical coordinate of the nodes (a similar
method is used by Marieu et al. (2008)). This localised approach might
lead to an exceedance of the angle of repose on the faces to either side of
the current face. The correction of their slope, however, might result in
an exceedance of the angle of repose of the original face. This recursive
sliding approach results in an O(M?) numerical “efficiency”. Fortunately, M
is typically small, say O(10), so the computational burden is generally small
compared to e.g. the solution to the pressure equation.

The method described below was tested and it is found to scale as O(M).
The practical part of the implementation, however, turned out to be unsta-
ble, thus the present work is based on the method by Niemann et al. (2011)
as time was too limited to investigate the source of this instability, hence the
more robust and slower algorithm was preferred”. Nevertheless, the method
is outlined below.

Similarly to the method of Niemann et al. (2011), the proposed method
considers a geometrical redistribution of the sediment. First, consider the
point B in figure C.1. The face to its left will be subject to a slide failure,
hence a lowering of point B. This could successively lead to sliding to the
right of B. The two points A and B holds between them a connected set of
faces, which exceeds the angle of repose, thus after the sliding mechanism is
completed, they should all have a slope of tan Bsapie-

The lines, ¢5 and ¢, are the bounds of extreme limits to the stable
slope, neither of which are the actual stable solution due to the requirement

“The stated numerical efficiencies are derived based on practical experience.
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Figure C.1: Sketch of the sand slide mechanism. The grey line is the original bed
and the black line adjust to the constraints given by the line €y

of sediment mass conservation. They are merely lower and upper bounds,
respectively. The points A’ and B’ are the points just outside these bounds,
hence unchanged during and after the sliding.

Any line, /1, between the two bounds describes a possible stable solution.
£y adjusts the profile such that all points between A and B (these included)
are moved vertically to lie on £yr. The points between A’ and A and B and B’
are either moved to #\r or maintain their original position depending on their
position relative to the line, see figure C.1. The line, which yields the final
stable solution, is the one, which result in mass conservation. The solution
is in practical terms found using a bisection routine.

C.2 Example of the Exceedance of Angle of Repose

The sliding mechanism has been turned on in §6. This is needed, as the
breaking of regular waves result in a constant forcing in the same place,
which can maintain a unidirectional flow (see figure C.3) over a complete
wave period. This unidirectional flow can sustain extremely large bed slopes
in the order of O(40°-50°), see figure C.2(a). The mechanism in the model
responsible for these large slopes and the mechanisms, which are responsible
for the subsequent break-down of the model, are discussed here, exemplified
by test run A02SB without sand slide; see table 6.1 for the environmental
parameters. The analysis will be restricted to two dimensions, where o = 0°
for down-slope flow and o = 180° for up-slope flow.
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Eq. (3.35) for the critical Shields parameter reads

% Ihs

0 =0, cosﬁ\/l B sin? a tan? B cos asin (3
For a = 180°, 6. is strictly positive for all values of § € [0, 90°], thus
effectively increasing the critical Shields parameter relative to that on a
flat bed. Suppose that § become larger than the angle of repose and the
flow direction changes (o = 0°), then it is easily identified that 6/ become
negative, which physically does not make sense and is not handled by the
current implementation (numerical break-down).

This happens in test case A02SB. The bed level evolution is depicted in
figure C.2(a), and it is evident that the bed slope by far exceed the angle
of repose on the shoreward side on the inner breaker bar (x = 25 m). Fur-
thermore, it can be seen that the increase in slope occur rapidly, which is
due to the generation of a vortex on the shoreward side of the bar. The bed
shear stress below this vortex is constant in the offshore direction during
this period. The rapid increase in the shoreward slope is explicitly depicted
in figure C.2(b), where the maximum and minimum slopes along the entire
profile are shown.

The flow field on the shoreward side of the inner breaker bar is depicted in
figure C.3 for 5 snapshots over one wave period. In the top panel a breaking
wave rush over the bar crest, but due to the steepness of the shoreward side of
the bar, the flow separates. The resulting offshore directed nearbed velocities
are maintained over an entire wave period. The direction is firstly maintained
because of flow separation while the surface roller passes the shoreward slope,
and afterwards it is the combination of undertow and offshore directed orbital
motion in the trough.

Figure C.3 also depicts the intrawave description of the bed level change.
It is seen that the shoreward side of the bar is more or less rotated around the
bar crest leading to a steepening of the crest profile. The offshore movement
of the shoreward side is consistent with the local hydrodynamic forcing.
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Figure C.2: (a): The temporal development of the breaker bars for A02SB in the
case of no sand slide mechanism. f,, = 6.25. (b): Minimum and
mazimum profile slope as a function of time.
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Figure C.3:

The velocity field on the shoreward side of the inner bar taken at 5 hy-
drodynamic time instances. The lowermost panel correspond to mor-
phological time t,,/T = 856 where f,, = 6.25. (Full, thick): Current
bed level. (Dashed, thin): Bed level at t/T = 136. (Dashed, thick):
Instantaneous surface elevation. Note that azes are not to scale.
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Appendix D

Velocity Field in Breaking
Wayves

The velocity field is depicted for test cases FA1 and FB2 around the breaking
point in the figures D.1-D.4. See §5.1 for a discussion of the results.
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Figure D.1: Snapshots of velocity field from FA1 ((o = 0.083, T = 6 s). Full line
is 200uyluy| depicted relative to the bed. Every second vertical line of
data is omitted for clarity. Vectors plotted for v > 0.9. uy|us| > 0.0
when directed offshore.
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Figure D.3: Snapshots of velocity field from FB2 ((o = 0.385, T = 10 s). Full line

is 50uslus| depicted relative to the bed. Vectors plotted for v > 0.9.
ugluy| > 0.0 when directed offshore.
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