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Abstract. A review of turbulence measurements using ground-based wind lidars is carried out. Works performed in the last 30 yr, i.e., from 1972–2012 are analyzed. More than 80% of the work has been carried out in the last 15 yr, i.e., from 1997–2012. New algorithms to process the raw lidar data were pioneered in the first 15 yr, i.e., from 1972–1997, when standard techniques could not be used to measure turbulence. Obtaining unfiltered turbulence statistics from the large probe volume of the lidars has been and still remains the most challenging aspect. Until now, most of the processing algorithms that have been developed have shown that by combining an isotropic turbulence model with raw lidar measurements, we can obtain unfiltered statistics. We believe that an anisotropic turbulence model will provide a more realistic measure of turbulence statistics. Future development in algorithms will depend on whether the unfiltered statistics can be obtained without the aid of any turbulence model. With the tremendous growth of the wind energy sector, we expect that lidars will be used for turbulence measurements much more than ever before.

1 Introduction

This study is motivated by the recent increase in the use of wind lidars for wind energy purposes. Understanding and measuring atmospheric turbulence is vital to efficient harnessing of wind energy and to measuring the structural integrity of a wind turbine. Traditionally, meteorological mast (met-mast) anemometry has been used; in this method, either cup or sonic anemometers are mounted on slender booms at one or several heights to measure turbulence over a certain period of time. For wind energy purposes, much interest is focused on the turbulence of the wind and temperature, although some attention is also paid to other atmospheric variables such as pressure, humidity, density, etc. In this article we focus our review only on the measurement of atmospheric turbulence of wind by ground-based wind lidars. To our knowledge, there is no review article dedicated to such a topic. Engelbart et al. (2007) provide an overall review of different remote sensing techniques for turbulence measurements including lidars, whereas Emeis et al. (2007) provide a review of the use of lidars for wind energy applications without focusing in particular on turbulence measurements.

Turbulence affects the wind turbines mainly in two ways: first, the fluctuations that are caused in the extracted wind power (Kaiser et al., 2007; Gottschall and Peinke, 2008), and second, the fluctuations in the loads on different components of a wind turbine (Sathe et al., 2012). These fluctuations result in inefficient harnessing of wind energy and have the potential to inflict fatigue damage. Wind turbines are generally designed for a period of twenty years (Burton et al., 2001; IEC, 2005a). The size of a wind turbine has grown significantly over the past few decades. The upper tip of a modern wind turbine blade can easily reach heights up to 200 m above the ground. Thus measuring and understanding the turbulent wind field at great heights is essential. It is very expensive to install and operate a met-mast at such great heights for a sustained period of time. Especially offshore, the costs increase significantly owing to the large foundation needed to support the met-mast. Moreover, a met-mast cannot be moved from one place to another, thus limiting the physical range of the studies. Because of all these factors, measuring in the wake of a wind turbine (or multiple wakes) becomes quite a challenge. Lidars have the potential to counter these disadvantages of the met-mast anemometry.
Recently, lidars have been used extensively for the measurement of the mean wind speed and wind profiling (Smith et al., 2006; Kindler et al., 2009; Peña et al., 2009; Wagner et al., 2011). However, despite having been researched for years all over the world (particularly for meteorological studies), they have not yet been accepted for turbulence measurements. Lidars’ lack of acceptance can be attributed to different reasons, such as large measurement volumes leading to spatial averaging of turbulence along the line-of-sight of its measurement axis, cross-contamination by different components of the wind field, low sampling rates, etc.

This article attempts to answer two research questions pertaining to measurement of atmospheric turbulence by ground-based wind lidars:

1. What is the state of the art?

2. Are further improvements needed, either in lidar technology or in data-processing algorithms that can make turbulence measurements more reliable?

It is to be noted that our main focus is on reviewing processing algorithms that use raw lidar data and different scanning configurations. Although it is known that different lidar parameters can also influence turbulence measurements (Frehlich, 1994; Banakh and Werner, 2005), we do not carry out a review with respect to the technology itself, but that can be found in Hardesty and Darby (2005) to a certain extent.

In general, for any variable (or a combination of different variables) turbulence is characterized in several ways: in the time domain, as auto- or cross-correlation functions, turbulent kinetic energy dissipation rates, and structure functions; or in the Fourier space, as one- or multi-dimensional auto- or cross-spectrum. In the remainder of this article, we will delve into these aspects in some detail. We believe that writing such a review article without including any mathematics will provide only a superficial explanation. Hence we have included some mathematics using a uniform set of notations in order to provide a clear perspective of the past studies. To this end we define some mathematical preliminaries that characterize atmospheric turbulence in Sect. 2. In Sect. 3, we provide some explanation of the standard scanning configurations that have been used in the past. Section 4 attempts to answer the first research question posed above. It is divided into two subsections, in which we first describe the pioneering works along with the corresponding mathematics, and then we classify the past studies based on the investigated turbulence parameters. Readers who are interested only in knowing the state of the art without going into too much mathematical details can directly jump to Sect. 4.2. In Sect. 5, some perspectives are provided on the specific turbulence parameters that are useful for wind energy purposes. A summary is provided in Sect. 6, in which we attempt to answer the second research question posed above.

2 Mathematical preliminaries

In this article we will often switch between the boldfaced vector notation and the Einstein indicial notation. We define the wind field as \( \mathbf{v} = (u, v, w) \), where we define the coordinate system to be right-handed such that \( u \) (longitudinal component) is in the \( x_1 \) direction, \( v \) (transversal component) is in the \( x_2 \) direction, and \( w \) is in the vertical \( x_3 \) direction (see Fig. 1). If we consider that the fluctuations of the wind field are homogeneous in space then the auto- or cross-covariance functions can be defined only in terms of the separation distance as

\[
R_{ij}(\mathbf{r}) = \langle v'_i(x) v'_j(x + \mathbf{r}) \rangle, \quad (1)
\]

where \( R_{ij}(\mathbf{r}) \) is the auto- or cross-covariance function, \( i, j = (1, 2, 3) \) are the indices corresponding to the components of the wind field, \( x \) is the position vector in the three-dimensional Cartesian coordinate system, \( \mathbf{r} = (r_1, r_2, r_3) \) is the separation vector, \( \langle \rangle \) denotes ensemble averaging, and \( ' \) denotes fluctuations around the ensemble average. Equation (1) denotes a two-point turbulent statistic. At \( \mathbf{r} = 0 \) we get a single-point turbulent statistic, which we can denote as the variances and covariances. In matrix form it can be written as

\[
\mathbf{R} = \begin{bmatrix}
\langle u'^2 \rangle & \langle u'v' \rangle & \langle u'w' \rangle \\
\langle v'u' \rangle & \langle v'^2 \rangle & \langle v'w' \rangle \\
\langle w'u' \rangle & \langle w'v' \rangle & \langle w'^2 \rangle
\end{bmatrix}, \quad (2)
\]

where the diagonal terms are the variances of the respective wind field components and the off-diagonal terms are the covariances. Here, it is implied that \( \mathbf{R} = \mathbf{R}(0) \), and we drop the argument and the bracket for simplicity. From the definition
of $\mathbf{R}(r)$ and $\mathbf{R}$, we can define integral length scale as

$$\ell_{ij} = \frac{1}{R_{ij}} \int_0^\infty R_{ij}(r_1) \, dr_1. \quad (3)$$

Similar to $R_{ij}(r)$, another useful two-point statistic to characterize turbulence is the velocity structure function, which is defined as

$$D_{ij}(r) = \langle (v_i'(x + r) - v_i'(x))(v_j'(x + r) - v_j'(x)) \rangle. \quad (4)$$

On many occasions it convenient to study turbulence in the Fourier domain instead of the time domain. To this extent, we can define the spectral velocity tensor (or the three-dimensional spectral density) as the Fourier transform of $R_{ij}(r)$,

$$\Phi_{ij}(k) = \frac{1}{(2\pi)^3} \int R_{ij}(r) \exp(i \cdot r) \, dk,$$

where $\Phi_{ij}(k)$ is the three-dimensional spectral velocity tensor, $k = (k_1, k_2, k_3)$ is the wave vector, and $\int dk = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} dk_1 \, dk_2 \, dk_3$. From Eq. (5), it is obvious that $R_{ij}(r)$ is the inverse Fourier transform of $\Phi_{ij}(k)$. Practically, it is not possible to measure a spectral velocity tensor, since we would need measurements at all points in a three-dimensional space. A one-dimensional velocity spectrum is then used, which is defined as

$$F_{ij}(k_1) = \frac{1}{2\pi} \int R_{ij}(r_1) \exp(-ik_1 r_1) \, dr_1$$

$$= \int_{-\infty}^{\infty} \Phi_{ij}(k) \, dk_2 \, dk_3. \quad (7)$$

Another important statistic in the Fourier domain is the coherence function defined as

$$\text{coh}_{ij}(k_1) = \frac{|\chi_{ij}(k_1, r_2, r_3)|^2}{F_{ii}(k_1)F_{jj}(k_1)}, \quad (8)$$

where $\chi_{ij}(k_1, r_2, r_3)$ denotes the cross spectra between the components $i$ and $j$, and $F_{ii}(k_1) = \chi_{ii}(k_1, 0, 0)$ and $F_{jj}(k_1) = \chi_{jj}(k_1, 0, 0)$ (no summation over repeated indices) are the one-dimensional spectra of the $i$ and $j$ components, respectively.

Ideally, we would like to measure one or more of the quantities in Eqs. (1)–(8) using a lidar. However, owing to inherent difficulties in the lidar systems, this is quite often impossible. We then have to resort to combining lidar measurements with simplified turbulence models that are functions of several variables. As an example, according to Mann (1994), the turbulence structure in the neutral atmospheric surface layer described by $\Phi_{ij}(k)$ can be modeled as a function of only three parameters, $C \varepsilon^{2/3}$ (which is a product of the universal Kolmogorov constant $C \approx 1.5$ (Pope, 2000) and the turbulent kinetic energy dissipation rate to the two-third power $\varepsilon^{2/3}$), a characteristic length scale, and an anisotropy parameter. Many studies in the past have attempted to estimate $\varepsilon$ from the lidar measurements. Thus, measurement of one or more of the model parameters using lidars is also a significant contribution to the measurement of turbulence.

### 3 Lidar measurement configurations

A lidar is an acronym for light detection and ranging, and some fundamentals of its working can be found in Measures (1984). Most of the past studies have used one of the following three measurement configurations:

1. **Staring mode** – the lidar beam is fixed at a certain angle with respect to the vertical axis.
2. **Scanning mode in a cone** – this is called the velocity azimuth display (VAD, also called the plan position indicator, PPI) technique.
3. **Scanning mode in a vertical plane** – this is called the range height indicator (RHI) scanning technique.

#### 3.1 Staring mode

Figure 1 shows the schematic of a lidar operating in staring mode. At a given instant of time – if we assume that a lidar measures at a point, and that the lidar beam is inclined at a certain angle $\phi$ (in some literature the complement of $\phi$ is used, which is called the elevation angle $\alpha = 90^\circ - \phi$) from the vertical axis, and makes an azimuth angle $\theta$ with respect to the $x_1$ axis in the horizontal plane – then the radial velocity (also called the line-of-sight velocity) can be mathematically written as

$$v_r(\phi, \theta, d_l) = n(\phi, \theta) \cdot v(n(\phi, \theta) \cdot d_l), \quad (9)$$

where $v_r$ is the radial velocity measured at a point, $n = (\cos \theta \sin \phi, \sin \theta \sin \phi, \cos \phi)$ is the unit directional vector for a given $\phi$ and $\theta$, and $d_l$ is the distance from the lidar at which the measurement is obtained. In Eq. (9), we have implicitly assumed that $v_r$ is positive for the wind going away from the lidar axis, the coordinate system is right-handed, and $u$ is aligned with the $x_1$ axis in a horizontal plane. In reality, a lidar never receives backscatter from exactly one point, but rather from all over the physical space. Fortunately the transverse dimensions of a lidar beam is much smaller than the longitudinal dimensional, and for all practical purposes we can consider the backscatter to be received only along the lidar beam axis. We can then mathematically represent the radial velocity as the convolved signal,

$$\tilde{v}_r(\phi, \theta, d_l) = \int_{-\infty}^{\infty} \varphi(s) n(\phi, \theta) \cdot v(n(\phi, \theta)(d_l + s)) \, ds, \quad (10)$$
where \( \tilde{v}_r \) is the weighted average radial velocity, \( \varphi(s) \) is any weighting function integrating to one (that depends on the whether the type of lidar being used is a continuous-wave (C-W) or a pulsed lidar), and \( s \) is the distance along the beam from the measurement point of interest.

### 3.2 VAD technique

Figure 2 shows the schematic of the VAD scanning technique. It is an extension of a staring mode, where the lidar beam rotates around a vertical axis, thus forming a cone with the base at the measurement distance of interest and the apex at the lidar source. \( v_r \) is thus measured at different \( \theta \), and \( \phi \) is kept constant throughout the scan. At a given \( d_f \), the radial velocity can be written as

\[
v_r(\theta) = u \cos \theta \sin \phi + v \sin \theta \sin \phi + w \cos \phi. \tag{11}
\]

From Eq. (11), we see that when \( \phi, \theta \), and \( d_f \) are known, \( v_r \) is only a function of three unknown wind field components, i.e., \( u, v \), and \( w \). In principle, we then need three measurements of \( v_r \) at three different \( \theta \) to deduce the \( u, v \), and \( w \) components. For a standard VAD scan, we normally have much more than three measurements along the azimuth circle. We thus have more equations and only three unknowns, if we assume horizontal homogeneity. Least squares analysis can be used to deduce the three unknown wind field components.

### 3.3 RHI technique

Figure 3 shows the schematic of the RHI scanning technique. It is also an extension of staring mode, where the lidar beam rotates in a vertical plane at different \( \phi \), and \( \theta \) is kept constant throughout the scan. We can use the same Eq. (11) by varying \( \phi \) and keeping \( \theta \) constant to deduce the wind field components. Actually, from a single RHI scan, only two velocity components can be deduced, namely the vertical and the horizontal in the plane of the RHI scan. If \( \theta = 0 \) is kept constant, then the \( v \) component cannot be determined (see Eq. 11). Owing to the fact that the lidar is placed on solid ground, \( \phi \) can vary only between 0° and 180° in a vertical plane. Usually, the scanning plane is aligned such that it is in the mean wind direction. As in the VAD technique, if we then have more measurements at different \( \phi \), the three unknown wind field components are estimated using the least squares analysis.

### 4 State of the art in turbulence measurements using ground-based lidars

Generally, measurement of atmospheric turbulence is a very challenging prospect. With traditional instruments such as the cup/sonic anemometers, great care has to be taken with regards to sampling frequencies, averaging periods, correction for flow distortions, and orientation of the instrument. Because these instruments essentially measure at a point, deducing turbulence information from the raw data can be carried out using the standard procedures if these instruments are properly set up (Kaimal and Finnigan, 1994). Due to the fact that lidars measure in a much larger volume, and at different points in space, standard techniques do not suffice even if the instrument is correctly set up. Deducing turbulence information from the raw lidar data has been and remains the most challenging aspect. In the following sections, we first discuss the pioneering works that have demonstrated some of the techniques to process the raw lidar data in order to measure turbulence; this is followed by a discussion of recent studies that have used some of these techniques.

#### 4.1 Pioneering works

Although much of the lidar turbulence work has been carried out using the scanning configurations described in Sect. 3, the ideas were taken from the pioneering works on radar me-
teorology (Lhermitte, 1962; Browning and Wexler, 1968). Discussing a bit of mathematics from the radar studies is essential, since they can and have been used in lidar studies too. Lhermitte (1962) was one of the first to explain the VAD scanning technique using Doppler radars, where \( v_t \) is mathematically represented as linear combination of the sine and cosine functions of \( \theta \). Browning and Wexler (1968) were the first to conduct an experiment with a pulsed Doppler radar and estimate the \( u \) and \( v \) components of the wind field along with the mean horizontal divergence, stretching and shearing deformation, in the height range of 1.5–6 km. The latter terms were obtained using a Taylor series expansion around the center of a scanning circle. An error analysis was also carried out to limit the errors in the estimated quantities below a certain level, which led to limiting the values of \( \phi \). The radar-estimated quantities were however not compared with any reference instrument. Based on the VAD scanning, Lhermitte (1969) then suggested a technique of estimating turbulence components \( R_{ij} \) that was based on the measurements of the variance of the radial velocity \( \langle u_t^2 \rangle \). Mathematically, by substituting the definition of \( n(\phi, \theta) \) into Eq. (11), and by squaring and ensemble-averaging, we get

\[
\langle u_t^2 \rangle = \langle u^2 \rangle \sin^2 \phi \cos^2 \theta + \langle v^2 \rangle \sin^2 \phi \sin^2 \theta + \langle w^2 \rangle \sin^2 \phi + 2\langle u'v' \rangle \sin^2 \phi \cos \theta + 2\langle u'w' \rangle \sin \phi \cos \phi \sin \theta + 2\langle v'w' \rangle \sin \phi \cos \phi \sin \theta.
\]

(12)

For ease of reading, we do not include the functional dependence of \( v_t \) on \( \phi \), \( \theta \) and \( d_t \), but it is implicitly assumed. Wilson (1970) was the first to conduct an experiment using a pulsed Doppler radar and estimate \( R_{ij} \) from the \( \langle u_t^2 \rangle \) data in the convective boundary layer (0.1–1.3 km). Only turbulence scales larger than the pulse volume but smaller than the scanning circle could be measured since all the data from a single scan was used. Also, no comparison with measurements from a reference instrument was carried out, and hence the reliability of the radar measurements could not be verified. Wilson (1970) demonstrated a mathematically equivalent way of performing the Fourier analysis where integrals were defined in four quadrants as

\[
I_n = \int_{(n-1)\pi/2}^{n\pi/2} \langle u_t^2 \rangle \, d\theta,
\]

(13) where \( n = 1, \ldots, 4 \). By combining these integrals he then obtained the following expressions:

\[
\sin^2 \phi \left( \langle u^2 \rangle + \langle v^2 \rangle + \frac{2\langle w^2 \rangle}{\tan^2 \phi} \right) = \frac{1}{\pi} (I_1 + I_2 + I_3 + I_4).
\]

(14)

\[
\langle u'v' \rangle \sin 2\phi = \frac{1}{4} (I_1 + I_2 - I_3 - I_4),
\]

(15)

Using this method, we can thus estimate the covariances of \( R \) at a given \( \phi \). The Wilson (1970) method was extended by Kropfli (1986) to also include the turbulence scales larger than the scanning circle by using the data from multiple scans. Although the method was developed for Doppler radar studies, it could also be used for Doppler lidar studies.

One of the first lidar studies to measure the \( u \) spectrum using a C-W Doppler CO\(_2\) lidar was carried out by Lawrence et al. (1972). The lidar was oriented in the mean wind direction and the measurements were performed at 10 m above the ground, where the probe volume length (also called the full width half maximum (FWHM) = 2\( l \)) of the weighting function \( \varphi(s) \) was about 30 cm. They concluded that the lidar measurements of the \( u \) spectra were considerably better than those obtained using a cup anemometer. In this case \( \langle u^2 \rangle \) can be computed directly from the \( u \) fluctuations, since the lidar beam is oriented in the mean wind direction, and the probe volume is quite small. The aforementioned studies were based on detecting the Doppler shift in the frequency of the reflected radiation. Using a non-Doppler effect technique, Kunkel et al. (1980) was one of the first to estimate \( \langle u^2 \rangle \) using cross-correlation analysis and an aerosol lidar. The lidar beams were scanned in a sequence of three azimuth angles. Turbulence was assumed to be isotropic and the velocity fluctuations were assumed to have a Gaussian distribution. The lidar-derived variances compared well with the variances measured by a reference instrument mounted on a tower at 70 m. A technique was also demonstrated to estimate \( \varepsilon \) from the lidar data; this requires measurements of the boundary layer height \( z_i \), \( \langle u^2 \rangle \) and the radial velocity spectrum. Kunkel et al. (1980) estimated \( z_i \) using the lidar spectrum observations. As mentioned in Seibert et al. (2000), \( z_i \) measurements are subjected to significant uncertainties; hence, one should be careful in using this method to estimate \( \varepsilon \) from the lidar data. Hardesty et al. (1982) was one of the first to measure the \( u \) spectrum in the rotating plane of a wind turbine of about 20 m diameter. A C-W lidar was placed on a ground and a rotating mirror was mounted on a meteorological tower such that the laser beam directed towards the mirror would focus the beam in a vertical plane at a certain \( \phi \). Due to the rotating action, VAD scanning was performed in a vertical plane. Taylor series expansion around the center of a scanning circle is then used for the \( u \) component, so that the gradients in the vertical and horizontal directions are removed. Owing to the small half-opening angles, the contributions by the cross components of \( R_{ij} \) were assumed negligible. One has to be careful in using this assumption, as has been explained in detail by Sathe et al. (2011b).

Extending the work of Wilson (1970), Eberhard et al. (1989) derived a new set of equations to
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estimate $R_{ij}$ from the lidar data using VAD scanning, and they termed their method the partial Fourier decomposition technique (the same name can also be used for the Wilson, 1970 method). By using standard trigonometric identities, they rearranged Eq. (12) as

$$
\langle u_r'^{2} \rangle = \frac{\sin^2 \phi}{2} \left( \langle u_r^{2} \rangle + \langle v_r^{2} \rangle + \frac{2(w_r^{2})}{\tan^2 \phi} \right) + \langle u'v' \rangle \sin 2\phi \cos \theta + \langle v'w' \rangle \sin 2\phi \sin \theta \\
+ \frac{\sin^2 \phi}{2} \left( (\langle u_r^{2} \rangle - \langle v_r^{2} \rangle) \cos 2\theta + \langle u''v'' \rangle \sin^2 \phi \sin 2\theta \right). 
$$

(18)

If we denote Eq. (18) as a Fourier series with the corresponding Fourier coefficients, we then have

$$
\frac{\sin^2 \phi}{2} \left( \langle u_r^{2} \rangle + \langle v_r^{2} \rangle + \frac{2(w_r^{2})}{\tan^2 \phi} \right) = a_0 + \frac{1}{\pi} \int_0^{2\pi} \langle u_r'^{2} \rangle \cos \theta \, d\theta, 
$$

(19)

$$
\langle u'v' \rangle \sin 2\phi = a_1 = \frac{1}{\pi} \int_0^{2\pi} \langle u_r'^{2} \rangle \cos \theta \, d\theta, 
$$

(20)

$$
\langle v'w' \rangle \sin 2\phi = b_1 = \frac{1}{\pi} \int_0^{2\pi} \langle u_r'^{2} \rangle \sin \theta \, d\theta, 
$$

(21)

$$
\frac{\sin^2 \phi}{2} \left( (\langle u_r^{2} \rangle - \langle v_r^{2} \rangle) \cos 2\theta + \langle u''v'' \rangle \sin^2 \phi \sin 2\theta \right) = a_2 + \frac{1}{\pi} \int_0^{2\pi} \langle u_r'^{2} \rangle \sin 2\theta \, d\theta, 
$$

(22)

$$
\langle u''v'' \rangle \sin^2 \phi = b_2 = \frac{1}{\pi} \int_0^{2\pi} \langle u_r'^{2} \rangle \sin 2\theta \, d\theta, 
$$

(23)

where $a_0$ is the average, $a_1$ and $a_2$ are the Fourier cosines, and $b_1$ and $b_2$ are the Fourier sine coefficients. As an example, say for a given 30 min time series, if we have several measurements of $v_r$ at each $\theta$, then $\langle v_r'^{2} \rangle$ can then be computed for each $\theta$, and hence so can the corresponding Fourier coefficients. At one half-opening angle, we can thus compute the off-diagonal terms of Eq. (2), i.e., covariances. By measuring at two half-opening angles, and combining Eqs. (19) and (22), we can also compute the variances. As with the Wilson (1970) method, no reference instrument was available to verify the reliability of the measurements. Nevertheless, the study was valuable as the method can potentially be used with the current lidar systems at those sites where the reference measurements are available.

In all of the above studies with a Doppler lidar (or radar), horizontal homogeneity is a key assumption that makes it possible to combine lidar beam measurements from different points in space and obtain turbulence statistics. This limits the application of such studies to homogeneous flat terrains. Frisch (1991) performed pioneering work on extending the analysis of Wilson (1970) and Eberhard et al. (1989) to also include horizontal inhomoegeneities in the turbulence measurements. He mathematically demonstrated that, by measuring at three half-opening angles, we can compute $R_{ij}$ using the VAD scanning without assuming horizontal homogeneity. This could potentially have huge implications on turbulence measurements in complex (non-homogeneous) terrain, where wind turbines are subjected to large turbulent forces. Using the Taylor series expansion around the center of a scanning circle, Frisch (1991) denoted $\langle u_r'^{2} \rangle$ as a Fourier series up to the third harmonic. For each $\phi$ we then obtain a set of Fourier coefficients; i.e., for $\phi = \phi_1$ we obtain $a_{01}$ as the Fourier coefficient of the zeroth harmonic, $a_{11}$ and $b_{11}$ as the Fourier coefficients of the first harmonic, $a_{21}, b_{21}$ as the Fourier coefficient of the second harmonic, and $a_{31}$ and $b_{31}$ as the Fourier coefficients of the third harmonic. Similarly, we obtain the Fourier coefficients at $\phi = \phi_2$ and $\phi = \phi_3$. The second index in the subscript of the Fourier coefficients denotes the measurement at the corresponding $\phi$. To compute $R_{ij}$, we only need the Fourier coefficients from the zeroth up to the second harmonic given by Eqs. (19)–(23). The corresponding expressions for the components of $R_{ij}$ are then given as follows.

$$
\langle u_r'^{2} \rangle = t_1 + t_2, 
$$

(24)

$$
\langle v_r'^{2} \rangle = t_1 - t_2, 
$$

(25)

where

$$
t_1 = \left( a_{01} \cos (\phi_1) \left( \sin (\phi_1) \sin (2\phi_2) \cos (\phi_3) - \sin^2 (\phi_2) \cos^2 (\phi_3) \right) \right. \\
+ \left. a_{02} \cos (\phi_1) \left( \sin (\phi_2) \sin (2\phi_3) \cos (\phi_1) - \sin^2 (\phi_1) \cos^2 (\phi_3) \right) \right) \\
+ \left. a_{03} \cos (\phi_2) \left( \sin (\phi_1) \sin (\phi_3) \cos (\phi_2) - \sin^2 (\phi_1) \cos (\phi_3) \right) \right) \\
+ \left. 2 \cos^2 (\phi_1) \sin^2 (\phi_2) \left( \cos (\phi_3) - \cos (\phi_1) \right) \cos^2 (\phi_3) \right) \\
+ \left. 2 \sin^2 (\phi_1) \left( \sin^2 (\phi_1) \cos^2 (\phi_2) \left( \cos (\phi_1) - \cos (\phi_3) \right) \right) \right) \\
+ \left. 2 \sin^2 (\phi_2) \cos^2 (\phi_1) \left( \cos (\phi_3) - \cos (\phi_2) \right) \right). 
$$

(26)

$$
\langle u_r'^{2} \rangle = \left( a_{01} \sin^2 (\phi_3) \cos (\phi_2) - \cos (\phi_3) \right) \\
+ \left. \sin^2 (\phi_1) \left( a_{02} \sin^2 (\phi_3) \cos (\phi_1) - \cos (\phi_1) \right) \right) \\
+ \left. a_{03} \sin^2 (\phi_2) \left( \cos (\phi_1) - \cos (\phi_2) \right) \right) \\
+ \left. \sin^2 (\phi_3) \left( \sin^2 (\phi_1) \cos^2 (\phi_2) \left( \cos (\phi_1) - \cos (\phi_3) \right) \right) \right) \\
+ \left. \sin^2 (\phi_2) \cos^2 (\phi_1) \left( \cos (\phi_2) - \cos (\phi_3) \right) \right). 
$$

(27)
\[
\langle u'w' \rangle = \frac{a_{11}m_1 + a_{12}m_2 + a_{13}m_3}{\Delta}, \quad (28)
\]
\[
\langle v'w' \rangle = \frac{b_{11}m_1 + b_{12}m_2 + b_{13}m_3}{\Delta}, \quad (29)
\]

where
\[
m_1 = \sin(\phi_1) \sin(\phi_3) (\cos(2\phi_3) - \cos(2\phi_2)),
\]
\[
m_2 = \frac{1}{2} \left( \sin(3\phi_1) \sin(3\phi_3) - \sin(\phi_1) \sin(3\phi_3) \right),
\]
\[
m_3 = \sin(\phi_1) \sin(\phi_2) (\cos(2\phi_2) - \cos(2\phi_3)),
\]
\[
\Delta = 2 \sin^3(\phi_3) \left( \sin(\phi_1) \sin(2\phi_2) \cos^2(\phi_1) - \sin(2\phi_1) \sin(\phi_2) \cos^2(\phi_2) \right)
\]
\[+ 2 \left( \sin(2\phi_1) \sin^3(\phi_2) - \sin^3(\phi_1) \sin(2\phi_2) \right) \sin(\phi_3) \cos^2(\phi_3)
\]
\[+ \sin(\phi_1) \sin(\phi_2) \sin(2\phi_3) (\cos(2\phi_2) - \cos(2\phi_3)). \quad (30)
\]
\[
\langle u'v' \rangle = \frac{b_{22} \cos(\phi_1) \cos^2(\phi_2) - b_{21} \cos(\phi_2) \cos^2(\phi_1)}{\cos(\phi_1) - \cos(\phi_2)}. \quad (31)
\]

Unfortunately, not much information is given regarding any experimental study, and hence, the validity and reliability of this technique remains unknown. Nevertheless, the technique remains a potential solution to measuring turbulence in complex terrain. Using a different scanning strategy, Gal-Chen et al. (1992) was one of the first to employ RHI scanning to estimate \( R_{ij} \). They used a pulsed CO\(_2\) Doppler lidar in the mean wind direction and perpendicular to the mean wind direction. The equations for \( \langle u'^2 \rangle \) are given as
\[
\langle u'^2 \rangle = \langle u'^2 \rangle \sin^2\phi + \langle v'^2 \rangle \cos^2\phi \pm \langle u'w' \rangle \sin(2\phi), \quad (32)
\]
for the lidar beam aligned in the mean wind direction. The \( \pm \) sign for \( \langle u'w' \rangle \) indicates whether the wind is blowing away from or towards the lidar beam. Similarly, for the cross-wind direction we have
\[
\langle v'^2 \rangle = \langle v'^2 \rangle \sin^2\phi + \langle w'^2 \rangle \cos^2\phi \pm \langle v'w' \rangle \sin(2\phi), \quad (33)
\]
where the \( \pm \) sign indicates positive or negative cross wind beam direction. Equations (32) and (33) are then solved using the least squares analysis to obtain components of \( R_{ij} \) (except \( \langle u'v' \rangle \)). A method to estimate \( \varepsilon \) is also provided using the one-dimensional longitudinal spectrum. In the inertial subrange, the following relation is known (Pope, 2000):
\[
F_{11}(k_1) = C_1 \varepsilon^{2/3} k_1^{-5/3}, \quad (34)
\]
where \( F_{11}(k_1) \) is the one-dimensional spectrum of the longitudinal wind field component, and \( C_1 \approx 0.5 \) is the Kolmogorov constant related to \( F_{11}(k_1) \). The spectrum is measured using a lidar at low elevation angle, and the inertial range can be established by fitting the \(-5/3\) slope to the spectrum measurements. \( \varepsilon \) can then be estimated using Eq. (34), provided that the averaging is taken care of or can be ignored.

An innovative method was also provided to compute the surface heat flux using the third moment of the vertical velocity by the following equation:
\[
\frac{\partial}{\partial z} \left( \frac{1}{2} \langle w'^3 \rangle \right) = \frac{1}{\rho} \langle w' \partial p'/\partial z \rangle - \frac{e}{3} + \frac{g}{\Theta_T} \langle w' \Theta_T' \rangle, \quad (35)
\]
where \( \langle w'^3 \rangle \) is the third moment of the vertical velocity, \( z \) is the height above the ground, \( \partial / \partial z \) is the vertical gradient, \( p' \) is the pressure fluctuation, \( \rho \) is the air density at the surface, \( \Theta_T \) is the surface potential temperature, and \( \langle w' \Theta_T' \rangle \) is the sensible heat flux. Wyngaard and Coté (1971) showed that the pressure covariance term at the surface is negligible, and thus can be neglected in the surface measurements. \( \langle w'^3 \rangle \) can be measured using lidar measurements, and hence \( \langle w' \Theta_T' \rangle \) can be measured indirectly using Eq. (35). It should be noted that the averaging time required for the third moments are significantly larger than those required to compute the lower order moments, owing to its influence on the systematic and random errors (Lenschow et al., 1994). Again, owing to the measurement heights of interest, no reference instrument was available, and hence, the reliability of lidar measurements is unknown. It should also be noted that at small elevation angles, the assumption of horizontal homogeneity may not be valid, and one has to take this into account when interpreting the lidar measurements.

In all of the above studies with a Doppler lidar (or radar), the estimated turbulence statistics from the lidar measurements will be subjected to different levels of volume averaging errors, depending on the type of lidar (C-W or pulsed), height above the ground, and the turbulence structure in the atmosphere (Sathe et al., 2011b). None of the aforementioned studies have attempted to correct the turbulence statistics for the errors due to finite probe volume of a lidar, possibly because many were interested to measure in the convective boundary layer. In this layer, the turbulence scales are quite large (Wyngaard, 2010), and perhaps probe volume averaging does not matter. However, if the measurements are desired closer to the ground, particularly in the first 200 m above the ground where the wind turbines operate, then one must account for the averaging effects in the probe volume. Frehlich (1994) and Frehlich et al. (1994) demonstrated this averaging effect in the measurement of the structure function, where for smaller separation distances the averaging effect was more pronounced. Smalikho (1995) was the first to derive explicit formulae to account for the small-scale filtering effect of the finite probe volume for a C-W lidar. The formulæ for the estimation of \( \varepsilon \) were derived using three different methods for a staring lidar, i.e., using
- the width of the Doppler spectrum,
- the velocity structure function, and
- the one-dimensional velocity spectrum.
He derived the following expression for the width of the Doppler spectrum:

\[ \langle \sigma_v^2 \rangle = 1.22 C e^{2/3} l^{2/3}, \quad (36) \]

where \( \langle \sigma_v^2 \rangle \) is the second central moment of the Doppler spectrum (or its width), and \( l \) is the Rayleigh length (which for a C-W lidar is the same as the half-width half-maximum of the weighting function of the probe volume). It should be noted that there is a slight difference in the value of the Kolmogorov constant used in Banakh et al. (1999), although the same Eq. (36) is also stated in Smalikho (1995), i.e., in Eq. (25) of Smalikho (1995) the value of Kolmogorov constant is \( \approx 2 \), whereas in Eq. (13) of Banakh et al. (1999), the value of Kolmogorov constant is \( \approx 1.83 \). Also, the value of the Kolmogorov constant is derived in great detail by Mann et al. (1995) re-derived the expression in great detail. Taylor’s hypothesis is violated and the structure functions cannot be estimated. In order to counter these limitations Banakh et al. (1996) proposed a novel technique to estimate \( \varepsilon \) using the VAD scanning. Instead of measuring the structure function based on a separation distance \( r_1 \) and using Taylor’s hypothesis, it is measured based on an angular separation distance, \( d \delta \), on the base of the scanning cone, where \( \delta = 2 \sin^{-1}(\sin \phi \sin \theta) \) is the angle subtended by the two lidar beams in a VAD scanning. There is, however, an assumption that the scanning speed is much larger than the advection speed of the turbulence. Kristensen et al. (2012) re-derived the expressions using this approach but disregarded the contribution due to random instrumental noise that was considered in Banakh et al. (1996). For modern lidar systems, the instrumental noise can be neglected (Mann et al., 2009); however, it was found to be significant for older systems (Frehlich et al., 1998; Drobinski et al., 2000), and hence one must be careful before neglecting it. Two approaches were chosen in the derivation by Kristensen et al. (2012): time-domain autocorrelation approach, and the Fourier-domain wave-number approach. The Fourier-domain approach is derived for a C-W lidar (assuming a Lorentzian function), whereas the time domain approach provides expressions as a function of \( \varphi(s) \). By using appropriate \( \varphi(s) \), the time-domain expressions can be applied for a C-W or a pulsed lidar. The equations using both approaches are as follows. In the time domain,

\[
\hat{D}(\delta) = 2(1 - \cos \delta) R(0) + \frac{9}{55} \Gamma \left( \frac{1}{3} \right) C(\varepsilon d)^{2/3} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \psi(s_1) \psi(s_2) \left( 3 \left( \frac{(s_2 - s_1)^2 + 4s_1^2 s_2^2 \sin^2(\delta/2)^{1/3} \cos \delta - |s_2 - s_1|^2/3}{(s_2 - s_1)^2 + 4s_1^2 s_2^2 \sin^2(\delta/2)^{2/3}} \right) ds_1 ds_2, \quad (39) \right)
\]

\( \hat{D}(\delta) \) is the filtered radial velocity structure function measured by the lidar, \( r_1 = \langle u \rangle t \) is the separation distance along the \( x_1 \) axis, \( \Gamma(n) = \int_0^\infty x^n \exp(-x) \, dx \) is the gamma function, \( \Theta \) is the angle between the lidar beam and the mean wind \( \langle u \rangle \), and

\[
\tilde{D}(r_1) = C e^{2/3} l^{2/3} \frac{\Gamma(1/3)}{5\sqrt{\pi} \Gamma(5/6)} \int_0^{2\pi} \left( 1 - \frac{8}{11} \cos^2 \xi \right) \psi(r_1, \Theta, \xi) \, d\xi, \quad (37) \]

where \( \tilde{D}(r_1) \) is the filtered radial velocity structure function, \( r_1 = \langle u \rangle t \) is the separation distance along the \( x_1 \) axis, \( \Gamma(n) = \int_0^\infty x^n \exp(-x) \, dx \) is the gamma function, \( \Theta \) is the angle between the lidar beam and the mean wind \( \langle u \rangle \), and

\[
\Psi(r_1, \Theta, \xi) = \frac{3}{2} \Gamma \left( \frac{1}{3} \right) \left( \left( \frac{r_1}{\langle \cos \xi + \Theta \rangle} \right)^2 \cos^2 \left( \xi + \Theta \right) \right)^{1/3} \cos \left( \frac{2}{3} \tan^{-1} \left( \frac{r_1}{\langle \cos \xi + \Theta \rangle} \right) \right) - |\cos \xi|^{2/3}, \quad (38) \]

\( r_1 \) is computed using the Taylor’s hypothesis (Taylor, 1938), where turbulence is assumed to be advected by the mean wind \( \langle u \rangle \) in time \( t \). For the measured and known parameters \( \tilde{D}(r_1), r_1, l \) and \( C \), the unknown \( \varepsilon \) can be estimated, where the one-dimensional integral in Eq. (37) can be solved numerically. Using a similar approach, Smalikho (1995) and

Kristensen et al. (2011) also derived the expressions for the one-dimensional velocity spectrum. However, due to the equivalence of the structure function and spectrum approach, the equation is not explicitly stated here.

The limitation of the structure function approach using a staring Doppler lidar is that if there is little or no mean wind then Taylor’s hypothesis is violated and the structure functions cannot be estimated. In order to counter these limitations Banakh et al. (1996) proposed a novel technique to estimate \( \varepsilon \) using the VAD scanning. Instead of measuring the structure function based on a separation distance \( r_1 \) and using Taylor’s hypothesis, it is measured based on an angular separation distance, \( d \delta \), on the base of the scanning cone, where \( \delta = 2 \sin^{-1}(\sin \phi \sin \theta) \) is the angle subtended by the two lidar beams in a VAD scanning. There is, however, an assumption that the scanning speed is much larger than the advection speed of the turbulence. Kristensen et al. (2012) re-derived the expressions using this approach but disregarded the contribution due to random instrumental noise that was considered in Banakh et al. (1996). For modern lidar systems, the instrumental noise can be neglected (Mann et al., 2009); however, it was found to be significant for older systems (Frehlich et al., 1998; Drobinski et al., 2000), and hence one must be careful before neglecting it. Two approaches were chosen in the derivation by Kristensen et al. (2012): time-domain autocorrelation approach, and the Fourier-domain wave-number approach. The Fourier-domain approach is derived for a C-W lidar (assuming a Lorentzian function), whereas the time domain approach provides expressions as a function of \( \varphi(s) \). By using appropriate \( \varphi(s) \), the time-domain expressions can be applied for a C-W or a pulsed lidar. The equations using both approaches are as follows. In the time domain,

\[
\hat{D}(\delta) = 2(1 - \cos \delta) R(0) + \frac{9}{55} \Gamma \left( \frac{1}{3} \right) C(\varepsilon d)^{2/3} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \psi(s_1) \psi(s_2) \left( 3 \left( \frac{(s_2 - s_1)^2 + 4s_1^2 s_2^2 \sin^2(\delta/2)^{1/3} \cos \delta - |s_2 - s_1|^2/3}{(s_2 - s_1)^2 + 4s_1^2 s_2^2 \sin^2(\delta/2)^{2/3}} \right) ds_1 ds_2, \quad (39) \right)
\]

\( \hat{D}(\delta) \) is the filtered radial velocity structure function for a separation distance, \( d \delta \), on the base of the cone, \( R(0) = \langle u^2 \rangle = \langle u_2^2 \rangle = \langle u_3^2 \rangle \) for isotropic turbulence, and \( s_1 = s_1/d_\delta, s_2 = s_2/d_\delta \) are non-dimensional variables. In the Fourier domain, for a C-W lidar,
\begin{align}
\tilde{D}(\delta) &= 2(1 - \cos \delta) R(0) + C(d_t^2)^{2/3} \frac{3}{55} \Gamma\left(\frac{1}{3}\right) \\
&\cdot \left(\frac{3}{\sqrt{2}} (1 + 7 \cos \delta) \sin^{2/3}(\delta/2) - 18 \left(\frac{d_t}{l}\right)^{-2/3}\right) \\
&+ \frac{1}{\pi} \left(\frac{2d_t}{l}\right)^{-2/3} \left(\frac{\pi}{2}\right)^{1/2} \int_0^\infty \frac{\Gamma(1/2)\Gamma(1/3)}{\Gamma(5/6)} \left(7 \cos \delta - 4 \cos(2\xi)\right) \\
&\cdot \left(2\cos\left(\frac{2}{3} \tan^{-1}\left(\frac{4d_t \sin(\delta/2) \sin \xi}{l(\cos(\xi + \delta/2) + |\cos(\xi - \delta/2)|)}\right)\right) \\
&\cdot \left(|\cos(\xi + \delta/2)| + |\cos(\xi - \delta/2)|\right)^2 + 16 \left(\frac{d_t}{l}\right)^2 \sin^2(\delta/2) \sin^2 \xi\right)^{1/3} \\
&\cdot \left(4 \left(\frac{d_t}{l}\right)^2 \sin(\delta/2) \sin \xi\right)^{2/3} \right) d\xi. \tag{40}
\end{align}

As in the Smalikho (1995) method, the key to using this method is to appropriately select \(d_t \ll L\), so that turbulence is measured in the inertial subrange, and is locally isotropic. \(D(\delta)\) can be measured using a lidar; then, by knowing \(R(0)\), we can estimate \(\varepsilon\). Banakh et al. (1996) did not include the \(R(0)\) term in their equation, perhaps because at \(\delta \ll \pi/2\), and \(d_t \gg L\), this term is negligible. The advantage of using Eq. (40) is that we need to solve only a single integral numerically, whereas in Eq. (39) we need to solve a double integral numerically, and that may increase the numerical error. The estimation of \(R(0)\) can be quite challenging, since it also contains information about the large-scale turbulence.

Kristensen et al. (2012) used empirical models for convective turbulence (Kristensen et al., 1989) and estimated that \(R(0) = 1.74 \varepsilon^{2/3}(d_t \cos \phi)^{2/3}\). Alternatively, one may use the von Kármán (1948) energy spectrum and derive expressions for \(R(0)\). The experimental verification of the Kristensen et al. (2011, 2012) expressions remains to be seen, but the experimental verification of the Smalikho (1995) and Banakh et al. (1996) expressions will be discussed later in the article.

One of the biggest limitations of a C-W lidar is that \(l \propto d_t^2\), and hence measuring at greater heights becomes a problem owing to the large probe volume. A pulsed lidar is then ideally suited for this purpose, since the length of its probe volume remains constant at all heights. To this end, Frehlich (1997) was one of the first to derive expressions for the filtered velocity correlation and structure function measured by a pulsed lidar. Numerical simulations were performed to verify the model in which close agreement was observed. The covariances and structure functions of the radial velocities are expressed as a function of lidar parameters and single-point statistics. If the range gate length of a pulsed lidar is defined as \(L_p = c \tau/l\), where \(c\) is the speed of light, and \(\tau\) is the pulse duration, then Frehlich (1997) derived the following equation for the filtered covariance function of the radial velocity:

\[ \tilde{D}(r) = \langle \psi^2 \rangle \int_{-\infty}^{\infty} f(x, \mu) (1 - \Lambda(\chi|y-x)) \, dx, \] \tag{41}

where \(r\) is the separation distance along the beam, \(y = r/L_p\), \(\mu = \sqrt{2 \ln(2)} L_p/l\), \(\chi = L_p/l\), \(\Lambda(x) = (ax)^{2/3}(1 + (ax)^b)^{-2/3b}\), is supposedly the normalized structure function of the radial velocity component, and

\[ f(x, \mu) = \frac{1}{2 \sqrt{\pi} \mu} \left(\exp(-\mu^2(x+1)^2) + \exp(-\mu^2(x-1)^2)\right) \]

\[ + \frac{\chi}{2} \left(\text{erf}(\mu(x+1)) + \text{erf}(\mu(x-1)) - 2 \text{erf}(\mu x)\right) \]

\[ - \frac{1}{\sqrt{\pi} \mu} \exp(-\mu^2 x^2) + \frac{\text{erf}(\mu(x+1)) - \text{erf}(\mu(x-1))}{2} \]

\[ - \frac{1}{\sqrt{\pi} \mu} \exp(-\mu^2 x^2) - \frac{\text{erf}(\mu(x+1)) - \text{erf}(\mu(x-1))}{2}, \] \tag{43}

where \(f(x, \mu)\) is the filter function for a Gaussian transmitted pulse and a rectangular time window. Frehlich (1997) mentions that Eq. (42) is the universal function given by Kaimal et al. (1972) (but we could not verify that), where, for neutral conditions, \(a = 0.26278\) and \(b = 1.1948\), and

\[ \psi'(x) = 2/\sqrt{\pi} \Gamma(1/2) \exp(-x^2) \, dx = \text{error function}. \] \tag{44}

In both Eqs. (41) and (44) an empirical \(\Lambda(x)\) function is used to express \(\tilde{D}(r)\) and \(\tilde{D}(r)\) in terms of \(\langle \psi^2 \rangle\) and \(\mu\), but in principle we could also use the von Kármán (1948) model. By measuring \(\tilde{R}(r)\) or \(\tilde{D}(r)\) using a lidar, \(L\) and \(\langle \psi^2 \rangle\) can be obtained by the fitting the measurements to Eqs. (41) or (44). Having obtained \(\langle \psi^2 \rangle\), any/all of the Eqs. (13)–(33) can be used to estimate \(R_{ij}\).

In an independent study, Banakh and Smalikho (1997b) also derived expressions for the estimation of \(\varepsilon\) using a starting pulsed lidar. They followed the same structure function approach as in Smalikho (1995). Using numerical simulation, they compared the performance of their model with the numerical results, and concluded that the relative errors in the estimation of \(\varepsilon\) are between 15–20 % for a signal-to-noise ratio equal to or greater than unity. Comparison of the model with the measurements will be more challenging, and possibly provide more confidence in the method. As for the C-W lidar, Kristensen et al. (2011) re-derived the expressions in great detail. Like Frehlich (1997), Kristensen et al. (2011) assumed a Gaussian transmitting pulse. If \(w_p\) is defined as the pulse width, then Kristensen et al. (2011) introduced a length scale \(L_p = \sqrt{l^2/12 + w_p^2}\) and used the same same expression.
as Eq. (37) also for the pulsed lidar, except that \( l \) in Eq. (37) is replaced by \( l_p \) and the \( \Psi (r_1, \Theta, \xi) \) function is now given as

\[
\Psi (r_1, \Theta, \xi) = \frac{3}{2} \Gamma \left( \frac{2}{3} \right) \cos \xi \left[ \frac{2}{3} \left( F_1 \left( -\frac{1}{3}, \frac{1}{3}, \frac{1}{2}; \frac{r_1^2 \cos^2 \xi + \Theta}{4 \xi \cos \xi} \right) - \frac{1}{2} \right) \right]. \tag{45}
\]

where \( F_1(a; b; x) \) is the Kummer confluent hypergeometric function (Abramowitz and Stegun, 1965). It is to be noted that using Eqs. (37) and (45), for some combinations of \( a \) and \( r_1/l \) (or \( r_1/l_p \)), \( \tilde{D}(r) \) becomes negative, but Kristensen et al. (2011) also provide the range within which Eqs. (37) and (45) are valid. An advantage of using a pulsed lidar is also that we do not need to apply Taylor’s hypothesis in order to compute the separation distance. Thus, instead of using \( r_1 \) in Eq. (45) we can use the separation distance \( r \) (provided that \( r \ll L \)) along the lidar beam, since a pulsed lidar measures at different range gates simultaneously, and hence measure \( \tilde{D}(r) \) along the lidar beam axis (Frehlich, 1997).

For a C-W lidar, it is reasonable to assume that the Doppler spectrum obtains its width mainly due to velocity variations (and perhaps also the mean shear) inside the probe length of the lidar. For a pulsed lidar, this assumption is not reasonable, since some lidar parameters like the finite pulse width also contributes to the width of the Doppler spectra. Extracting turbulence information from the width of a Doppler spectra for a pulsed lidar is then much more challenging. Nevertheless, Smalikho et al. (2005) demonstrated that by depicting the Doppler spectral width as a linear summation of contributions from atmospheric turbulence and lidar parameters, we can successfully measure \( \varepsilon \). Using numerical simulations, they concluded that the bias in \( \varepsilon \) is very sensitive to the selection of the optimal noise threshold level. Interestingly, they compared the estimations of \( \varepsilon \) obtained by the spectral width approach and those obtained by the structure function approach (Frehlich, 1997; Banakh and Smalikho, 1997b), and concluded that at low turbulence levels, the structure function approach results in lower random errors of \( \varepsilon \), whereas at higher turbulence levels, the random errors in \( \varepsilon \) obtained by the spectral width approach are two times smaller than those obtained by the structure function approach. The experiment was carried out using the RHI scanning, but since no reference instruments were available, the reliability of this technique was unknown.

From the above, it can be seen that the major works on processing raw lidar data and obtaining unfiltered turbulence parameters are based on the filtered radial velocity covariances and structure functions. In all these works, the filter function is obtained by assuming either the isotropy of turbulence in the inertial sub-range or the entire range of turbulence scales. It is well-known, however, that turbulence is not isotropic on all scales of interest (Kaimal et al., 1972; Mann, 1994). Hence, \( \langle \nu^2_r \rangle \) and \( L \) obtained by fitting the modeled structure function to the measurements (Frehlich et al., 1998) is not entirely reliable. A better solution would then be to use the anisotropic turbulence model (Mann, 1994) in modeling the structure function measured by the lidar, and then fitting it to the measurements (Frehlich et al., 2006; Frehlich and Kel-ley, 2008). Even using an anisotropic turbulence model may not provide reliable estimates of turbulence statistics under all conditions, e.g., the Mann (1994) model is strictly valid only for homogeneous neutral surface layer. Alternatively, it would be best if we do not need to combine turbulence mod-els with measurements, so that we get more reliable statistics from lidar measurements. Mann et al. (2010) provided one such technique to obtain unfiltered radial velocity variance for a C-W lidar without using any turbulence models. They suggested using the mean Doppler spectra given as

\[
\langle S(v_s) \rangle = \frac{f(\eta)}{\sqrt{8\pi \langle \nu_r^2 \rangle}}, \tag{46}
\]

where \( \eta = (Gl + \nu_s)/\sqrt{2\langle \nu_r^2 \rangle} \). \( G \) is the mean radial velocity gradient, * denotes complex conjugation, and \( f(\eta) = \exp(i\eta^2)(1 - \text{erf} \eta) \). Mann et al. (2010) assumed that the probability density function of \( \nu_s \) at a given position \( s \) inside the probe volume is Gaussian distributed, and that \( \langle \nu_r^2 \rangle \) is constant inside the probe volume. A systematic study of the influence of these assumptions on the turbulence statistics has however not been carried out. By fitting Eq. (46) to measurements of \( \langle S(v_s) \rangle \), \( \langle \nu_r^2 \rangle \) can be estimated.

4.2 Classification of the previous works according to the estimated turbulence quantity

From the previous section, it can be clearly understood that processing raw lidar signals to extract turbulence information is an extremely challenging task. Until the mid- and late 1990s, the focus was more on developing new data-processing methods to extract turbulence information. New algorithms for efficiently processing the raw lidar data are still being developed, as seen in the recent work by Mann et al. (2010). Nevertheless, many studies have benefited from the continuous developments in the past, where simulation studies and measurement campaigns have been carried out. Because lidar is not yet an established technology to measure atmospheric turbulence, it is important to compare lidar measurements with a reference instrument, as emphasized in the review article by Wilczak et al. (1996). In their review, lidar technology was termed to be a “young adult” in comparison to sodars and radars. With the recent spurt in the measurement campaigns using lidars, we think that it has grown beyond its status of “young adult”.

Table 1 groups the studies that have focused on estimation of turbulence quantities using either simulation or lidar measurements. For each turbulence quantity, the total number of studies is also given. It is evident that significant effort has been focused on estimation of \( \varepsilon \), followed by \( R_{ij}, \xi_{ij}, \langle \nu^2_r \rangle \), \( \tilde{D}(r) \), \( \tilde{F}(k_1) \), and \( F_{ij}(k_1) \).
Table 1. Grouping of the past studies according to the estimated turbulence quantity using a lidar.

<table>
<thead>
<tr>
<th>No.</th>
<th>Quantities Estimated</th>
<th>List of references</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Turbulent kinetic energy dissipation rate, $\varepsilon$</td>
<td>Kunkel et al. (1980); Gal-Chen et al. (1992); Frehlich et al. (1994); Banakh et al. (1995b, 1996); Frehlich (1997); Banakh et al. (1997); Banakh and Smalikho (1997a, b); Frehlich et al. (1998); Banakh et al. (1999); Drobinski et al. (2000); Frehlich and Cornman (2002); Davies et al. (2004, 2005); Collier et al. (2005); Banakh and Werner (2005); Smalikho et al. (2005); Frehlich et al. (2006); Frehlich and Kelley (2008); Davis et al. (2008); Frehlich et al. (2008); Lothon et al. (2009); Banakh et al. (2010); O’Connor et al. (2010); Chan (2011); Dors et al. (2011); Kristensen et al. (2011, 2012)</td>
<td>29</td>
</tr>
<tr>
<td>2</td>
<td>Components of the autocovariance matrix, $R_{ij}$</td>
<td>Kunkel et al. (1980); Eberhard et al. (1989); Gal-Chen et al. (1992); Frehlich et al. (1998); Cohn et al. (1998); Davies et al. (2003); Drobinski et al. (2004); Davies et al. (2005); Collier et al. (2005); Banta et al. (2006); Davis et al. (2008); Pichugina et al. (2008); Wagner et al. (2009); Tucker et al. (2009); Mann et al. (2010); Sathe et al. (2011b); Lang and McKeogh (2011)</td>
<td>17</td>
</tr>
<tr>
<td>3</td>
<td>Integral turbulent length scale, $\ell_{ij}$, outer scale of turbulence $\mathcal{L}$</td>
<td>Frehlich (1997); Frehlich et al. (1998); Cohn et al. (1998); Banakh et al. (1999); Drobinski et al. (2000); Frehlich and Cornman (2002); Davies et al. (2004, 2005); Collier et al. (2005); Banakh and Werner (2005); Smalikho et al. (2005); Lothon et al. (2006); Frehlich et al. (2006); Frehlich and Kelley (2008); Frehlich et al. (2008); Lothon et al. (2009)</td>
<td>16</td>
</tr>
<tr>
<td>4</td>
<td>Radial velocity variance, $\langle v_r^2 \rangle$</td>
<td>Eberhard et al. (1989); Gal-Chen et al. (1992); Frehlich (1997); Mayor et al. (1997); Frehlich et al. (1998); Drobinski et al. (2000); Davies et al. (2004); Banakh and Werner (2005); Frehlich et al. (2006); Frehlich and Kelley (2008); Frehlich et al. (2008); Branlard et al. (2013)</td>
<td>12</td>
</tr>
<tr>
<td>5</td>
<td>Filtered radial velocity spectrum, $\tilde{F}(k_1)$</td>
<td>Banakh et al. (1997); Mayor et al. (1997); Frehlich et al. (1998); Drobinski et al. (1998); Banakh et al. (1999); Drobinski et al. (2000); Davies et al. (2004); Mann et al. (2009); Sjöholm et al. (2009); Kristensen et al. (2011); Dors et al. (2011); Angelou et al. (2012)</td>
<td>12</td>
</tr>
<tr>
<td>6</td>
<td>Filtered radial velocity structure function, $D(r)$ (or $D(r_1)$)</td>
<td>Frehlich et al. (1994); Frehlich (1997); Banakh and Smalikho (1997b); Frehlich et al. (1998); Banakh et al. (1999); Frehlich and Cornman (2002); Davies et al. (2004); Frehlich et al. (2008); Banakh et al. (2010); Chan (2011); Kristensen et al. (2011, 2012)</td>
<td>12</td>
</tr>
<tr>
<td>7</td>
<td>One-dimensional spectrum of the components of the wind field, $F_{ij}(k_1)$</td>
<td>Lawrence et al. (1972); Hardesty et al. (1982); Drobinski et al. (2004); Davies et al. (2005); Lothon et al. (2009); O’Connor et al. (2010); Canadillas et al. (2010); Sathe and Mann (2012)</td>
<td>8</td>
</tr>
<tr>
<td>8</td>
<td>Third order moments $\langle w^3 \rangle$</td>
<td>Gal-Chen et al. (1992); Cohn et al. (1998); Lenschow et al. (2000)</td>
<td>3</td>
</tr>
<tr>
<td>9</td>
<td>Kinematic heat flux, $\langle w'\theta' \rangle$</td>
<td>Gal-Chen et al. (1992); Davis et al. (2008)</td>
<td>2</td>
</tr>
<tr>
<td>10</td>
<td>Coherence of the components of the wind field, $\text{coh}_{ij}(k_1)$</td>
<td>Lothon et al. (2006); Kristensen et al. (2010)</td>
<td>2</td>
</tr>
</tbody>
</table>
4.2.1 $\epsilon$, $\tilde{F}(k_1)$, $\tilde{D}(r)$

The greatest advantage of estimation of $\epsilon$ is that we can exploit the universal behavior of isotropy in the inertial subrange, either in the Fourier domain (using velocity spectrum) or the temporal domain (using structure function) (Pope, 2000). Thus, estimation of $\epsilon$ involves estimation of either $\tilde{F}(k_1)$ or $\tilde{D}(r)$ (we could also use the separation distance $r_1$ instead of $r$) in the inertial subrange from the lidar beam that is oriented in any direction. The associated challenges are then threefold: proving the existence of the inertial subrange, identifying the inertial subrange from the lidar data, and averaging within the probe volume. From Pope (2000), we understand that in order to have a well-defined inertial subrange, we need large Reynolds number flows. Fortunately, atmospheric flows are usually characterized by large Reynolds numbers (Wyngaard, 2010), especially during convective daytime conditions. Stable atmospheric conditions that normally occur during the late night and early morning, can however present challenges since they are associated with low Reynolds number turbulence (Wyngaard, 2010). We can then assume that inertial subrange is well defined for most of the day, except during late night and early morning conditions.

The challenge associated with identifying the inertial subrange from lidar measurements is mainly due to the probe length of a lidar. In principle, we need only one measurement – of either $\tilde{F}(k_1)$ or $\tilde{D}(r)$ – in the inertial subrange. However, in order to avoid statistical uncertainty, it is recommended that one take multiple measurements, and use them all to fit a model. From Mann et al. (2009), Sjöholm et al. (2009) and Sathe (2012), it is clear that due to the probe length of a lidar, most of the turbulence scales in the inertial range are filtered out. Modeling the lidar filter function then becomes inevitable, which has fortunately been carried out by Smalikho (1995), Banakh et al. (1996), Frehlich (1997), Smalikho et al. (2005), Sjöholm et al. (2009) and Mann et al. (2009). In Sjöholm et al. (2009) and Mann et al. (2009), the goal was only to compare the lidar volume-averaged measurements of the radial velocity spectrum with reference point measurements; an estimation of $\epsilon$ was not carried out. These studies could be extended further to estimate $\epsilon$ by using the isotropic or anisotropic form of spectral tensor with a given energy spectrum. Apart from the filtering effect, we also need to identify the cut-off low wavenumber range when using $\tilde{F}(k_1)$, and the maximum separation distance when using $\tilde{D}(r)$ in order to identify the inertial subrange.

In summary, there are four ways of estimating $\epsilon$: width of the Doppler spectra (Smalikho, 1995; Banakh et al., 1995a, 2010; Smalikho et al., 2005), radial velocity spectrum (Gal-Chen et al., 1992; Banakh et al., 1995b, 1997; Banakh and Smalikho, 1997a; Drobinski et al., 2000; Davies et al., 2005; Davis et al., 2008; Collier et al., 2005; Lothon et al., 2009; O’Connor et al., 2010; Dors et al., 2011; Kristensen et al., 2011), line-of-sight radial velocity structure function (Frehlich et al., 1994; Frehlich, 1997; Banakh and Smalikho, 1997a, b; Frehlich et al., 1998; Banakh et al., 1999; Frehlich and Cornman, 2002; Davies et al., 2004; Banakh and Werner, 2005; Smalikho et al., 2005), and radial velocity azimuthal structure function (Banakh et al., 1996, 1999; Banakh and Smalikho, 1997a; Frehlich et al., 2006, 2008; Frehlich and Kelley, 2008; Chan, 2011; Kristensen et al., 2012). Very few studies have exploited the Doppler spectral width to estimate $\epsilon$; the reasons could be that for a C-W lidar the applicability of the Doppler spectral width is limited to $l \ll L$, and for a pulsed lidar it is quite complicated to process the data (Smalikho et al., 2005). Nevertheless, as shown by Banakh et al. (2010), for a pulsed lidar it could be advantageous to use the Doppler spectral width approach, since the random errors in $\epsilon$ can be reduced at higher turbulence levels than they can in the structure function approach, or equally, using the radial-velocity-spectrum approach.

4.2.2 $\langle v_i'^2 \rangle$, $\ell_{ij}$, $\mathcal{L}$

Apart from $\epsilon$, another important parameter that characterizes turbulence is the length scale. The two most commonly used definitions of the length scale are $\ell_{ij}$ and $\mathcal{L}$, which have physically different interpretations. $\mathcal{L}$ (also called the outer length scale of turbulence) is the length scale corresponding to the maximum spectral energy, whereas $\ell_{ij}$ can be interpreted as the length scale up to which turbulence is correlated. The two scale lengths can, however, be shown to be related to each other, as was done by Frehlich and Cornman (2002), Smalikho et al. (2005) and Lothon et al. (2006). Thus, $\ell_{ij}$ can be estimated from its relationship with $\mathcal{L}$ (Frehlich and Cornman, 2002; Davies et al., 2004; Collier et al., 2005; Smalikho et al., 2005; Lothon et al., 2006, 2009; Frehlich et al., 2006), or by using the definition given in Eq. (3) (Cohn et al., 1998). Practically, $\ell_{ij}$ is estimated from the values of the autocorrelation function at the first zero crossing, but Davies et al. (2005) estimated the same using some properties of the autocorrelation function. $\mathcal{L}$ can be estimated using the structure function approach (Frehlich, 1997; Frehlich et al., 1998, 2008; Frehlich and Kelley, 2008). Drobinski et al. (2000) followed a slightly different approach, in which the radial velocity spectrum is split into two regions; one is the energy-containing range, and the other contains the inertial subrange up to the dissipation range. Measurements of the radial velocity spectrum can thus be fitted to this model and $\mathcal{L}$, $\epsilon$ estimated simultaneously. Interestingly, Banakh et al. (1999) and Banakh and Werner (2005) also use the term outer length scale for $\ell_{ij}$, but we believe that it is important to distinguish between the two length scales.

Fewer studies have been carried out to estimate $\langle v_i'^2 \rangle$ than to estimate $\epsilon$ (see Table 1). This is perhaps because information of all turbulence scales is required to estimate $\langle v_i'^2 \rangle$, and a universal isotropic relation does not suffice. Although Eberhard et al. (1989) and Gal-Chen et al. (1992) have estimated $\langle v_i'^2 \rangle$ from lidar measurements, no consideration to
probe volume averaging was given, and thus any other turbulence statistic derived using these measurements would not contain information on small-scale turbulence. All subsequent studies have followed the pioneering work of Frehlich (1997), in which information about small-scale turbulence was recovered by modeling the filter function. The main contributions of the Frehlich (1997) method are first, that it presents a technique to derive expressions of the radial velocity structure function (or, equivalently, the radial velocity spectrum) for a lidar pulse with any given shape; second, it presents a turbulence model, with which we can estimate $\langle u'^2 \rangle$ and $\epsilon_{ij}$. One can thus use a non-Gaussian shape for the pulse and derive a different functional form of the spatial filter (Davies et al., 2004), or use a different turbulence model, e.g. von Kármán (1948) isotropic spectral tensor model (Frehlich and Comman, 2002), or a more realistic anisotropic Mann (1994) spectral tensor instead of the empirical Kaimal et al. (1972) models (Frehlich, 1997; Frehlich et al., 1998). Using $\mathcal{D}(r)$ to estimate $\langle u'^2 \rangle$ from a pulsed lidar has the limitation of coarse vertical resolution. An azimuthal structure function approach can then be used to improve the vertical resolution (Banakh et al., 1996; Frehlich et al., 2006; Frehlich and Kelley, 2008; Kristensen et al., 2012). Without using any turbulence model, Mann et al. (2010) suggested a technique (only for C-W lidars) to estimate $\langle u'^2 \rangle$ using the mean Doppler spectrum. The validity of this technique is successfully demonstrated in Branlard et al. (2013).

### 4.2.3 $R_{ij}$, $F_{ij}(k_1)$

$R_{ij}$ is one of the most important turbulence statistics used in the wind energy industry, due to the use of $\langle u'^2 \rangle$ in the definition of turbulence intensity (IEC, 2005b). Unfortunately, it is also one of the most challenging statistics to obtain from the lidar data, partly due to challenges in data processing, and partly due to economic reasons. If economics is not a major constraint, then three lidars with beams intersecting at one point will provide spatially filtered turbulence statistics (Mann et al., 2009). With two lidars, we are restricted to estimating the turbulence statistics of only two components, i.e., horizontal and vertical (Davies et al., 2005; Collier et al., 2005).

Normally, the economics of a project are important and we are then restricted to using only one lidar. In this case, a lidar beam can be oriented in the direction of the turbulence statistic that we are interested in estimating. For example, if we are interested in estimating $\langle u'^2 \rangle$, then ideally the lidar beam should be pointed horizontally in the mean wind direction at the height of interest, and for the period within which $\langle u'^2 \rangle$ is obtained (Lawrence et al., 1972). For a ground-based lidar system this would be impossible since the beam would only measure wind that is very close to the ground. Alternatively, we could point the lidar beam at a very small elevation angle and assume that the contributions from the vertical velocity are negligible (Drobinski et al., 2004; Collier et al., 2005; Banta et al., 2006; Pichugina et al., 2008). An open question then is, how small the elevation should be so that the vertical velocity contributions can be neglected? Drobinski et al. (2004), Banta et al. (2006), and Pichugina et al. (2008) neglected the vertical velocity contributions up to an elevation angle of 20°, but provided no justification for the assumption of negligible vertical velocity contributions. This method also requires that the horizontal homogeneity assumption is valid over a larger area, particularly if we are interested in measuring turbulence statistics at greater heights and/or several heights. Measurements of $\langle w'^2 \rangle$ can be relatively easier to take, since we only need to point the beam in the vertical direction (Cohn et al., 1998; Tucker et al., 2009). In principle, following Frehlich (1997) and Banakh and Smalikho (1997b) approach, we can then obtain unfiltered $\langle w'^2 \rangle$ from $\langle u'^2 \rangle$.

$R_{ij}$ can also be obtained using scanning lidar data, either using RHI scanning (Gal-Chen et al., 1992; Davies et al., 2003; Davis et al., 2008) or VAD scanning (Eberhard et al., 1989; Mann et al., 2010). If, say for a VAD scanning, we use high-frequency $v_t$ measurements, deduce the $u$, $v$, and $w$ components at every measurement time step, and obtain, say, $\langle u'^2 \rangle$ or $F_{11}(k_1)$, then apart from the probe volume averaging effect, large systematic errors will also be introduced in the measurement of $\langle u'^2 \rangle$ due to the contamination by the diagonal and cross components of $\mathbf{R}$ (Sathe et al., 2011b; Sathe and Mann, 2012). In such cases, one should be very careful in using the $R_{ij}$ measurements obtained from a scanning lidar, since removing only the probe volume filtering effect (Wagner et al., 2009) without giving consideration to cross-contamination, or neglecting the effects of systematic errors completely (Lang and McKeogh, 2011) will provide erroneous values. Using $\langle u'^2 \rangle$ instead of high frequency $v_t$ measurements to obtain $R_{ij}$ is then essential in order to avoid contamination by the components of $\mathbf{R}$ (Eberhard et al., 1989; Gal-Chen et al., 1992; Mann et al., 2010; Sathe, 2012). The unfiltered $\langle u'^2 \rangle$ can be obtained using methods suggested by Frehlich (1997) and Mann et al. (2010), and hence unfiltered $R_{ij}$ can also be obtained.

Estimating $F_{ij}(k_1)$ from lidar data is even more challenging than estimating $R_{ij}$, since we need high frequency measurements of $v_t$. For a scanning lidar (e.g., VAD), combining high frequency measurements from the lidar beams oriented in different directions results in erroneous measurements of $F_{ij}(k_1)$ (Canadillas et al., 2010; Sathe and Mann, 2012). Most studies in the past have thus used either a staring lidar configuration (Lawrence et al., 1972; Davies et al., 2005; Lothon et al., 2009; O’Connor et al., 2010), or neglected contributions from the $w$ component at small elevation angles (Hardesty et al., 1982; Drobinski et al., 2004).
4.2.4 \((w'^3), (w'\theta'), \text{coh}_{ij}(k_1)\)

Very little effort has been focused on the estimation of \((w'^3), (w'\theta')\) and \(\text{coh}_{ij}(k_1)\). One of the reasons could be the complexity of data processing and the associated errors that present great challenges to their estimations. Particularly, an estimation of \((w'\theta')\), requires not only an estimation of \(\varepsilon\), but also requires estimation of either \((w'^3)\) (Gal-Chen et al., 1992), or \((w'^2)\) (Davis et al., 2008). Estimating higher order moments, particularly third and fourth order, introduce large errors in the measurements (Lenschow et al., 1994, 2000). Fortunately, we can reduce the errors in higher moments using the autocorrelation technique (Lenschow et al., 2000) or the spectral technique (Frehlich et al., 1998), which increase the potential of estimating the heat flux using Eq. (35).

5 Turbulence quantities of interest for future applications in wind energy

Wind turbines have been and will be installed in different parts of the world where atmospheric conditions differ significantly from each other. The reason why turbulence is important for wind energy purposes is already given in Sect. 1. Here we will specifically discuss those parameters listed in Table 1 that are useful for wind energy. According to IEC (2005a) standards, a wind turbine should be designed for different classes of turbulence intensities. The turbulence intensity \(I\) is defined as the ratio of standard deviation of the \(u\) component to the mean horizontal wind speed \(\langle u^2 \rangle^{1/2}/\langle u \rangle\). It is thus crucial to perform measurements of \(\langle u^2 \rangle\). Apart from \(I\), it also important to measure the mean wind speed profile, which is dependent on the velocity covariances \(\langle u'w' \rangle\) (Wyngaard, 2010). The diagonal components of \(R\), i.e., \(\langle u'^2 \rangle\), \(\langle v'^2 \rangle\), and \(\langle w'^2 \rangle\) influence the wind turbine loads significantly. Thus for wind energy purposes, it is very important to measure \(R_{ij}\); however, to do this using lidars, we see from Eq. (12) that we need measurements of \(\langle u'^2 \rangle\). In order to get unfiltered \(\langle u'^2 \rangle\) measurements (as seen in Sect. 4) with the state-of-the-art methods, we need to fit lidar measurements of \(D(r)\) and/or \(F(k_1)\) to some isotropic or anisotropic turbulence models.

A current practice in the wind energy industry to perform load simulations is that a turbulent wind field is generated using either the Mann (1994) model or an empirical Kaimal et al. (1972) spectrum combined with some coherence model (IEC, 2005a). As discussed in Sect. 2, the need to measure \(\varepsilon\) and \(\mathcal{L}\) is then clearly evident. These parameters are normally obtained by fitting the Mann (1994) model to the measurements of \(F_{ij}(k_1)\), which could be obtained using lidars. \(\mathcal{L}\) and \(\text{coh}_{ij}(k_1)\) are important for estimating the loads and wake meandering (Larsen et al., 2008). The influence of atmospheric stability on wind speed profile and on wind turbine loads is becoming increasingly evident (Sathe et al., 2011a, 2012). For this reason, measurement of \((w'\theta')\) is quite important for wind energy. According to Lenschow et al. (1994), \(\epsilon_{ij}\) is useful in estimating the averaging time required to keep the random errors below a certain threshold for a particular turbulence statistic, and hence is a desirable measurement quantity for wind energy purposes.

Recently, lidars are being contemplated to be used for wind turbine control. The concept is such that the lidar is either placed on a nacelle of a wind turbine (Schlipf et al., 2012), or mounted inside a spinner (Mikkelsen et al., 2012; Simley et al., 2013) in order to detect the incoming wind field and carry out a feed-forward control to reduce the structural loads on a wind turbine. The degree to which such a concept can be successfully applied depends on how well the lidars are able to detect the incoming turbulent structures. From Sathe et al. (2012) we understand that different components of a wind turbine are affected by different scales of turbulent structures. It is thus important to be able to detect the range of turbulence scales, up to the order of or less than the probe volume length.

6 Summary and discussion

Figure 4 summarizes the number of studies that have significantly contributed to the research on turbulence measurements using wind lidars from 1972–2012. Research on lidar turbulence measurements dates back to 1972, but it was not until 1997 that the publication rate picked up pace. If we consider that the lidar turbulence measurement research encompasses the period 1972–2012, then more than 80% of the research was carried out in the latter half of the 30 yr period, i.e., from 1997–2012. In the first 15 yr of development, barring the works of Smalikho (1995) and Banakh
et al. (1996), focus was more on extracting turbulence information without taking into account probe volume averaging (see Sect. 4). Since then substantial effort has been put into modeling the averaging effect inside the lidar probe volume, mainly by Professor V. A. Banakh and Dr. I. N. Smalikho from the V. E. Zuev Institute of Atmospheric Optics of Russian Academy of Sciences, Siberian Branch, Russia, and the late Dr. R. Frehlich from the University of Colorado, USA. Interestingly, these scientists pioneered new processing algorithms independently of each other during roughly the same period, i.e. from the mid 1990s until the mid 2000s, wherein they demonstrated how to extract unfiltered turbulence parameters (Smalikho, 1995; Banakh et al., 1996; Frehlich, 1997; Banakh and Smalikho, 1997b; Smalikho et al., 2005; Frehlich et al., 2006). We believe that this development has significantly contributed to the number of research studies carried out in the last 15 yr. Further development in processing algorithms will also greatly benefit from their works. We expect that the number of such studies will continue to increase due to increase in wind-energy development all over the world.

That brings us to an obvious question: is there anything new to be discovered with regards to processing raw lidar data, scanning configurations, or the technology itself that can provide more reliable turbulence measurements using lidars? We attempt to answer this question as follows:

1. Raw lidar data processing – up until now, the processing algorithms that have been developed have shown that by combining an isotropic turbulence model with lidar measurements, we are able to estimate $\epsilon$, $\langle v_r'^2 \rangle$ and $\mathcal{L}$ (see Table 1). However, turbulence is not isotropic in all range of scales. Anisotropy is particularly observed on longer length scales, and thus it is more desirable to estimate $\langle v_T'^2 \rangle$ and $\mathcal{L}$ by combining an anisotropic turbulence model (Kristensen et al., 1989; Mann, 1994) with the lidar measurements. This recommendation was also made by Frehlich et al. (2006) and Frehlich and Kelley (2008). There is, however, a need for developing algorithms that make as little use of models as possible in combination with the measurements. Even an anisotropic turbulence model such as that developed by Mann (1994) is based on a set of assumptions, e.g. neutral atmospheric conditions, applicability in the surface layer, validity of Taylor’s hypothesis, and it does not apply to complex terrain. If we then combine such a model with lidar measurements, and estimate turbulence parameters, then additional uncertainties may be introduced. In order to avoid such situations, further development of algorithms should also focus on making use of only raw lidar data to extract turbulence parameters, e.g., as shown in Mann et al. (2010).

Furthermore, from the study by Sathe et al. (2011b) and Sathe and Mann (2012), it is now clear that in a VAD scanning configuration, obtaining $u$, $v$ and $w$ components from $v_T$ data at each time step and then deducing turbulence statistics will introduce large systematic errors in the turbulence measurements. One might argue that under some conditions the lidar-to-sonic correlation may be close to 1, but, as shown in Sathe et al. (2011b), the correlation would depend on the type of lidar (C-W or pulsed), and the turbulence structure. The correlations with any reference instrument may not be repeatable if the experiment is conducted during different times of the day. It is thus recommended that such a data-processing method should not be followed. Alternatively, as shown by Wilson (1970), Kropfli (1986), Eberhard et al. (1989) and Mann et al. (2010), using $\langle v_T'^2 \rangle$ instead of $v_T$ to deduce $R_{ij}$ is a fundamentally correct method to extract turbulence information from the raw lidar data.

2. Scanning configurations – three measurement configurations have been used until now: staring, VAD, and RHI scanning (see Sect. 3 for details of the scanning configurations). Ideally, using three staring lidars with their beams crossing at a point (similar to sonic anemometer beams) would provide more reliable measurements as compared to using a single lidar in a VAD or RHI scanning mode. Figure 5 illustrates this concept. The necessity of making assumptions of horizontal homogeneity is reduced significantly, and potentially it can provide measurements in complex terrain with increased reliability. The only challenge then is to tackle the probe volume averaging effect in the individual beam direction. A step in this direction is the use of two lidars (Davies et al., 2004, 2005; Collier et al., 2005). In VAD or RHI scanning, the assumption of horizontal homogeneity is inevitable, and thus restricts the applicability of VAD and RHI scanning for wind energy purposes, particularly in complex terrain. Bingöl et al. (2009) provided a technique to correct for terrain-induced inhomogeneities in the mean flow. For turbulence measurements we can use Taylor series expansion in the horizontal plane as shown by
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Frisch (1991). The reliability of this algorithm has not been investigated thoroughly, but could form the basis of a potential study for the future.

On the other hand, using three lidars can increase the cost of a project significantly, a fact which hinders the use of this method in wind energy development. If we use a single staring lidar at one height, then it becomes almost unavoidable to combine a turbulence model with lidar measurements in order to extract turbulence information (Smolkilho, 1995). Another aspect to be considered when deciding on the scanning configuration is the sampling frequency. In this regard, the staring configuration will again provide faster measurements than the scanning configurations. In a VAD scanning, there is scope for reducing the number of measurement points on a scanning circle. As shown by Eq. (12) we need only six beams at different azimuth and half-opening angles to estimate $R_{ij}$. However, using random six points will introduce random errors in the turbulence measurements. Sathe (2012) provided some initial calculations of the optimum configuration to minimize random errors. The sampling frequency would thus be increased, but further investigations are required before this configuration can be put into use.

3. Improvement in lidar technology – new, cheaper solid-state lasers for coherent detection lidars with integrated optical amplification are being developed and tested (Hansen and Pedersen, 2008; Rodrigo and Pedersen, 2008). These may greatly expand the use of lidars for wind measurements, but they are not specifically tailored for turbulence measurements. Preliminary tests of these lidars have been carried out by Rodrigo and Pedersen (2012), and show good comparison with a sonic anemometer. The solid-state lasers with integrated amplification may in the near future compete with the more expensive lasers used in C-W Doppler lidars. Direct detection is still on an experimental level (McKay, 1998) and has only been used in the atmosphere sporadically (Xia et al., 2007; Dors et al., 2011). The simple design of these instruments may eventually lead to cheaper lidar systems. Non-coherent detection may also provide possible new ways to estimate atmospheric turbulence (Mayor et al., 2012; Sela and Tsadka, 2011), but to our knowledge it does not, so far, challenge the capabilities of the coherent Doppler lidars.

Completely new principles could also drastically improve the turbulence-measuring capabilities of lidars. One suggestion is to exploit the translation of the speckle pattern in the image plane of the lidar telescope. In this way, not only the line-of-sight velocity could be estimated, but also the two transverse velocity components. All components would be measured in the same volume, reducing the problem of cross-contamination. In the laboratory, this method has been successfully tested on translating hard targets (Iversen et al., 2011; Jakobsen et al., 2011), but it is much harder to get the method to work with backscatter from atmospheric aerosols. Firstly, the return from the aerosols is much weaker and, secondly, the turbulence may reduce the correlation time of the speckle pattern, which could adversely affect the transverse velocity determination.

In order to meet the objectives stated above, a simulation study can significantly help in better planning and designing the experiments (Frehlich and Cormann, 2002; Banakh and Werner, 2005). A possibly important aspect of turbulence measurements using lidars that we have not considered in this review is the instrumental error, which is generally assumed to be uncorrelated (Frehlich et al., 1998; Lenschow et al., 2000). Fortunately for modern commercial lidar systems, the magnitude of the instrumental error is not significant, and can be safely neglected (Mann et al., 2009). However, for those lidar instruments that have significant instrumental error and therefore could potentially bias turbulence measurements, the techniques suggested by Frehlich et al. (1998), Drohbinski et al. (2000) and Lenschow et al. (2000) can be used to perform corrections.

Table A1. Nomenclature.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C \approx 1.5$</td>
<td>universal Kolmogorov constant</td>
</tr>
<tr>
<td>$C_4 \approx 0.5$</td>
<td>Kolmogorov constant related to $F_{11}(k_1)$</td>
</tr>
<tr>
<td>$D_{ij}(r)$</td>
<td>velocity structure function</td>
</tr>
<tr>
<td>$F_{ij}(k_1)$</td>
<td>one-dimensional velocity spectrum</td>
</tr>
<tr>
<td>$I$</td>
<td>longitudinal turbulence intensity</td>
</tr>
<tr>
<td>$I_n$</td>
<td>Wilson (1970) integrals ($n = 1, 2, 3$) to estimate the covariances</td>
</tr>
<tr>
<td>$L_p$</td>
<td>range gate length ($c \tau / 2$)</td>
</tr>
<tr>
<td>$R_{ij}(r)$</td>
<td>cross covariance function</td>
</tr>
<tr>
<td>$\mathbf{R} = \mathbf{R}(0)$</td>
<td>covariance matrix</td>
</tr>
<tr>
<td>$k$</td>
<td>wave vector in the Fourier domain</td>
</tr>
<tr>
<td>$n$</td>
<td>unit directional vector</td>
</tr>
<tr>
<td>$r$</td>
<td>separation vector in three dimensions</td>
</tr>
<tr>
<td>$x$</td>
<td>position vector in three dimensions</td>
</tr>
<tr>
<td>$\text{coh}_{ij}(k_1)$</td>
<td>coherence function</td>
</tr>
<tr>
<td>$\langle S(v_{ij}) \rangle$</td>
<td>mean Doppler spectra</td>
</tr>
<tr>
<td>$\langle u \rangle$</td>
<td>mean wind speed</td>
</tr>
<tr>
<td>$\langle w^2 \rangle$</td>
<td>sensible heat flux</td>
</tr>
<tr>
<td>$\langle u' \rangle$</td>
<td>variance of the $u$ component</td>
</tr>
<tr>
<td>$\langle u'v' \rangle$</td>
<td>covariance between the $u$ and $v$ components</td>
</tr>
<tr>
<td>$\langle w' \rangle$</td>
<td>covariance between the $u$ and $w$ components</td>
</tr>
<tr>
<td>$\langle v' \rangle$</td>
<td>radial velocity variance</td>
</tr>
<tr>
<td>$\langle v'w' \rangle$</td>
<td>variance of the $v$ component</td>
</tr>
<tr>
<td>$\langle w'^2 \rangle$</td>
<td>covariance between the $v$ and $w$ components</td>
</tr>
<tr>
<td>$\langle w'^2 \rangle$</td>
<td>variance of the $w$ component</td>
</tr>
<tr>
<td>$\langle w'^3 \rangle$</td>
<td>third moment of the vertical velocity</td>
</tr>
</tbody>
</table>
Table A1. Nomenclature.

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \mathbf{v} )</td>
<td>wind field vector</td>
</tr>
<tr>
<td>( D(\delta) )</td>
<td>filtered radial velocity structure function for a separation distance ( d )</td>
</tr>
<tr>
<td>( D(r) )</td>
<td>filtered radial velocity structure function for a separation distance ( r )</td>
</tr>
<tr>
<td>( D(r_1) )</td>
<td>filtered radial velocity structure function for a separation distance ( r_1 )</td>
</tr>
<tr>
<td>( \tilde{F}(k_1) )</td>
<td>filtered radial velocity spectrum</td>
</tr>
<tr>
<td>( \tilde{R}(r) )</td>
<td>filtered covariance function of the radial velocity for a separation distance ( r )</td>
</tr>
<tr>
<td>( a_n, b_n, a_{nn}, b_{nn} )</td>
<td>Fourier coefficients</td>
</tr>
<tr>
<td>( c )</td>
<td>speed of light</td>
</tr>
<tr>
<td>( d_l )</td>
<td>focus distance for a C-W lidar and center of the range gate for a pulsed lidar</td>
</tr>
<tr>
<td>( i, j )</td>
<td>indices that take values 1, 2, 3 and denote the component of the wind field</td>
</tr>
<tr>
<td>( k_1, k_2, k_3 )</td>
<td>components of the wave vector along the ( x_1, x_2, x_3 ) axes respectively</td>
</tr>
<tr>
<td>( l )</td>
<td>Rayleigh length</td>
</tr>
<tr>
<td>( r )</td>
<td>separation distance along the lidar beam</td>
</tr>
<tr>
<td>( r_1, r_2, r_3 )</td>
<td>separation distances along the ( x_1, x_2, x_3 ) axes respectively</td>
</tr>
<tr>
<td>( r_0 )</td>
<td>lidar beam radius</td>
</tr>
<tr>
<td>( u )</td>
<td>longitudinal component of the wind field in the ( x_1 ) direction</td>
</tr>
<tr>
<td>( v )</td>
<td>transversal component of the wind field in the ( x_2 ) direction</td>
</tr>
<tr>
<td>( v_r )</td>
<td>radial velocity</td>
</tr>
<tr>
<td>( w )</td>
<td>vertical component of the wind field in the ( x_3 ) direction</td>
</tr>
<tr>
<td>( w_p )</td>
<td>pulse width</td>
</tr>
<tr>
<td>( x_1, x_2, x_3 )</td>
<td>axes defining the right handed cartesian coordinate system</td>
</tr>
<tr>
<td>( z )</td>
<td>height above the ground</td>
</tr>
<tr>
<td>( \mathcal{L} )</td>
<td>outer length scale of turbulence</td>
</tr>
<tr>
<td>( \Phi_{ij}(k) )</td>
<td>three-dimensional spectral velocity tensor</td>
</tr>
<tr>
<td>( \Theta )</td>
<td>angle between the lidar beam and the mean wind</td>
</tr>
<tr>
<td>( \alpha )</td>
<td>elevation angle</td>
</tr>
<tr>
<td>( \chi_{ij}(k_1, r_2, r_3) )</td>
<td>cross spectra at separation distances ( r_2 ) and ( r_3 )</td>
</tr>
<tr>
<td>( \delta )</td>
<td>angle subtended by two lidar beams in a VAD scanning mode</td>
</tr>
<tr>
<td>( \xi_{ij} )</td>
<td>integral length scale</td>
</tr>
<tr>
<td>( \langle \sigma^2_x \rangle )</td>
<td>second central moment of the Doppler spectrum (Doppler spectrum width)</td>
</tr>
<tr>
<td>( \partial/\partial z )</td>
<td>vertical gradient</td>
</tr>
<tr>
<td>( \phi )</td>
<td>half-opening angle</td>
</tr>
<tr>
<td>( \rho )</td>
<td>surface air density</td>
</tr>
<tr>
<td>( \tau )</td>
<td>pulse duration</td>
</tr>
<tr>
<td>( \theta )</td>
<td>azimuth angle</td>
</tr>
<tr>
<td>( \theta_{T} )</td>
<td>surface potential temperature</td>
</tr>
<tr>
<td>( \varepsilon )</td>
<td>energy dissipation rate</td>
</tr>
<tr>
<td>( \text{FWHM} )</td>
<td>full width half maximum</td>
</tr>
<tr>
<td>( \text{PPI} )</td>
<td>plan position indicator</td>
</tr>
<tr>
<td>( \text{RHI} )</td>
<td>range height indicator</td>
</tr>
<tr>
<td>( \text{VAD} )</td>
<td>velocity azimuth display</td>
</tr>
<tr>
<td>( \text{C-W} )</td>
<td>continuous-wave</td>
</tr>
</tbody>
</table>
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