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ABSTRACT

This work relates to a project focusing on energy optimization on offshore facilities. On oil and gas platforms it is common practice to employ gas turbines for power production. So as to increase the system performance and reduce emissions, a bottoming cycle unit can be designed with particular emphasis on compactness and reliability. In such context, organic Rankine cycle turbogenerators are a promising technology. The implementation of an organic Rankine cycle unit is thus considered for the power system of the Draugen offshore platform in the northern sea, which is the case study for this project. Considering the plant dynamics, it is of paramount importance to monitor the peak temperatures within the once-through boiler serving the bottoming unit to prevent the decomposition of the working fluid. This paper accordingly aims at applying the unscented Kalman filter to estimate the temperature distribution inside the primary heat exchanger by engaging a detailed and distributed model of the system and available measurements. Simulation results prove the robustness of the unscented Kalman filter with respect to process noise, measurement disturbances and initial conditions.

1. INTRODUCTION

Owing to environmental concerns and with increasing incentives for reducing CO₂ emissions and pollutants offshore, optimization of energy usage on oil and gas facilities has become a focus area. On offshore platforms one or more redundant gas turbines supply the electric power demand. As an example, a standard operational strategy is to share the load between two engines, while a third is on stand-by or on maintenance. The two gas turbines typically run at fairly low loads (around 50%) in order to decrease the risk of failure of the system, which would cause a high economic loss to the platform operator. On the other hand, this operational strategy reduces significantly the system performance, which in turns results in a large amount of waste heat contained in the exhaust gases exiting the engines (Nguyen et al., 2013).

A viable solution to enhance the efficiency is to implement a waste heat recovery unit at the bottom of the gas turbines. A mature technology accomplishing this duty is the Steam Rankine Cycle (SRC) power module. (Kloster, 1999) described the existing SRC units in the Oseberg, Eldfisk and Snorre B offshore installations. Air Bottoming Cycles (ABCs) constitute a valid alternative to SRC units as they employ a non-toxic and inflammable working fluid. Moreover, ABC power modules do not require a condenser as they operate as open-cycles, thus leading to high compactness and low weight. (Bolland, Forde, & Hånde, 1996) carried out a feasibility study on the implementation of ABCs offshore. Results proved that, despite the low gain in performance, low weight and short pay-back time can be achieved. (Pierobon, Nguyen, Larsen, Haglind, & Elmegaard, 2013) proposed instead the use of Organic Rankine Cycle (ORC) power modules by tailoring their design to the Draugen oil and gas facility. For the same case study, (Pierobon, Haglind, Kandepu, Fermi, & Rossetti, 2013) demonstrated that the use of ORC units provides larger economic revenues and power system performances compared to ABC and SRC modules.

While ORC turbogenerators work in principle similarly to steam Rankine cycle units, the working fluid is instead an...
A possible solution accomplishing these tasks is the Kalman Filter (KF), an algorithm which employs a state space model of the system and measurements ascertained over time, containing noise and disturbances, and provides estimates of unknown variables that are usually more accurate than those based on a single measurement alone. As examples of applications to heat exchangers, (G. Jonsson & Palsson, 1994) used the KF algorithm to adjust generic empirical correlations commonly employed to estimate the heat transfer coefficients, while (Loparo, Buchner, & Vasudeva, 1991) proposed a non-linear KF algorithm for leak detection in an experimental laboratory heat exchanger process. More recently, (G. R. Jonsson, Lalot, Palsson, & Desmet, 2007) demonstrated the use of an Extended Kalman Filter (EKF) to detect fouling in heat exchangers.

Notwithstanding the aforementioned works, to the knowledge of the authors the KF algorithm has not yet been applied to ORC waste heat recovery systems. This paper accordingly aims at demonstrating the use of the Kalman filter to estimate the temperature distribution in the primary heat exchanger of an ORC unit, which is used to augment the performance of the gas turbine-based power system installed on the Draugen oil and gas offshore platform (G. R. Jonsson & Palsson, 1994). The platform, operated by A/S Norske Shell, produces gas exported via Åsgard gas pipeline to Kårstø (Norway) and oil, which is first stored in tanks at the bottom of the sea and then exported via a shuttle tanker (once every 1-2 weeks). The normal power demand is around 19 MW and it can increase up to 25 MW during oil export. To enhance the reliability and to diminish the risk of failure of the power system, two turbines run at a time covering 50% of the load each, while the third one is kept on standby, allowing for maintenance work. Despite the low performance, this strategy ensures the necessary reserve power for peak loads, and the safe operation of the engines.

Figure 1 shows the layout of the power system with the additional ORC turbogenerator recovering the heat contained in the exhaust gases produced by gas turbine A. Gas turbines B and C are not reported. Note that the bottoming cycle units should have the capability to harvest the waste heat alternatively from the other two engines, thus ensuring high performances when switching the gas turbines on operation. The twin-spool engine employs two coaxial shafts coupling the Low Pressure Compressor (LPC) with the Low Pressure Turbine (LPT) and the High Pressure Compressor (HPC) with the High Pressure Turbine (HPT). The Power Turbine (PT) transfers mechanical power through a dedicated shaft to the electric Generator (GEN). Natural gas is the fuel utilized in the Combustion Chamber (CC).

The ORC unit comprehends the single-pressure non-reheat Once-Through Boiler (OTB), the turbine, the sea-water cooled shell-and-tube condenser and the feed-water pump. The working fluid is cyclopentane (C\textsubscript{5}H\textsubscript{10}), a compound widely adopted for operating ORC systems in this range of temperature, see e.g. (Del Turco et al., 2011). As the slope of the saturation curve of cyclopentane is positive (dry fluid), a shell-and-tube recuperator is added to decrease the energy contained in the superheated vapour exiting the ORC expander. Figure 2 illustrates the \( T - s \) diagrams of the ORC power unit considered in this study. Starting from point 3, cyclopentane is first preheated \((3 \rightarrow 4)\), vaporized \((4 \rightarrow 5)\) and superheated \((5 \rightarrow 6)\) in the once-through boiler. The fluid is then expanded in the turbine \((6 \rightarrow 7)\), and cooled down in the recuperator \((7 \rightarrow 8)\). In this manner the inlet temperature in the OTB can be enhanced by recovering energy from the superheated vapour exiting the turbine. The working fluid is
through boiler and the recuperator. The model features a 1D flow model for the hot side (top) and cold side (bottom), and the 1D thermal model for the tube walls (middle). A counterflow configuration and uniform pressure distribution are assumed. The tube metal wall is modelled by a 1D dynamic heat balance equation, which for the $i$-cell can be written as

$$M_{w,i}c_w \frac{dT_{w,i}}{dt} = \dot{q}_h - \dot{q}_c,$$ \hspace{1cm} (1)

where $M_{w,i}$ and $c_w$ are the mass and the heat capacity of the metal wall, and $T_{w,i}$ is the wall temperature at the $i$-volume, calculated as the arithmetic average between the temperatures at the inner and outer node. The variable $\dot{q}_h$ is the heat provided by the hot stream and $\dot{q}_c$ is the heat transferred to the cold side. The flow model for the cold side contains one-dimensional dynamic mass and energy balance equations, which can be expressed as

$$V_{c,i} \frac{d(\bar{\rho}c,i)}{dt} = \dot{m}_i h_i - \dot{m}_{i+1} h_{i+1} + \dot{q}_c,$$ \hspace{1cm} (2)

$$V_{c,i} \frac{d\bar{\rho}_c}{dt} = \dot{m}_i - \dot{m}_{i+1},$$ \hspace{1cm} (3)

where $\dot{m}_i$ and $h_i$ represent the mass flow and the enthalpy at the $i$-node. The variables $\bar{u}_{c,i}$ and $\bar{\rho}_{c,i}$ are the internal specific energy and the density of the volume $V_{c,i}$ calculated as arithmetic average between the values at the inner and outer node. In light of the relatively small variations with time of the thermodynamic properties on the gas side, steady state mass and energy balances are considered (see Equation 4).

$$\dot{q}_h = c_{p,h} \dot{m}_h (T_{i+1} - T_i).$$ \hspace{1cm} (4)

Owing to their relatively small contributions, the thermal resistance in the radial direction and thermal diffusion in the axial direction are neglected. For the once-through boiler and the recuperator the heat transfer coefficient between the hot and the outer pipe surface is much lower than the one be-
tween the inner pipe surface and the ORC working fluid flow. Therefore, the overall heat transfer is essentially dependent on the hot side only, and the working fluid temperature is always close to the inner surface temperature of the pipe.

The heat transfer coefficient at the interface between the hot and the metal wall, in off-design conditions, is evaluated with the relation (Incropera, DeWitt, Bergman, & Lavine, 2007)

\[ U = U_{\text{des}} \left( \frac{\dot{m}}{\dot{m}_{\text{des}}} \right)^\gamma, \]

where \( U \) is the heat transfer coefficient and the subscript “des” refers to the value at nominal operating conditions. The exponent \( \gamma \), taken equal to 0.6, is the exponent of the Reynolds number in the heat transfer correlation. The thermal interaction between the wall and the cold stream is described by specifying a sufficiently high constant heat transfer coefficient, so that the fluid temperature is close to the wall temperature, and the overall result is dominated by the hot side heat transfer.

For the turbine the Stodola’s cone law, expressing the relation between the pressure at the inlet and the outlet of the expander with the mass flow rate and the turbine inlet temperature is applied (Stodola, 1922). To predict the turbines off-design performance, the correlation relating the isentropic efficiency and the non-dimensional flow coefficient proposed by (Schobeiri, 2005) is utilized.

The isentropic efficiency of the pump in part-load is derived using the methodology proposed by (Veres, 1994), while the part-load characteristic of the electric generator is modelled using the equation suggested by (Haglind & Elmgaard, 2009).

Table 1 lists the parameters employed to parametrize the state space model of the organic Rankine cycle system.

<table>
<thead>
<tr>
<th>Component</th>
<th>Parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Gas turbine</strong></td>
<td></td>
</tr>
<tr>
<td>Exhaust temperature</td>
<td>( t_{10} )</td>
</tr>
<tr>
<td>Exhaust mass flow</td>
<td>( \dot{m}_{10} )</td>
</tr>
<tr>
<td><strong>Once-through boiler</strong></td>
<td></td>
</tr>
<tr>
<td>Volume (cold side)</td>
<td>( 4 \text{ m}^3 )</td>
</tr>
<tr>
<td>Weight (metal walls)</td>
<td>( 50 \text{ ton} )</td>
</tr>
<tr>
<td>UA-value</td>
<td>( 400 \text{ kW K}^{-1} )</td>
</tr>
<tr>
<td><strong>Recuperator</strong></td>
<td></td>
</tr>
<tr>
<td>Volume (cold side)</td>
<td>( 2 \text{ m}^3 )</td>
</tr>
<tr>
<td>Weight (metal walls)</td>
<td>( 5 \text{ ton} )</td>
</tr>
<tr>
<td>UA-value</td>
<td>( 209.6 \text{ kW K}^{-1} )</td>
</tr>
<tr>
<td><strong>Turbine</strong></td>
<td></td>
</tr>
<tr>
<td>Stodola constant</td>
<td>( 30.4 \text{ kg s}^{-1} K^{0.5} \text{ bar}^{-1} )</td>
</tr>
<tr>
<td>Isentropic efficiency</td>
<td>( 0.80 )</td>
</tr>
<tr>
<td>Electric generator efficiency</td>
<td>( 0.98 )</td>
</tr>
<tr>
<td><strong>Pump</strong></td>
<td></td>
</tr>
<tr>
<td>Delivery pressure</td>
<td>( p_2 )</td>
</tr>
<tr>
<td>Inlet pressure</td>
<td>( p_1 )</td>
</tr>
<tr>
<td>Isentropic efficiency</td>
<td>( 0.72 )</td>
</tr>
</tbody>
</table>

Table 1. Design-point variables utilized to parametrize the state space model of the organic Rankine cycle system.

The noisy observation of the system.

The UKF algorithm is presented in the following (Julier & Uhlmann, 1997), (Wan & Van Der Merwe, 2000). Let the system be represented by (6) and (7). An augmented state at time instant \( k \) is defined

\[ x_k^a \triangleq \begin{bmatrix} x_k \\ v_k \\ n_k \end{bmatrix}, \]

The augmented state dimension is,

\[ N = n_x + n_v + n_n. \] (8)

Similarly, the augmented state covariance matrix is built from the covariance matrices of \( x, v \) and \( n \) according to

\[ P_a \triangleq \begin{bmatrix} P_x & 0 & 0 \\ 0 & P_v & 0 \\ 0 & 0 & P_n \end{bmatrix}, \]

where \( P_x \) and \( P_n \) are the process and observation noise covariance matrices. Note that the augmented state is needed for non-additive noise; for additive noise the original state vector is sufficient.

Initialization at \( k = 0 \):

\[ \hat{x}_0 = E \left[ x_0 \right], \quad P_{x_0} = E \left[ (x_0 - \hat{x}_0)(x_0 - \hat{x}_0)^T \right], \]

\[ \hat{x}_0^a = E \left[ x_0^a \right] = E \left[ \hat{x}_0 \right], \quad P_{x_0}^a = E \left[ (x_0^a - \hat{x}_0^a)(x_0^a - \hat{x}_0^a)^T \right] = \begin{bmatrix} P_x & 0 & 0 \\ 0 & P_v & 0 \\ 0 & 0 & P_n \end{bmatrix}, \]
For $k = 1, 2, \ldots \infty$:

Generate Sigma-points

Calculate $2N + 1$ sigma-points based on the present state covariance:

$$X_{i,k-1}^a \begin{cases} \triangle \hat{x}_{k-1}^a, & i = 0 \\ \triangle \hat{x}_{k-1}^a + \gamma S_i, & i = 1, \ldots, N \\ \triangle \hat{x}_{k-1}^a - \gamma S_i, & i = N + 1, \ldots, 2N \end{cases}, \quad (9)$$

where $S_i$ is the $i$th column of the matrix.

$$S = \sqrt{P_{k-1}^a}.$$ 

In (9) $\gamma$ is a scaling parameter 

$$\gamma = \sqrt{N + \lambda}, \quad \lambda = \alpha^2(N + \kappa) - N,$$

where $\alpha$ and $\kappa$ are tuning parameters. We must choose $\kappa \geq 0$, to guarantee the semi-positive definiteness of the covariance matrix, a good default choice is $\kappa = 0$. The parameter $\alpha$, $0 \leq \alpha < 1$, controls the size of the sigma-point distribution and it should ideally be a small number.

The $i$th sigma point (augmented) is the $i$th column of the sigma point matrix,

$$X_{i,k-1}^a = \begin{bmatrix} X_{i,k-1}^x \\ X_{i,k-1}^v \\ X_{i,k-1}^n \end{bmatrix},$$

where the superscripts $x$, $v$ and $n$ refer to a partition conformal to the dimensions of the state, process noise and measurement noise respectively.

Time-update equations

Transform the sigma points through the measurement-update function,

$$X_{i,k/k-1}^z = f \left( X_{i,k-1}^x, X_{i,k-1}^v, u_{k-1} \right), \quad i = 0, 1, \ldots, 2N.$$ 

Calculate the a priori state estimate and a priori covariance,

$$\hat{x}_k = \sum_{i=0}^{2N} w_{m}^{(i)} X_{i,k/k-1}^x,$$

$$P_{x_k}^- = \sum_{i=0}^{2N} w_{c}^{(i)} \left( X_{i,k/k-1}^x - \hat{x}_k \right) \left( X_{i,k/k-1}^x - \hat{x}_k \right)^T.$$ 

The weights $w_m^{(i)}$ and $w_c^{(i)}$ are defined as,

$$w_{m}^{(0)} = \frac{\lambda}{N + \lambda}, \quad i = 0,$$

$$w_{c}^{(0)} = \frac{\lambda}{N + \lambda} + (1 - \alpha^2 + \beta), \quad i = 0,$$

$$w_{m}^{(i)} = w_{c}^{(i)} = \frac{1}{2(N + \lambda)}, \quad i = 1, \ldots, 2N,$$

where $\beta$ is a non-negative weighting parameter introduced to affect the weighting of the zeroth sigma-point for the calculation of the covariance. This parameter ($\beta$) can be used to incorporate knowledge of the higher order moments of the distribution. For a Gaussian prior a typical choice is $\beta = 2$, as suggested by (Wan & Van Der Merwe, 2000).

Measurement-update equations

Transform the sigma points through the measurement-update function,

$$Y_{i,k/k-1} = h \left( X_{i,k/k-1}^x, X_{k-1}^n, u_k \right), \quad i = 0, 1, \ldots, 2N,$$

and the mean and covariance of the measurement vector is calculated,

$$\hat{y}_k = \sum_{i=0}^{2N} w_{m}^{(i)} Y_{i,k/k-1},$$

$$P_{y_k} = \sum_{i=0}^{2N} w_{c}^{(i)} \left( Y_{i,k/k-1} - \hat{y}_k \right) \left( Y_{i,k/k-1} - \hat{y}_k \right)^T.$$ 

The cross covariance is calculated according to

$$P_{x_k y_k} = \sum_{i=0}^{2N} w_{c}^{(i)} \left( X_{i,k/k-1}^x - \hat{x}_k \right) \left( Y_{i,k/k-1} - \hat{y}_k \right)^T.$$ 

The Kalman gain is given by,

$$K_k = P_{x_k y_k} P_{y_k}^{-1},$$ 

and the UKF estimate and its covariance are computed from the standard Kalman update equations,

$$\hat{x}_k = \hat{x}_k + K_k \left( y_k - \hat{y}_k \right),$$

$$P_{x_k} = P_{x_k}^- - K_k P_{y_k} K_k^T.$$ 

5. Simulation Results

In this section we present the simulation results derived by applying the UKF (see Section 4) on the ORC model described in Section 3 and parametrized according to Table 1. A static model of the gas turbine is included in the form of static functions to simulate the exhaust gas temperature and mass flow of the engine, i.e. the temperature and mass flow at node 10 in Figure 1. The static model serves as input to the ORC model and it is specified in terms of gas turbine load set-point. The ORC model was implemented on the form (6)–(7). The state of the fluid at each node from 1 to 8 (see Figure 1), is characterized by three state variables; mass flow $x_{m}$, density $x_d$ and temperature $x_T$, thus $x = [x_T^T, x_m^T, x_d^T]^T$. The once-through boiler was discretized into 10 volumes with input and output at node 3 and 6, respectively (see Figure 2). All the state variables, i.e. mass flow, density and temperature of cyclopentane, are assumed to be measurable at all the nodes, i.e. 1 to 8, except 3 and 4 which are inside the device. The states
across the heat exchanger are not measurable. By taking into consideration the assumptions described in Sections 2 and 3, we have in total 45 states of which 18 are assumed to be measurable and 27 are not measurable and are estimated by using the UKF. Accordingly, \( n_x = 45, n_v = 45 \) and \( n_n = 18 \) as in (8). Additive process and measurement noise was assumed to be Gaussian with zero mean and covariance.

\[
\begin{align*}
\begin{bmatrix} P_v \end{bmatrix} &= \text{diag}\{v_T \mathbf{I}, v_d \mathbf{I}, v_n \mathbf{I}\} \\
\begin{bmatrix} P_n \end{bmatrix} &= \text{diag}\{w_T \mathbf{I}, w_d \mathbf{I}, w_n \mathbf{I}\},
\end{align*}
\tag{10}
\]

In Equation 10 \( v_T = v_d = 0.01, v_n = 1 \times 10^{-5}, w_T = w_d = w_n = 0.1 \), with identity matrices of appropriate dimensions according to the number of states and measurements. It is thus assumed that the observation noise is considerably larger than the process noise, and this case is considered to validate the robustness of the UKF with respect to noise. The parameters for the UKF where chosen as \( \alpha = 1, \beta = 2 \) and \( \kappa = 0 \). The simulation was run for \( t \in [1, 400] \) seconds in steps of 1 second, where an abrupt change in the gas turbine load from 100% to 90% occurred at \( t = 50 \) seconds. The initial values where selected as

\[
\begin{align*}
\begin{bmatrix} x_T(t_0) \end{bmatrix} &= \begin{bmatrix} 323.1 & 324.9 & 377.6 & 392.1 \\
406.3 & 420.7 & 435 & 449.6 & 464.5 & 479.3 \\
481.1 & 481.1 & 507.4 & 410.9 & 340.9 & 9 \end{bmatrix}^\top \\
\begin{bmatrix} x_n(t_0) \end{bmatrix} &= 44.4 \mathbf{1}_{5 \times 1} \\
\begin{bmatrix} x_d(t_0) \end{bmatrix} &= \begin{bmatrix} 714.9 & 716.5 & 658.9 & 641.2 \\
622.7 & 602.5 & 580.5 & 555 & 523.9 & 481.5 \\
211.8 & 111.2 & 71.2 & 2.7 & 2.7 \end{bmatrix}^\top.
\end{align*}
\tag{11}
\]

The simulation results for the scenario described above are shown in Figures 4–6(b). Figure 4 illustrates the temperature measurements with noise, the real and the UKF estimated temperatures at the inlet of the once-through boiler. Given the magnitude of the measurement noise, it is demonstrated that the UKF is capable of estimating the real temperature. Figure 5 shows the real and the UKF estimated temperatures in an intermediate section (fifth cell) of the heat exchanger where the UKF attempts to evaluate the real temperature with no measurements available. Figures 6(a) and 6(b) show the real and UKF estimated temperature distribution over the length of the once-through boiler at \( t = 40 \) and \( t = 200 \) seconds. To be noted that the temperature distribution is similar to that occurring between nodes 3 and 6 in Figure 2. Consequently, we can conclude that the UKF can reliably reconstruct the internal temperature distribution with no measurements available. Thus it has been shown that the UKF is applicable to monitor the condition of the heat exchanger.

To test the robustness of the UKF with respect to initial conditions a new simulation was performed where the initial temperature estimates were different from the actual values. The new simulation was carried out so that all the first temperature estimates to the UKF are 3°C higher than the actual initial values. As the purpose of this simulation was to test the robustness with respect to initial state estimation, no change in the gas turbine load is applied. Otherwise the simulation set-up is similar to the previous case. The new results are shown in Figures 7–8. Figure 7 reports the temperature measurements with noise, the real and the UKF estimated temperatures at the inlet of the heat exchanger. Given the magnitude of the erroneous initial condition, it is demonstrated that the UKF estimate of the temperature is able to converge to the real temperature within the first time step. Figure 8 shows the real and the estimated temperatures at an intermediate section (fifth cell) of the once-through boiler. It can be observed that the UKF projection converged to the real temperature despite the lack of available measurements. Moreover, the estimate converged to the real temperature within approximately 100 seconds which is a reasonable time frame for this type of system.
Figure 6. Real and estimated temperature distribution along the cells of the once-through boiler. 6(a) at time \( t = 40 \) seconds and 6(b) at time \( t = 200 \) seconds.

Figure 7. Real, estimated and measured temperature profiles at the inlet of the once-through boiler. The initial estimated temperature is 3°C higher than the real temperature.

6. CONCLUSION

This paper analysed the use of the Unscented Kalman Filter to predict the temperature profile inside a once-through boiler serving an organic Rankine cycle turbogenerator. Simulation results demonstrate the stability of the UKF, even with aggressive additive Gaussian noise profiles for process and measurements, and for a heat exchanger discretized into a relatively large number of volumes with unmeasured states. Furthermore, it was observed that the estimated temperature converged to the real values in a reasonable time frame when relatively reasonable deviations in the initial guess for all nodes were applied.

Future work will focus on applying the UKF to the combined cycle unit consisting of the gas turbine and the ORC turbogenerator. The estimation results will be embedded in the control algorithm of the integrated system. Further work will be directed towards the implementation of UKF with constraints on the state variables applied to this integrated system.
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