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Abstract—For real-time systems we need to statically determine worst-case execution times (WCET) of tasks to prove the schedulability of the system. To enable static WCET analysis, the platform needs to be time-predictable. The platform includes the processor, the caches, the memory system, the operating system, and the application software itself. All those components need to be timing analyzable.

Current computers use DRAM as a cost effective main memory. However, these DRAM chips have timing requirements that depend on former accesses and also need to be refreshed to retain their content. Standard memory controllers for DRAM memories are optimized to provide maximum bandwidth or throughput at the cost of variable latency for individual memory accesses. In this paper we present an SDRAM controller for real-time systems. The controller is optimized for the worst case and constant latency to provide a base of the memory hierarchy for time-predictable systems.

I. INTRODUCTION

The use of modern, conventional architectures in real-time systems (RTS) requires complex analysis and suffers from high resource over-allocation, needed to cover uncertainties stemming from employed speculative, average-case optimizations. The design of time-predictable, RTS optimized architectures that allow easy timing analysis and tight timing guarantees is an active research topic [7], [8], [19].

The goal of this paper is to develop a time-predictable SDRAM controller for the T-CREST platform. The T-CREST project is an ongoing research project supported by the European Union’s 7th Framework Programme, aiming to develop a homogeneous time-predictable multi-processor platform. The variable SDRAM access latencies pose some challenges for its effective use in RTS. The many-core T-CREST platform creates a new context for rethinking the previous results and finding new solutions for external memory access.

We implemented a working prototype of a SDR (Single Data Rate) SDRAM controller and integrated it with a processor. We evaluate the controller by comparing it against a series of other SDRAM controllers available for FPGAs. The strict optimization for the worst-case results also in a simple design that consumes less hardware resources than controllers that implement average-case optimizations. Furthermore, the controller can be clocked higher then the available single data rate SDRAM chips and is therefore not a bottleneck of the maximum operation frequency.

The paper is organized as follows: The following Section presents related work in the area of SDRAM controllers for real-time systems and approaches to handle the DRAM refresh. Section III gives background information on SDRAM memories. We present the design of the time-predictable SDRAM controller in Section IV and show the evaluation results in Section V. Section VI concludes the paper.

II. RELATED WORK

Åkesson et al. proposes the predictable controller called Predator [1], [2]. To improve data bus utilization, the large memory transfers are pipelined through bank interleaving with automatic precharge after each access (i.e., closed page policy). The controller uses a hybrid approach between the static SDRAM command scheduling, which is good for providing timing guarantees, and the dynamic command scheduling, which provides better average-case memory bandwidth utilization. The elementary operation size is fixed and the sequences of correctly interleaved SDRAM commands to perform a read or write of elementary block are precomputed at design. The patterns and their compositions are analyzed at design time, to derive worst-case response times (WCRT) for each memory operation. The refresh is handled by including it in the WCRT of each memory operation, but accounting for the refresh period for transfers of larger sizes. To allow a better average-case performance, the memory requests are translated dynamically into sequences of static patterns that are executed by the configurable SDRAM command generator. For hard-RT tasks all the responses are delayed to their worst-case latency to provide isolation between different requestors.

Paolieri et al. describe the Analyzable Memory Controller (AMC) [14] that was part of MERASA project [21] for predictable multi-core architectures. The bank interleaved command sequences are used as in the Predator. Fine-grained round-robin arbitration is used for hard-RT tasks. They get higher priority than non-HRT tasks. The WCRT is calculated by using the maximum possible time needed for a single transfer multiplied by the number of possible colliding requesters (i.e. one pending non-HRT task and all other hard-RT tasks). Using the single maximum transfer estimate increases the WCRT beyond the value that is possible in the worst case. For example, the worst-case command is usually a write invoked after a read. But it is impossible to have $N$ write-after-read switches in a sequence of $N$ transfers. The same authors propose improvements of the AMC [13]. They account...
for maximum possible direction switches and additionally allow preempting the non-HRT transfer at the bank boundary, saving few additional latency cycles. The measurement based worst-case execution time (WCET) estimates for the tasks are used and refresh is handled by synchronizing the start of the task with the refresh operation, to have refresh interference incorporated into WCET.

Reineke et al. describe the SDRAM controller for the ARM based precision timed architecture (PTARM) processor [15]. The processor implements a four thread-interleaved pipeline, and a separate bank is assigned for each thread, thus conflicts are avoided. Because this privatization removes the concept of a shared memory, PTARM use the on-chip memory for shared data. The refresh is performed manually. Because of their tight integration with the interleaved pipeline, they exploit some properties of the architecture while issuing refresh. The refresh is deferred to the end of the read operation where it does not incur additional cost, because the pipeline cannot use two consecutive read slots. For larger memory transfers (DMA transfers to/from the scratchpad) they account for maximal possible interference from refresh.

Atanassov and Puschner [5] described a problem with refresh incorporation into WCET of the task without considering each transfer. They showed, that even though the WCET augmented with the possible refresh interference is safe, the actual WCET path of the program might be different. This does not seem to be a problem in practice, if well behaved architecture without timing anomalies is used.

Bhat and Mueller propose grouping the refresh operations together and executing them in a separate task [6]. This eliminates refresh interference uncertainty, because the refresh interference can be handled by the schedulability analysis. The refresh operation does not have to be pessimistically incorporated into the WCET of each memory operation. Unfortunately the authors did not mention that there are strong limitations on burst refreshes in later generations of SDRAM memories.

### III. SDRAM BACKGROUND

This section provides the background on Dynamic Random Access Memory (DRAM). In this work, the focus is on Synchronous DRAM (SDRAM), which has been the most prevalent volatile off-chip memory for more than a decade. It is called synchronous to distinguish it from the asynchronous DRAM interfaces that were dominant at the time the standard was created. The JEDEC Solid State Technology Association prepares the standard and several generations of the standards have evolved over the years.

#### A. Structure and Operation

The DRAM is called dynamic because the value of each bit is represented as a charge of a small capacitor, which discharges due to leakage over time. The capacitors must be refreshed periodically to preserve the valid value. In addition to the capacitor, the bit cell contains a pass transistor, which is enabled when the value is read or written. The bits are not accessible individually; instead, they are organized in arrays of rows $\times$ columns. A row must be prepared before a bit of relevant column can be read. This requires two steps: (1) precharge – the bit-lines (columns) are charged to midpoint voltage between logical 0 and 1; (2) activate – the capacitors of the single row are connected to the bit-lines. During the activation the charge of the capacitor creates a small voltage swing on the bit-line, which is recovered to full voltage by the sense amplifier. Both steps contribute significantly to the latency of the DRAM access, because the bit-line runs over the thousands of rows and has huge capacitance. However, once the row has been activated its columns can be read/written with lower latency.

To increase the throughput, a memory device contains several independent arrays called banks. The data can be transferred from one bank while other banks are precharging or activating. Similarly, few devices can be connected to the same SDRAM interface and enabled by chip-select. This address dimension is called rank.

#### B. Signaling

The controller accesses the memory device through parallel buses, i.e., each signal bit is sent independently at the same clock cycle. The data bus and the control/address bus are independent; this allows sending commands to a different bank during the longer data transfer cycles.

There are no handshaking or acknowledge signals in the interface; instead, the controller obeys the implicit timing parameters of the memory chip to assure proper operation. The timing parameters are presented in Section III-D.

#### C. Commands

The SDRAM has a synchronous interface and is operated by a predefined set of commands. The four main commands are precharge, activate, read and write. The other commands are: auto refresh which is discussed in separate subsection; mode register set configures the memory; and burst stop, which is redundant, and has been removed starting from DDR2 generation.

Precharge (bank or ALL) charges the bit-lines of the specified or all banks to the reference voltage, to enable data recovery by the sense amplifiers during subsequent row activation. The precharge requires $t_{RP}$ time before the activate command can be issued.

Activate (bank, row) activates the row of the specified bank. The data of the activated row will be available for read/write after $t_{RC}$ time, but restoration of the values into the bit capacitors usually requires more time, specified as $t_{RAS}$. The bank cannot be precharged before that.

Read (bank, column, optional auto-precharge) requests to read a number of words from the active row. The data must be sampled from the data bus after $t_{CAC}$ cycles. The length of the transfer is configured by a mode register set command. The device will issue the precharge command automatically at earliest allowed time if auto-precharge is enabled for this read command. In addition to $t_{RCD}$ mentioned in activate command, there might be a constraint on minimal separation...
between consecutive read and write commands specified as $t_{CCD}$.

Write (bank, column, optional auto-precharge) requests to write a number of words into the active row. The controller of an SDR SDRAM starts the data burst together with the command. A mode register set command controls the burst length. The length is either one word or the value of the read length. The notes regarding the $t_{CCD}$, $t_{BRC}$ and auto-precharge of read apply to write as well. Additional constraints ($t_{WTR}$ and $t_{WR}$) are required to allow the last data word to be stored properly.

### D. Timing Parameters

The timing parameters of the SDRAM device need to be obeyed by the controller. The parameters can be divided into two groups. The first group contains the signal integrity requirements that are present when interfacing any synchronous component. Those are setup/hold requirements for the inputs with respect to clock/strobe signals. The clock-to-output timing is provided for all the outputs and the timing of the tristate buffers needed for bidirectional signals. The other group contains protocol level requirements which describe the separation between commands/data on the SDRAM bus. For example, the sharing of the I/O and control hardware by the banks requires delays between the commands even if they are directed to different banks. Also, the single bidirectional data bus requires extra delay when the direction of the transfer is changed. The extra separation might also be required when getting data from the different ranks [11].

The Figure 1 and Figure 2 show the timing requirements for read and write transactions. The precharge command is issued explicitly to show its place in the transaction. The action could also be scheduled for automatic execution by enabling the auto-precharge during read and write commands.

### E. Performing Refresh

There is some flexibility in performing refresh. The methods of invoking a refresh are listed first, followed by the possible ways of organizing them in time.

Activating a row has a side effect of refreshing its capacitors because the sense amplifiers restore the charge. Activation is performed for a row of a single bank, so in case of refresh by activate all the banks have to be refreshed separately. Additionally, the controller/software needs to keep track of the row counters. Auto refresh is triggered by issuing a dedicated refresh command. The command does not specify the address of the row; instead a counter inside the memory chip points to the row. The same row is updated in all the banks in parallel, and the counter is incremented to point to the row for the next refresh operation. Self refresh is an autonomous refresh mode, which can be performed by the SDRAM chip during longer inactivity periods.

There are two strategies regarding the refresh invocation of different rows: distributed and burst refresh. The distributed refresh is commonly used. The refresh operations are spread out evenly in time. Alternatively, the burst refresh can be used. The longer period without refresh is followed by several refresh operations invoked one after another.

The first generation SDRAM (Single Data Rate) devices usually allow performing the refresh command bursts of arbitrary length. Thus refresh actions for all the rows can be grouped together and invoked at a convenient time to avoid refresh interference with normal operation. The later, Double Data Rate generations are less flexible. The maximum of 8 auto refresh operations can be postponed or pulled (issued in advance), but not both. In another words, the maximum of $9 \times t_{REFI}$ interval between surrounding auto refresh commands is allowed [12].

### F. Refresh Timing

The SDR SDRAM describes refresh requirement in terms of retention time $t_{REF}$ for each cell (which is the same as each row). The specifications of subsequent generations use $t_{REFI}$ parameter, which is longest period between two consecutive refreshes operations. For simple memories—which perform a refresh of single row during one operation—the relation between the two parameters is $t_{REFI} = t_{REF}/N_{rows}$. But, bigger devices of later generations refresh multiple rows during the single auto refresh operation; hence the $t_{REFI}$ parameter is given in the specifications. While the time needed by the auto refresh operation is given in $t_{RFC}$ parameter. It is usually slightly greater than row cycle time ($t_{RC}$) for very small devices, but can be several times greater for the larger devices.

At a higher temperatures the leakage current is larger and the retention time is smaller. The specifications usually requires doubling the refresh rate if the temperature is higher than 85°C. This slightly reduces the memory throughput, but does not complicate the controller design.

---

2 Also known as CBR (CAS Before RAS) from the times of non-synchronous DRAM interface
IV. A TIME-PREDICTABLE MEMORY CONTROLLER

This section provides information on the design, implementation, integration, and testing of the SDR (Single Data Rate) SDRAM controller. Section V presents the evaluation of the controller.

A. Analysis

The DE2-70 FPGA board, used for the project, contains two IS42S16160B-7TLI SDRAM chips [10]. They are organized as 16-bit words in 4 banks of 8192 rows by 512 columns. The chips are speed grade 7, so according to the specification they can be clocked up to 143 MHz (with CAS latency (CL) of 3) or 100 MHz (with CL=2). Table I lists the SDRAM parameters for the chip, while Table II list the parameters relevant for signal integrity.

### 1) Separation Between Transactions:

The minimum number of cycles needed between two operations are summarized in Table III. They depend on the type of the operation as well as the banks the transactions use.

For random addresses the worst-case is when consecutive accesses happen to different rows of the same bank (top part of the table). Because we are interested in optimizing the worst-case performance, we use the closed page policy, as it assures the smaller worst case latency. The read transaction requires: row activation, CAS latency, burst transfer cycles, and precharge. In this case the precharge can be overlapped with last few data transfers cycles; the negative \( t_{PQL} \) term in the equation accounts for this. The burst transfer cycles are \( BL - 1 \), as \( t_{CAC} \) already contains the first cycle of the data transfer (see Figure 1). The \( \max() \) is used to satisfy the \( t_{CAS} \) for smaller \( BL \), and the whole sum must always be at least \( t_{RC} \). The read transaction requires: precharge, activate, burst transfer, and write recovery cycles. \( BL - 1 \) is used, because the transfer starts at the cycle of the write command (see Figure 2). Again, the whole sum must be at least \( t_{RC} \).

The length of the burst and two timing parameters affect the separation of operations on different banks: the separation between activates (\( t_{RRD} \)) and the read or write commands (\( t_{CCD} \)). For SDR the smallest meaningful burst length for interleaving is 2, because each operation requires at least two command bus cycles (activate and read or write). Because \( t_{CCD} \) and \( t_{RRD} \) are usually not larger than 2 clock cycles, the separation becomes \( BL \). This means that two consecutive memory operations of the same kind (read or write), can result in uninterrupted transfer on the data bus.

What remains to be considered, are the separation between operations of different directions. The read after write is constrained by \( t_{RTW} \), but for SDR memories this is one clock cycle, which means that commands can be issued in consecutive cycles. Because the write data transfer starts at the same cycle as the write command, the minimum separation between the commands is \( BL \) as in the previous case. However, this creates \( t_{CAC} \) idle cycles on the data bus. The read command is issued in the next cycle after the last data is written, but the read data comes a few cycles later. The write after read needs an extra \( t_{CAC} + 1 \) cycles between commands. The \( t_{CAC} \) is needed to let the read data to finish, and 1 extra idle cycle that is needed to allow the tristate buffers of the SDRAM to become high impedance before the controller starts driving the data onto the bus.

The command separation limits the maximum bandwidth available for random accesses. Table IV shows lengths of
read and write bursts in cycles and the resulting bandwidth in percent of the theoretical maximum bandwidth. The top part of the table lists the numbers for the simple transactions calculated according the Table III formulas. The bottom of the table contains 3 examples of transactions interleaved over two banks. The efficiency is increased, because precharge and activation of one bank is overlapped with transfers by the other bank. The 8 word transfers interleaved over 2 banks (2*4 bursts) allow to fully utilize the data bus, but 3 cycles gap is needed if the transfer direction is changed. The last row in the table accounts for the fact that at most one change in direction is needed for two transfers. The estimates in the table do not account for cycles wasted for refresh and will be lower. The efficiency will also be lower if higher frequency operation is used.

2) Performing Refresh: The SDRAM refresh operation interferes with regular read/write operations. Even though the refresh is required to be invoked relatively infrequently, its asynchronous nature can lead to memory access latency overestimation. There are three options to handle refresh. (1) Refresh operations can be grouped together and analyzed at schedulability analysis level [6]. (2) They can be invoked individually at a known time, for example in a dedicated TDM slot of a CMP system. (3) The refresh is a higher priority periodic operation invoked by the controller and increases the WCRT of each memory accesses.

The first option is only effective for the SDRAM generation of SDRAMs. Newer generations limits the grouping to only 8 refresh operations. The second option is constrained for larger density devices, where refresh requires much more time than the regular operations. The third option results in a conservative WCET if the refresh interference is pessimistically incorporated into each request. However, tighter WCET bounds are possible by calculating the refresh interference for the whole execution of the task and not for each memory request [5]. The architecture needs to be free from timing anomalies for the approach to be valid.

B. Design

To simplify the first design we have decided to build the controller using simple, non-interleaved transactions. The simple transaction controller issues the same sequence of commands for different configurations. This way it can be made configurable, where the target frequency and burst length are specified as generic parameters and all the wait cycles are calculated automatically by the synthesis software.

The controller can later be extended to use bank interleaving. This would potentially require different state machines for different configurations. However, the command patterns can be very regular resulting in a simple design.

After reset, the controller performs the initialization sequence. The memory access requests are translated to predefined sequence of actions. The single Mealy type state machine is used to control the sequencing. The Mealy type allows defining sequence of actions. The single Mealy type state machine is used to control the sequencing. The Mealy type allows defining sequence of actions. The single Mealy type state machine can later be extended to use bank interleaving. The Open Core Protocol (OCP) interface is chosen. The out of band signals defined in the OCP protocol are used for manual triggering of refresh (if the option of automatic refresh is disabled).

C. Implementation

The implementation has following features:

- It is a simple RTL state-machine in one entity. The result is comprehensible and easily maintainable code, which is synthesized into a reasonable implementation by a standard vendor tool chain (see Section V-D)

- The code is meant to be portable. Therefore, we avoided vendor specific components or design patterns. The only vendor specific component is the PLL/DCM, which is necessary for higher clock frequencies, but it is instantiated externally to the controller. Also the use of IO-Block registers has to be specified in a vendor specific way. For Altera the signal attributes are used, but a .qsf file can be used as well. For Xilinx, this can be specified on a per signal basis in the constraint file.

- All the possible parameters are configurable through generics: (1) the signal widths for the requester interface (address/data) and the SDRAM interface (chip-selects/banks/address); (2) the address mapping from a

\[
\begin{array}{cccc}
\text{BL} & \text{Cycles}_{\text{Read}} & \text{Cycles}_{\text{Write}} & \text{BW}_{\text{Read}} & \text{BW}_{\text{Write}} \\
1 & 7 & 7 & 14.28\% & 14.28\% \\
2 & 7 & 7 & 28.57\% & 28.57\% \\
4 & 8 & 9 & 50\% & 44.44\% \\
8 & 12 & 13 & 66.66\% & 61.53\% \\
2^4 & 8 & 8 & 50\% & 50\% \\
\text{pair of } 2^4 & 8+3 & 8+3 & 72.72\% & 72.72\% \\
\text{pair of } 2^4 & 8+3+8 & 8+3+8 & 84.21\% & 84.21\%
\end{array}
\]
linear address of the requester to rank, bank, row and column; (3) the burst size supported by the SDRAM specification; (4) the frequency, access latency, refresh period, and other timing parameters from the memory chip specification. The timing parameters are specified using the VHDL time constants and are translated into required number of clock cycles according the user specified clock period automatically.

- Registers in IO-Blocks allow better setup times and clock to output delay.
- Wait states and counters insure the correct timing between SDRAM bus commands. The binary counters are sufficient for the needed wait ranges.

A 3 ns skew is introduced between the SDRAM clock and the clock used for the controllers state-machine, to adjust the clock edge with the data for the same setup/hold slack for both read and write operations as described in [3].

D. Integration

This section describes the integration of the controller with two processors for RTS.

1) Integration with the Patmos Processor: At the time of this writing the Patmos processor [20] from the T-CREST platform was still under development. The support for caches was not yet finished and the processors pipeline used simplified accesses to local memories without stalling. The integration was performed through a simple, I/O controlled DMA (Direct Memory Access) like device. The device can be asked to perform external memory transfers with its local buffer. The single cycle access is provided to the buffer to prevent stalling the processor pipeline. Instead, the processor polls the device status to find out if the memory transfer has been completed.

2) Integration with the JOP Processor: JOP is a time-predictable processor for real-time Java applications [17]. The JOP processor accesses the memory and I/O devices through the SimpCon [16] interface. The interface is optimized for the processor’s pipeline. The processor drives the output signals for one clock cycle and waits until the slave completes the transaction. The interface allows the slave to perform the early completion acknowledgements, by providing the master a hint on how many wait cycles are needed before the data is ready. A 2-bit rdy_cnt signal is used for this purpose, where the maximum value of 3 has a special meaning of unknown number of cycles. The slave is required to keep the data value and the acknowledgement after the transaction is complete.

A small VHDL entity was created to adapt the controller to the SimpCon interface. Non-optimized adaptation is used, without the early acknowledgement and burst length of 1. When the transaction is issued the adapter sets the SimpCon rdy_cnt signal to 3 (busy with unknown completion time). The command, address, and write data signals are also registered to keep them stable as required by the controller. When the controller acknowledges the data, the rdy_cnt register is reset to 0 (ready, i.e. zero wait cycles left); and the data value is registered.

The inefficiency of not using the SimpCon early acknowledgement can easily be solved, as the controller keeps track of when the data will be available. This information can be used for rdy_cnt. Enabling burst transfers needs extensions to SimpCon interface and possible modification of the controller. The pipelined transactions supported by SimpCon could be used. Additional signals are needed to denote when the transaction corresponding to the same burst are finished. The controller could then use this information to start the bank precharge. In addition the controller would need to be modified to support pipelined transactions.

E. Testing

We used two testing methods: a VHDL testbench for controller simulation and test programs for checking the controller operation in the FPGA system.

1) VHDL Testbench: The testbench (TB) for RTL level simulation of the controller tests its behavior in isolation. The TB was also useful for locating the source of flaws, because the complete observability of the controller’s state is available during the simulation.

The TB performs writes and reads with different addressess and checks that the read data matches the one written to that location. The mismatched entries are reported. There are also flags controlling the verbosities level of the reporting of the transactions on both the controller and processor interfaces. The reporting allows running the TB in batch mode, for simple check of correctness without the need to examine the signal waveforms.

The TB does not try to test all the configurations supported by the controller, because there are many. Instead, one configuration is tested, which is selected by specifying the configuration constants. The refresh period was configured to a small value to check the refresh logic interference with the regular transactions. The controller’s conformance with the SDRAM timing constraint is verified with the SDRAM simulation model.

2) Patmos Test Programs: The synthesized version of the controller was tested on the FPGA configured with a system composed of a Patmos processor, the memory controller accessible through an I/O controlled DMA-like device (see Section IV-D1), and serial port for communication with the PC over an RS-323 cable. The test programs were written in C. At the time of the writing only C programs with limited features could be executed successfully by the available infrastructure. Therefore, two simple test programs were written.

The first program uses only a tiny part of the memory. The memory mapping of the I/O device is checked. Next some strings are written to the memory, read back for comparison, and are output to the serial port for examination. The second program tests the whole addressable memory range, but does not give hints on what went wrong. Distinct values are written into each memory location. Before the read-back is performed, the program waits for any input from the serial terminal. This is used to check if the SDRAM is refreshed to preserve the
correct values. The program reports the error when it occurs as well as the number of all errors discovered at the end.

3) JOP Hello World Test: The non-exhaustive test was used to check the JOP integration (Section IV-D2). The JOP system with the SDRAM as the only external memory was configured on FPGA. Than the “Hello World” program was transmitted to the FPGA over the RS-323 cable. The bootloader received the program and wrote it into the external memory and executed it from there.

V. CONTROLLER EVALUATION

In this section we present the synthesis results of the controller. We compare our controller with three other SDR SDRAM controllers.

A. Altera SDR SDRAM Reference Design

The Altera reference design for an SDRAM controller is described in [4]. The controller is coded structurally without an explicit state machine. Instead the state is distributed into a number of internal control signals and counters, which control the multiplexers driving SDRAM signals. The controller is pipelined, introducing 4 cycles of additional data latency. The pipeline does not allow multiple outstanding commands to different banks, i.e., the new command is accepted after the previous one is completed (except for precharge used to interrupt the ongoing full-page read or write burst).

The controller provides a low-level interface to the SDRAM. The user must initialize the SDRAM and must keep track of data latency cycles (i.e., the controller does not acknowledge the valid data). The read/write requests to the controller are translated into pairs of activate and read/write (with auto-precharge) SDRAM commands. The requests corresponding to precharge, refresh, and mode register set commands are also available and are used to control the SDRAM initialization sequence. Two more requests configure the runtime parameters of the controller.

B. Xilinx SDRAM Reference Design

The design is described in [22]. The design is almost 14 years old, and one can see that the synthesis tools had different capabilities and a different hardware description style had to be used. The controller is coded structurally at a very low-level. The finite state machine (FSM) uses manually specified one-hot encoding for the state register. The Xilinx SRL16 primitives (lookup table used as shift register) are manually instantiated. Each counter is described in a separate entity and the design consists of 9 entities in total. The design provides the same functionality as the Altera design, albeit through a slightly different interface. The controller is run-time configurable and the user must initialize both the controller and the SDRAM. The requests are handled as single burst transaction with auto-precharge. The user must count the cycles to know when the valid data should be sampled after read. But the write data is accepted right away and is delayed internally.

The controller uses a double frequency clock for the SDRAM interface, and communicates the data with the user on both edges of the slower clock. The controller seems to be designed for use in an external chip, because a single 32-bit inout signal is used for address, datain, dataout and part of the command encoding. The controller introduces 8 SDRAM cycles (4 system cycles) of additional data latency during read.

C. JOP SDRAM Controller

The JOP controller [9] was made to enable the access to the SDRAM from JOP [18] on the Altera DE2 board. The timing parameters are hardcoded. Differently to the two previously presented designs, the controller performs SDRAM initialization automatically. The controller provides a 32-bit SimpCon [16] interface, but uses a 16-bit wide SDRAM chip. Therefore, some extra buffers and logic is used for this purpose. Two FSM are used, one handles the SDRAM command sequence, while the other interacts with the SimpCon and assembles/splits the two half-words. The SDRAM address multiplexing is performed in a separate process.

D. SDRAM Controllers Synthesis Results

The synthesis results for three designs mentioned in previous sections and our design are presented in Table V. The top part shows the numbers for the Altera Cyclone II target (EP2C70F896C6). The bottom part list numbers for a Xilinx Spartan 3 (xc3s5000-5fg900), because Xilinx reference design is not portable. The table has two entries for the JOP design. The numbers for the original design (JOP) were suspiciously large, and we were able to fix the problem by constraining the ranges of the counters (JOP\textsubscript{Optimized}). The original design used full range integer types, resulting in the inferring of 32-bit counters. For the purpose of the JOP comparison we have also included the numbers (Our\textsubscript{SimpCon}) of our design adapted for the use in JOP system (Section IV-D2). Finally the line Our\textsubscript{Optimized} represents the design after splitting the increment and comparison logic of the refresh counter into separate cycles (by registering the done flag). The initialization counter was also separated and made free running. The optimization is not necessary for our application, because the unoptimized device can run above the required speed. Nevertheless, the

<table>
<thead>
<tr>
<th>Design</th>
<th>(f_{\text{max}}) (MHz)</th>
<th>LC</th>
<th>LUT</th>
<th>FF</th>
</tr>
</thead>
<tbody>
<tr>
<td>Altera</td>
<td>309</td>
<td>308</td>
<td>174</td>
<td>238</td>
</tr>
<tr>
<td>JOP</td>
<td>194</td>
<td>126</td>
<td>129</td>
<td></td>
</tr>
<tr>
<td>JOP\textsubscript{Optimized}</td>
<td>211.39</td>
<td>272</td>
<td>119</td>
<td>211</td>
</tr>
<tr>
<td>Our\textsubscript{SimpCon}</td>
<td>349.41</td>
<td>200</td>
<td>127</td>
<td>131</td>
</tr>
<tr>
<td>Our\textsubscript{Optimized}</td>
<td>349.38</td>
<td>200</td>
<td>174</td>
<td>238</td>
</tr>
<tr>
<td>Xilinx Spartan 3</td>
<td>116.20</td>
<td>229</td>
<td>165</td>
<td>293</td>
</tr>
<tr>
<td>Xilinx Spartan 3\textsubscript{S3}</td>
<td>117.79</td>
<td>114</td>
<td>147</td>
<td>130</td>
</tr>
</tbody>
</table>
The high frequency of Altera design, stimulated us to see how big the speed gain of the optimization will be.

Comparing the hardware resources, we can see that our design is the smallest design. The comparison shows that the performance of our simple behavioral controller description is reasonable, and also that some speed gains are possible by simple optimization of critical path (see Our Optimized vs. Our).

The Altera design is clearly optimized for speed, so the high frequency is not surprising. The design is pipelined and the control logic is distributed and always depends on just a few bits. The critical path is on some wide multiplexer used to initialize a delay counter according the configuration register.

The higher FF count of Altera design results from pipelining, especially of the 32-bit wide data signal. All the input/outputs are also additionally latched, whereas our design expects the requester to hold the address and data stable. The Xilinx design uses many FF to register the input and additionally to store it in a few places, because the address/configuration/data all use a single bus.

Even though the maximum clock frequency of the Xilinx and our design are almost the same, the Xilinx controller supports higher SDRAM frequencies, because the SDRAM interface is operated with double frequency. The same trick could probably be applied to speed up our design if needed. Thought the frequency might decrease because of a possible introduction of critical path at the shorter period paths.

VI. CONCLUSION

Real-time systems need time-predictable components to support static WCET analysis. In this paper we presented an SDRAM controller that provides constant and well-known access time to the SDRAM memory. The controller is placed into open source and has been tested with two real-time platforms: the Java processor JOP and the time-predictable CMP platform T-CREST.

As future work we consider to explore the possibilities of performing memory access analysis at schedulability level. The precision and feasibility of this approach will depend on the modeling of the task’s memory demand.
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Source Access

We provide the VHDL code of the controller in open-source within the T-CREST repository at: https://github.com/t-crest/sdram
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