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Abstract

Pronounced improvements in the understanding of semiconductor device performance are expected if electrostatic potential distributions can be measured quantitatively and reliably under working conditions with sufficient sensitivity and spatial resolution. Here, we employ off-axis electron holography to characterize an electrically-biased Si \(p-n\) junction by measuring its electrostatic potential, electric field and charge density distributions under working conditions. A comparison between experimental electron holographic phase images and images obtained using three-dimensional electrostatic potential simulations highlights several remaining challenges to quantitative analysis. Our results illustrate how the determination of reliable potential distributions from phase images of electrically biased devices requires electrostatic fringing fields, surface charges, specimen preparation damage and the effects of limited spatial resolution to be taken into account.
1) Introduction

As semiconductor devices continue to shrink, so variations in the placement of small numbers of dopant atoms can drastically change electrostatic potential distributions in the devices’ active regions and affect their electrical and optical properties\(^1\). Existing methods for introducing dopants are not yet sufficiently controllable, while electrostatic potential measurement techniques are not yet precise enough for the development and understanding of future device generations\(^2\). Comprehensive feedback from a quantitative potential measurement technique is crucial for parameter optimization in device modeling, ideally in three dimensions with high spatial resolution and high precision.

The technique of off-axis electron holography in the transmission electron microscope (TEM) promises to achieve the required spatial resolution and precision for potential measurement in two dimensions\(^3\) and can be combined with electron tomography for three-dimensional measurements\(^4\). Moreover, by carrying out electron holography on a semiconductor device that is electrically biased \textit{in situ} in the TEM, it is in principle possible to map the electrostatic potential distribution of a device under working conditions, thereby providing additional information for the optimization of device design and fabrication.

An off-axis electron hologram is an interference pattern created by overlapping part of the electron wave that has passed unperturbed through vacuum (the “reference wave”) with another part of the electron wave that has passed through the sample (the “object wave”). The resulting interference pattern encodes the phase difference between the reference and object waves, which can then be reconstructed, e.g., with a standard FFT-based algorithm\(^5\). Provided that the reference beam is not perturbed by the presence of the specimen, that the specimen is not magnetic and that the effect of dynamical diffraction on the phase shift is negligible, the reconstructed phase difference can be written in the form:

\[
\varphi(x, y) = C_E \int_{-\infty}^{+\infty} V(x, y, z) dz
\]

where \(C_E\) is a constant that depends on the energy of the electron beam (\(C_E = 8.56 \text{ mrad V}^{-1} \text{ nm}^{-1}\) at 120 keV), \(V\) is the electrostatic potential and \(z\) is the electron beam direction. If the electrostatic potential distribution is constant in the electron beam direction (i.e., it has no \(z\)-dependence) and...
limited to the interior of the specimen (i.e., there are no fringing fields), then Eq. (1) can be simplified to:

\[ \varphi(x, y) = C_E V(x, y) t(x, y), \]  

(2)

where \( t \) is the specimen thickness. Therefore, if the specimen thickness \( t(x, y) \) is known and the phase shift \( \varphi(x, y) \) is measured using electron holography, then in principle the electrostatic potential distribution across the specimen can be mapped. However, despite the fact that the phase shift can be measured with high sensitivity (better than 1 mrad\(^6\)) using electron holography, the interpretation of phase images in terms of electrostatic potential distributions requires several factors to be taken into account.

As the phase shift is highly sensitive to specimen thickness, any small thickness variations can be misinterpreted as electrostatic potential variations. For example, a 3 nm step in thickness (e.g., due to preferential milling) in a Si specimen of thickness 300 nm can be misinterpreted as a built-in potential difference of 0.12 V (at 120 kV accelerating voltage). A possible workaround to bypass this problem and to avoid possible misinterpretation is to electrically bias the specimen, since, to a first approximation, the phase variation across a \( p-n \) junction changes with applied voltage, whereas the contribution to the phase shift due to specimen thickness variations remains unchanged.

Changes in mean inner potential (MIP) across heterojunctions must also be taken into account. Steps in phase across heterojunctions measured using electron holography depend on both the difference in MIP and the dopant potential profile across each junction, as well as on any local redistribution of charge that may be present at each interface in the sample. Differences in MIP can therefore be misinterpreted as dopant potentials, or vice versa. Because MIPs are unchanged by external voltages, it should again be possible to avoid such misinterpretation by measuring phase steps across heterojunctions under different electrical biasing conditions. Similarly, the effects of diffraction contrast on the phase shift can be misinterpreted as changes in dopant potential and can be removed by electrical biasing, so long as the contribution to the phase from diffraction contrast is unaffected by the applied electrical bias.
The measured potential may also be affected by electrical charging of the specimen in the presence of electron beam irradiation due to the emission of secondary electrons and the generation of electron-hole pairs in the specimen. The presence of electrical contacts close to the region of interest is expected to help to restore any charge imbalance resulting from secondary electron emission from the specimen\(^7\). Electrical contacts can also be used to measure electron beam induced current (EBIC)\(^8\) and, in this way, to provide information about electron-hole pair generation. The fact that dopant potentials are, in general, much smaller than mean inner potentials, means that a measurement with 0.1 V sensitivity in Si, which has a mean inner potential of \(\sim 12\) V, requires a signal to background ratio of better than 1\% (to measure a 0.1 V dopant potential on a 12 V background). The ability of electron holography to detect variations in dopant potential can therefore be improved by the application of an applied electrical bias.

For all of these reasons, *in situ* electrical biasing of semiconductor devices in the TEM is expected to provide a valuable solution to many of the issues that need to be overcome when converting electron holographic phase images into electrostatic potential maps, as well as providing an opportunity to characterize semiconductor devices under working conditions. Previous electron holography studies of electrically biased \(p-n\) junctions have shown only qualitative agreement between experimental results and theory\(^9\)\(^-\)\(^12\). For example, researchers at the University of Bologna demonstrated electrical leakage fields (fringing fields) from an electrically biased \(p-n\) junction into vacuum, as expected on the basis of electrostatics\(^10\). They also showed that the fringing fields increase in magnitude with applied reverse bias\(^13\). Subsequently, scientists from Cambridge demonstrated a linear increase of the step in phase across a Si \(p-n\) junction with applied reverse bias in a focused ion beam (FIB) prepared specimen\(^14\).

Despite qualitative agreement between experiment and theory, the quantitative interpretation of such experimental results reveals large discrepancies. Measured fringing fields are considerably smaller than expected\(^15\), while electrostatic potentials, electric fields, charge densities and dopant concentrations inferred from phase images are almost always significantly lower than predicted values. In addition, measured charge densities across \(p-n\) junctions have been reported to depend on...
applied bias, while theory predicts that their magnitude should remain constant, as the depletion layer width increases with applied reverse bias\textsuperscript{16}. Although electron beam irradiation and specimen preparation damage have been blamed for these discrepancies in the literature\textsuperscript{17,18}, their origin is not yet fully understood. Here, we address these issues quantitatively by measuring the electrostatic potential, electric field and charge density across a Si $p$-$n$ junction from electron holograms acquired under different electrical biasing conditions and by comparing the measurements with simulations.

2) Experiment

2.1) Experimental Details

An abrupt symmetrical Si $p$-$n$ junction comprising a 4-$\mu$m-thick As-doped ($n$-type) layer grown epitaxially onto a (100) oriented B-doped ($p$-type) substrate using molecular beam epitaxy was provided by OKMETIC\textsuperscript{19}. The electrically active dopant concentration was determined using a four-point-probe measurement to be $6 \times 10^{18}$ cm$^{-3}$ on each side of the junction, which corresponds to an expected built-in potential of 1.02 V across the junction. In order to electrically bias the $p$-$n$ junction \textit{in situ} in the TEM, a 1.5 mm \times 1.5 mm \times 100 $\mu$m cleaved piece of the wafer was clamped between two electrical contacts in a cartridge-based single tilt biasing holder\textsuperscript{20}. A parallel-sided electron transparent membrane was then micromachined at one corner of the cleaved wedge using a 30 keV focused ion beam (FIB)\textsuperscript{21}. The length of the electron transparent membrane was kept as short as 1 $\mu$m, while the rest of the specimen was significantly thicker, to minimize charging during the holography observation. At the final stage of specimen preparation, at a thickness of approximately 600 nm, low keV cleaning was carried out using 2 keV FIB milling to reduce the effects of specimen surface damage and Ga implantation. The crystalline thickness of the membrane was determined to be 550\pm10 nm using convergent beam electron diffraction (CBED) in a two beam condition. The applied voltage across the junction was varied between 0 and 2 V reverse bias in intervals of 0.2 V. At each voltage, both an object off-axis electron hologram and a vacuum reference electron hologram were recorded. The holograms were acquired in an FEI Titan 80-300 TEM operated at 120 kV in Lorentz mode. By setting the biprism voltage to 70 V and the magnification to 18600×, holograms
with a visible overlap region of $\sim 0.6 \times 2 \, \mu m^2$ at 6 pixels per fringe could be acquired on a 2k×2k charge-coupled device (CCD) camera, with a holographic interference fringe spacing of 4.6 nm and fringe visibility of 20% for an acquisition time of 16 s. The $p$-$n$ junction was oriented exactly edge-on with respect to the electron beam by tilting the specimen to the central line of the 040 Kikuchi band, at a specimen tilt angle of 5.2° from the $<$001$>$ zone axis.

### 2.2) Experimental Results

Representative reconstructed phase and amplitude images, obtained by applying a mask of radius 1/14 nm$^{-1}$ to the sideband in the Fourier transform of the hologram for 0 V applied bias, are shown in Figs. 1(a) and (b), respectively. The $p$- and $n$- regions are clearly visible in the phase image. No diffraction contrast can be seen in the amplitude image at this specimen orientation, suggesting that dynamical diffraction does not affect the phase step across the $p$-$n$ junction significantly.

The step in phase across the junction (Fig. 1(c)) is plotted as a function of applied bias voltage in Fig. 1(d), showing the expected linear relationship between the step in potential and applied bias across the junction for a reverse biased $p$-$n$ junction. It is immediately apparent from this plot that the FIB-prepared $p$-$n$ junction specimen responds to the applied voltage, with the potential step across the junction increasing with applied reverse bias. Assuming that i) the electrically active specimen thickness is the same on both the $n$- and the $p$- sides of the junction$^{21}$, ii) the phase shift due to the junction is contained within the specimen and iii) the applied bias is dropped fully across the junction and not elsewhere on the specimen or holder, then the slope and intercept of the graph shown in Fig. 1(d) provide values for the electrically active specimen thickness and the built-in potential across the junction of 500±10 nm and 0.9±0.1 V, respectively, by using the expressions

$$\begin{cases} \Delta \phi = 4.35 V_{\text{app}} + 3.92 \\ \Delta \phi = C_E t V_{\text{app}} + C_E t V_{\text{bi}} \end{cases} \Rightarrow t = 500 \pm 10 \, \text{nm}, V_{\text{bi}} = 0.9 \pm 0.1 \, \text{V}$$

where $\Delta \phi$, $V_{\text{app}}$ and $V_{\text{bi}}$ are the phase step, applied reverse bias voltage and built-in potential across the $p$-$n$ junction, respectively. Fig. 1(e) shows representative potential, electric field and charge density...
distributions extracted from the dashed box marked in Fig. 1(a) for different values of applied reverse bias, assuming the full 550 nm crystalline thickness of the specimen (measured using CBED) when converting the phase images into maps of electrostatic potential $V$, electric field $E$ and charge density $\rho$ using the expressions:

\[
V(x, y) = \varphi(x, y)/C_E t
\]

\[
E(x, y) = -\nabla V(x, y)
\]

\[
\rho(x, y) = -\varepsilon_{Si}\varepsilon_0 \nabla^2 V(x, y)
\]

where $\varepsilon_{Si}=11.7$ and $\varepsilon_0=8.85 \times 10^{-12}$ F/m.

The difference between the crystalline specimen thickness measured using CBED and the electrically active specimen thickness inferred from the step in phase plotted as a function of applied voltage is 50±10 nm, suggesting that there is a 25±5 nm crystalline layer on each surface of the specimen that is depleted due to a combination of electrical surface states (i.e., surface depletion) and FIB damage. The thickness of the depleted and inactive crystalline surface layer has been widely assumed in the literature to be the primary explanation for low values of steps in phase obtained from electron holography results. However, there are other discrepancies in the experimental measurements, which are not consistent with this explanation alone. In Fig. 2, experimental electric field and charge density profiles obtained from Fig. 1(e) are compared with classical one-dimensional solutions of the Poisson equation for an abrupt symmetrical Si $p$-$n$ junction with the measured dopant concentration of $6 \times 10^{18}$ cm$^{-3}$. Although the general trend in the experimental data is consistent with the simulations, with the depletion width and maximum electric field increasing with applied reverse bias, there are large differences between the magnitudes of the experimental and simulated values. The electric fields measured using electron holography are only about 15% of the simulated values, whether or not the thickness of the electrically inactive surface layer is taken into account, while the measured charge...
densities are more than an order of magnitude lower than the expected value of $6 \times 10^{18}$ cm$^{-3}$. In addition, the experimentally measured depletion regions are asymmetrical in the plots of $E$ and $\rho$ and approximately 5 to 10 times wider than the simulated widths, with the measured charge density increasing with reverse bias voltage instead of remaining constant. In contrast to reports in the literature that electrical biasing can reactivate some of the dopants that have been deactivated by specimen preparation (due to Joule heating)$^{12}$, in the present study we measured the same charge density at 0 V after many biasing cycles.

In contrast to previous reports$^{29}$, the surface of the present FIB-prepared specimen is not an equipotential. The experimental phase images are shown in Fig. 3 in the form of eight-times-amplified phase contours and illustrate the presence of fringing fields in the vacuum region outside the specimen, which change with applied reverse bias. The phase shift in the vacuum region along the specimen edge, within the field of view, is greater than 9 rad at 2 V reverse bias. It is important to note that the position of the fringing field is not aligned with the junction position within the specimen, but is shifted slightly towards the $p$-side of the junction.

The leakage of the electric field into the vacuum region has two consequences for off-axis electron holography. First, the assumption that the reference wave is not influenced by the electrostatic potential of the specimen is not strictly valid, and this perturbation needs to be taken into account in the interpretation of the recorded phase images. Second, the presence of the fringing field above and below the specimen needs to be considered.

In the following section, by means of numerical simulations, we investigate the role of i) finite spatial resolution, ii) fringing fields, and iii) surface charge on the determination of charge density from electron holographic phase images.
3) Simulations

3.1) Limited spatial resolution

One important factor that needs to be considered when calculating charge densities from electrostatic potential maps that have been extracted from phase images is the smoothing of the potential distribution as a result of the finite spatial resolution of the experimental measurements. The effect of limited spatial resolution (14 nm, as dictated by the size of the mask used in reconstructing the phase image) on the charge density distribution extracted from a phase image is illustrated in Fig. 4. In this figure, the theoretical potential distribution across an abrupt Si \( p-n \) junction with a dopant concentration of \( 6\times10^{18} \text{ cm}^{-3} \) is convoluted with a Gaussian point spread function (with a 14 nm standard deviation) and the charge density is then calculated from its second derivative. Fig. 4(a) shows calculated (theoretical) and smoothed potential profiles across the \( p-n \) junction for 0 and 2 V reverse bias. The limited spatial resolution has no effect on the measurement of the magnitude of the potential step across the junction if the measurement can be performed sufficiently far from the position of the junction. However, the potential profile becomes smoother as a result of the limited spatial resolution, resulting in a decrease in the charge density and an increase in the depletion width inferred from the second derivative of the potential profile. For example, the apparent charge density in Fig. 4(b) decreases from \( 6\times10^{18} \text{ cm}^{-3} \) to \( 1\times10^{18} \text{ cm}^{-3} \) at 0V bias, while the depletion width increases from 20 to 70 nm.

The effect of limited spatial resolution on the inferred charge density is not the same for different applied reverse bias voltages. For a larger reverse bias, the curvature of the potential profile is influenced less strongly by the limited spatial resolution, resulting in an apparent increase in charge density in Fig. 4(b), calculated from the second derivatives of the smoothed potential profiles, with applied reverse bias.

3.2) Fringing fields

Three-dimensional (3D) simulations of electrostatic potentials within and around TEM specimens containing \( p-n \) junctions were carried out using the commercially available device simulator ATLAS.
by Silvaco. By solving Poisson’s equation, the electrostatic potential was calculated inside a 500-nm-thick parallel-sided specimen containing an abrupt symmetrical Si $p$-$n$ junction for a dopant concentration of $6 \times 10^{18}$ cm$^{-3}$, as well as in a 750-nm-thick vacuum region above and below the specimen and in a 700-nm-thick vacuum region to the side of the specimen. A representative simulated 3D potential distribution is shown in Fig. 5 (a) for an applied bias of 0 V. This figure shows only half of the simulated volume, which continues along the $z$-axis on the opposite side of the $xy$ plane. The 750-nm-thick vacuum region above and below the specimen is large enough for the electrostatic potential variation to reach a value close to zero at the edge of the simulated volume. In order to apply an electrical bias in the simulations, electrical contacts were considered on the $n$- and $p$-sides of the specimen at $y = 0$ and 1 $\mu$m in Fig. 5 (a), respectively. When solving Poisson’s equation, the difference between the normal components of the respective electric displacements was assumed to be equal to surface charge densities (Neumann boundary conditions) at the positions of the planes with no electrical contacts. At the electrical contacts, a fixed surface potential, fixed electron concentrations and fixed hole concentrations (Dirichlet boundary conditions) were used as boundary conditions. These boundary conditions for the electrical contacts were chosen because experimentally the electrical contacts are over 1 mm away from the region of interest and therefore the drop in voltage across the electrical contacts and its consequent fringing fields do not affect the holography observation. The boundary condition used here for the electrical contacts result in no drop in the electrostatic potential in the semiconductor close to the electrical contacts. In order to investigate the effect of fringing fields on the projected potential, the specimen surface was assumed to have a negligible surface state density in the simulations. The phase shift that the electron beam experiences as it passes through the 3D potential distribution was calculated by integrating the electrostatic potential along the electron beam direction (the $z$-axis in Fig. 5(a)) and then multiplying the projected potential by the constant $C_E$ according to Eq.1. The perturbation of the reference wave by the fringing field was also considered when calculating the simulated phase images, using an overlap width of 500 nm (similar to that measured experimentally). The mean inner potential of Si ($\sim$12 V) was not included in the present simulations, but should have no effect on the calculated electric field and
charge density, since it simply adds a constant to the electrostatic potential inside the specimen relative to that in vacuum.

A representative simulated phase image and corresponding eight-times-amplified phase contours are shown before and after considering the perturbation of the reference wave for an applied reverse bias of 0 V in Figs. 5(b) and (c), respectively. The profiles in Fig. 5(d) represent phase profiles across the junction at 0 V (a, b and c) and 2 V (a’, b’ and c’) reverse bias. In this figure, the profiles marked (a) and (a’) show the phase change across the junction within the specimen without considering the effects of fringing fields, those marked (b) and (b’) show the entire phase change across the junction, including the fringing fields above and below the specimen, while those marked (c) and (c’) show the phase profiles after including the effect of the perturbed reference wave. The difference between profiles (c’) and (a’) shows how much the fringing fields and the perturbed reference wave are predicted to contribute to the phase shift of the electron beam at 2 V reverse bias. The phase step across the junction in this 500-nm-thick specimen is predicted to increase by approximately a factor of three when the contributions to the phase shift from fringing fields above and below the specimen and the perturbed reference wave are considered. Profiles (b) and (b’) show that the presence of fringing fields above and below the specimen can introduce a difference in slope in the phase profiles between the p- and n-side of the junction, as well as resulting in a larger phase difference between the p- and n-side further from the junction. This difference in slope increases with applied reverse bias. By taking the perturbation of the reference wave into account (profiles (c) and (c’) in Fig. 5(d)), the phase step across the junction decreases slightly. However, the profiles also become less flat and the slope of the phase profile on the p- and n-side changes such that further from the junction the phase difference between the p-side and n-side decreases, when compared to that measured close to the junction.

In Fig. 5(e), the calculated phase step across the junction is shown before considering the effects of fringing fields and the perturbed reference wave (black triangles), after considering the contribution to the phase shift due to fringing fields above and below the specimen but without considering the perturbed reference wave (blue circles), and after taking the effect of the perturbed reference wave into account (red squares), plotted as a function of applied reverse bias. It can be seen that the
presence of fringing fields does not affect the linear relationship between the phase step and the applied reverse bias. Although the phase step increases linearly with applied reverse bias in all three cases, the slope and intercept of the fitted lines (shown in the figure) are different. Without considering fringing fields, the intercept of the fitted line represents the product of the specimen thickness, the built-in potential and the constant $C_E$ (Eq. 3). After including the contribution to the phase shift from fringing fields above and below the specimen, both the intercept and the slope of the fitted line increase. The values then decrease only slightly when perturbation of the reference wave is taken into account. An important point to note is that the fringing fields do not change the intercept-to-slope ratio, which provides a measure of the built-in potential across the junction. This means that the built-in potential extracted from the plot of phase step versus applied reverse bias is not sensitive to the presence of fringing fields. This conclusion can also be reached by analytical calculations\textsuperscript{31}.

In contrast to the experimental observations, when the effects of fringing fields are included in the simulations, the inferred electric fields and charge densities increase significantly when compared to calculations for no fringing fields. The same processing steps were applied to the simulations as to the experimental phase images to obtain the difference electric field and charge density distributions shown in Figs. 5(f) and (g) for different applied bias voltages. For example, the electric field profile shown in Fig. 5(f) for a 2 V reverse bias is the difference between the electric fields calculated from phase profiles (c\textsuperscript{'}) and (a\textsuperscript{'}). The electric fields and charge densities contributed by the fringing fields show the same trend as the electric fields and charge densities across the $p$-$n$ junction in response to applied reverse bias, but their magnitudes are larger than those shown in Figs. 2(b) and (d). For example, the maximum electric field at 2 V reverse bias determined from the simulated phase image including the effects of fringing fields (profile (c\textsuperscript{'}) in Fig. 5(d)) is 3800 kV/cm, which is the sum of the electric field across the junction (1600 kV/cm) at this applied voltage and the contribution from the presence of fringing fields (2200 kV/cm).

The simulations show that, if perfect surfaces with no surface states and damage are assumed for a $p$-$n$ junction specimen, then the contribution from fringing fields to the phase step across the junction is predicted to be larger than that caused by the $p$-$n$ junction within the specimen. In contrast, the
presence of fringing fields does not have a severe effect on the measurement of the depletion width, as the depletion widths in Figs. 5(f) and (g) are approximately in agreement with those in Figs. 2(b) and (d). The built-in potential extracted from the phase step versus applied voltage plot is also not affected significantly by the fringing fields.

3.3) Positive surface charge

In an attempt to investigate the effect of surface states and secondary electron emission on the measurement of electrostatic potentials using off-axis electron holography, the above 3D electrostatic potential simulation was repeated for the same p-n junction specimen, in the same geometry, but including a uniform positive surface charge on its surfaces.

The origin of surface states in a FIB-prepared TEM specimen could be a combination of surface termination, ion beam damage and high-energy electron beam irradiation\textsuperscript{28,32}. Regardless of the origin, the overall effect of surface states in the presence of electron beam irradiation is likely to result in the presence of positive surface charge on the specimen surfaces. Since few primary electrons are absorbed by a TEM specimen when compared with the number of emitted secondary electrons, it is expected that in the absence of good electrical conductivity on the specimen surfaces they will charge positively\textsuperscript{33,34}. It is difficult to measure the surface charge density independently. However, we assume a positive surface charge density of $8 \times 10^{12}$ e.c. (electron charges)/cm$^2$ on all three surfaces of the specimen (top, bottom and edges) in our simulation, based on a comparison between simulated phase profiles in the vacuum region and our experimental electron holographic phase images. Simulated phase profiles for different uniform surface charge densities between $1 \times 10^{12}$ and $1 \times 10^{13}$ e.c./cm$^2$ in intervals of $1 \times 10^{12}$ e.c./cm$^2$ were compared with a corresponding phase profile taken along the specimen edge in the vacuum region from the experimental phase image recorded at 0 V bias. The closest match between the experimental and simulated phase profile in the vacuum region at 0 V bias was obtained for a surface charge density of $8 \times 10^{12}$ e.c./cm$^2$. For higher surface charge densities, the fringing fields disappeared completely, while for lower surface charge densities much stronger fringing fields than those measured experimentally appeared in the vacuum region. As a result of
assuming a positive surface charge density of $8 \times 10^{12}$ e.c./cm$^2$, the specimen surfaces on the $p$-side became inverted to have $n$-type character. Assuming the depletion approximation, such a charge density would result in a surface depletion width of approximately 11 nm and a surface potential difference of approximately 0.6 V on the $p$-side of the specimen, far from the junction. The strong inversion on the $p$-side, when the electron concentration at the surface is equal to the dopant concentration in the bulk, occurs in this specimen if a positive surface charge density of approximately $10^{18}$ e.c./cm$^2$ is assumed on the specimen surface, resulting in a maximum surface depletion width of approximately 15 nm. For the purpose of the simulations, the surface charge was considered to be embedded in a 2 nm oxide layer on the specimen surface. The 3D potential distribution obtained from such a simulation is shown in Fig. 6(a). The phase image determined from the simulated potential distribution, as well as corresponding eight-times-amplified phase contours, are shown in Fig. 6(b), taking into account the perturbed reference wave. From Figs. 6(a) and 5(a), it can be seen that the presence of positive surface charge decreases the leakage of electric fields into the vacuum region, with the electrostatic potential variation in the vacuum region in Fig. 6(a) now limited to the proximity of the specimen surfaces when compared to Fig. 5(a). The fringing fields are not only weaker, as can be seen in the eight-times-amplified phase contours shown in Fig. 6(b), but they are also not aligned with the junction position within the specimen in the presence of surface charge.

The calculated phase step across the junction in the presence of surface charge is plotted in Fig. 6(c) as a function of applied reverse bias. The phase steps marked with red squares are calculated from the entire simulated volume, whereas the phase steps marked with green diamonds and blue triangles show the contributions from the fringing fields in the vacuum region and the potential variation within the specimen, respectively. At 0 V bias, the calculated phase step associated with the potential variation within the specimen is larger than that from the fringing fields, while at 2 V reverse bias the opposite is the case.

Figs. 6(d) and (e) show electric fields and charge densities, respectively, calculated from the phase shift caused only by fringing fields, as in Figs. 5(f) and (g). The electric fields and charge densities calculated from the phase shift determined from the entire simulated volume are shown in Figs. 6(f)
and (g), respectively. The electric fields and charge densities caused by the fringing fields alone are significantly smaller now that positive charge is included on the specimen surface. Both the electric field and the charge density are asymmetrical in the presence of surface charge, with a lower inferred charge density on the p-side than on the n-side. The inferred charge density increases with applied reverse bias in the presence of surface charge, whereas it does not change with applied bias if no surface charge is included (Fig. 5(g)). The depletion width is also wider in the presence of surface charge. For example, in Fig. 6(g), the depletion width is approximately 80 nm at 2 V reverse bias, whereas in the absence of surface charge it is below 50 nm (Figs. 2(b) and 5(g)).

4) Discussion and Summary

In the experimental section of this paper, it was shown that a Si p-n junction specimen prepared using FIB milling responds to an applied electrical bias. In qualitative agreement with theory, the potential step, electric field and depletion width across the junction, measured from electron holographic phase images, increase with applied reverse bias. However, instead of remaining constant, the measured charge density increases with applied reverse bias. In contrast to previous reports, but in agreement with theory, fringing fields are observed in the vacuum region close to the specimen edge. The fringing fields increase in magnitude with applied reverse bias.

Quantitative comparisons between the experimental results and classical one-dimensional solutions of the Poisson equation for an abrupt Si p-n junction reveal more discrepancies than agreement. Although the built-in potential determined from a plot of phase step versus applied reverse bias is approximately in agreement with the value expected from theory, the electrically active specimen thickness determined from this plot is 50 nm smaller than the crystalline thickness of the specimen measured using CBED. Although one can explain this discrepancy by assuming an electrically inactive crystalline layer on the top and bottom surfaces of the specimen, the presence of fringing fields means that they need to be considered to interpret the measured phase step across the junction. More significantly, the measured electric fields and charge densities are 85% and an order of magnitude smaller than the expected values, respectively, while the measured depletion widths are too
high by ~300%, the measured charge density is asymmetrical and the fringing fields are not aligned with the position of the junction within the specimen. These discrepancies cannot be explained by the assumption of a simple electrically inactive layer on the top and bottom surfaces of the specimen.

In the simulation section, we investigated the effects of limited spatial resolution, fringing fields and surface charge on the electron holography measurements. Simulations presented in this paper did not account for all of the discrepancies, particularly the large depletion width measured experimentally. Limited spatial resolution smooths the potential distribution and results in a lower electric field, a lower charge density and a larger depletion width determined from the projected potential profile. As the effect of limited spatial resolution on the potential step across a p-n junction is smaller for a larger applied reverse bias, a larger charge density is then inferred. Limited spatial resolution is likely to be part of the explanation for the low values of measured electric field and charge density and the large values of depletion width, both in the present study and in other reports. However, neither the full extent of the discrepancies nor the asymmetrical charge density profiles can be explained by limited spatial resolution alone. For studying modern nanoscale devices, which was not the aim of this work, a large field of view is not necessary and therefore spatial resolution is not a limiting factor.

If the specimen surfaces are assumed to be ideal, with negligible surface states and defects, then electric fields are predicted to leak out from the p-n junction into vacuum and to generate strong fringing fields that can affect the phase image significantly. Our simulations show that the phase shift caused by fringing fields can then be about two times larger than that caused by the potential variation inside a 500-nm-thick specimen containing a symmetrical abrupt Si p-n junction with a dopant concentration of $6 \times 10^{18}$ cm$^{-3}$. When calculating electric field and charge density distributions from phase images, the contribution from the phase shift caused by the fringing fields can then be larger than that originating from the interior of the specimen. However, the determination of the built-in potential from the intercept to slope ratio of a plot of phase step versus applied reverse bias is not affected significantly by the fringing fields in the absence of surface charges. When compared with this simulation, significantly weaker fringing fields are observed experimentally, suggesting that the surfaces of TEM specimens in the presence of electron irradiation cannot be assumed to have
negligible surface state concentrations. In modern devices, in which dopant concentrations can reach a few percent, the fringing fields are expected to be stronger.

Simulations incorporating positively charged specimen surfaces were used to model the effects of secondary electron emission during electron irradiation. In order to reproduce the phase shift in the vacuum region close to the specimen edge measured experimentally at 0 V bias, a uniform positive surface charge of $8 \times 10^{12}$ e.c./cm$^2$ had to be included on the specimen surfaces in the simulation. When compared with simulations for ideal specimen surfaces, the presence of surface charges resulted in weaker fringing fields, lower electric fields, smaller charge densities and wider depletion widths. Moreover, the calculated electric fields and charge densities in the presence of surface charges were asymmetrical, the inferred charge densities increased with applied reverse bias and the fringing fields in vacuum close to the specimen edge were shifted slightly. These observations are all in qualitative agreement with the experimental measurements, suggesting that the presence of positive surface charge on the TEM specimen surface is one of the reasons behind the discrepancies seen between our experimental results and initial simulations.

The quality of FIB-prepared surfaces directly affects the strength of fringing fields and is likely to be the reason for the absence of fringing fields in previous studies. It is therefore necessary to develop a standard FIB-based specimen preparation recipe that provides reproducible surfaces and a corresponding electrostatic potential model that predicts the effect of such surface conditions on the electrostatic potential distribution inside and outside the specimen.

In conclusion, the discrepancies between experiment and theory seen in electron holographic studies of semiconductor devices are likely to have four different origins: 1) the failure of the dopant potential model used for bulk samples in a thin specimen in which surface termination plays a role; 2) changes in the potential distribution during specimen preparation associated with surface damage and implantation, 3) alteration of the original potential distribution as a result of high-energy electron beam irradiation, which results in secondary electron emission, electron-hole pair and point defect generation and 4) other sources of error such as dynamical diffraction and limited spatial resolution.
Further studies are in progress in our group and by others to disentangle the role and contribution of these parameters in electron holographic studies of semiconductor devices. Attempts are also being made to electrically bias more complex device structures in situ in the TEM to measure electrostatic potential distributions under working conditions.
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Figure 1. Representative a) unwrapped phase and b) amplitude images of the Si p-n junction studied here at 0 V applied bias. c) Phase profile measured along the arrow shown in (a). d) Phase step across the p-n junction plotted as a function of applied reverse bias. The dashed box in the phase image shows the area from which e) the potential, electric field and charge density distributions were generated. Only part of the field of view is shown in each frame. The 50-nm-wide box in (e) shows the area from which the profiles in Figs. 2(a) and (c) were obtained.
Figure 2. Measured a) electric field and c) charge density profiles across the Si p-n junction studied here, determined from the plots shown in Fig. 1(e) for different applied reverse bias voltages. b) and d) show corresponding simulated electric field and charge density profiles, respectively, for an abrupt symmetrical Si p-n junction with a dopant concentration of $6 \times 10^{18}$ cm$^{-3}$, obtained using a one-dimensional Poisson solver for the dopant species studied experimentally. The simulations are also shown as a function of applied reverse bias voltage.
Figure 3. Eight-times-amplified phase contours shown as a function of reverse bias voltage for the Si $p$-$n$ junction studied here. The scale bar is 500 nm. The details of the phase contours within the depletion region should be discounted, as they contain artefacts resulting from phase amplification. In order to reduce the noise in the amplified phase contours, the phase images were smoothed.
Figure 4. Illustration of the effect of limited spatial resolution on the apparent charge density determined from a potential profile for different applied reverse bias voltages, determined from simulations for an abrupt symmetrical Si p-n junction with a dopant concentration of $6 \times 10^{18} \text{ cm}^{-3}$. In (a) the potential profiles across the junction at 0 V and 2 V reverse bias (blue solid curves) are compared with corresponding potential profiles that were convoluted with a Gaussian point-spread-function with a standard deviation of 14 nm (red dashed curves), showing the smoothing effect of limited spatial resolution on a potential profile at two different biasing voltages. The purple dotted curve in (b) shows the charge density determined from the potential profile at 0 V without considering the effect of limited spatial resolution. The other curves correspond to charge densities determined from potential profiles that have been convoluted with the Gaussian point-spread-function. Note the increase in the apparent depletion width, the decrease in the apparent charge density and the variation of maximum charge density with applied reverse bias, resulting from the effects of limited spatial resolution alone.
Figure 5. a) Representative 3D simulation of the electrostatic potential inside and around a 500-nm-thick parallel-sided specimen containing an abrupt symmetrical Si p-n junction for an applied bias of 0 V. Only half of the simulated volume (cut at the xy plane) is shown, so that the potential variation within and around the specimen can be seen. A corresponding phase image, limited to a volume of
x = 0.1 to x = 1.1 µm, y = 0.1 to y = 0.9 µm and z = -1 to 1 µm in (a), and its eight-times-amplified phase contours calculated for an accelerating voltage of 120 kV at 0 V bias, are shown in b) and c). The effect of the perturbed reference wave is taken into account in (c), but not in (b). The profiles in (d) show the phase change across the junction at 0 V (a, b and c) and 2 V (a’, b’ and c’) reverse bias. The profiles marked (a) and (a’) show the phase change across the junction within the specimen without considering the effects of fringing fields; those marked (b) and (b’) show the entire phase change across the junction, including the effects of fringing fields above and below the specimen; those marked (c) and (c’) include the effect of the perturbed reference wave. e) Contributions to the measured phase step across the junction plotted as a function of applied reverse bias from the interior of the specimen (black triangles), from the entire simulated volume without considering the perturbed reference wave (blue circles) and from the entire simulated volume taking the perturbed reference wave into account (red squares). f) and g) show electric field and charge density profiles for different applied bias voltages determined from the contribution to the phase shift from fringing fields alone. Similar to the experimental measurements shown in Fig. 1, all of the profiles are taken 300 nm away from the sample edge.
Figure 6. a) Representative 3D simulation of the electrostatic potential inside and around a 500-nm-thick parallel-sided specimen containing an abrupt symmetrical Si p-n junction, calculated for an applied reverse bias of 0 V with a positive surface charge density of $8 \times 10^{12}$ e.c./cm$^2$ on all three surfaces of the specimen ($x = 0.5$ µm, $z = -0.25$ µm and $z = 0.25$ µm). b) Corresponding phase image and its eight-times-amplified phase contours. c) Contributions to the phase step across the junction measured only from the interior of the specimen (black triangles), from the entire simulated volume (red squares) and only from the fringing fields above and below the specimen (green diamonds). d) and e) show electric field and charge density profiles for different applied bias voltages determined from the phase profiles corresponding solely to contributions from fringing fields. f) and g) show electric field and charge density profiles for different applied bias voltages, determined from phase profiles corresponding to the entire simulated potential volume. All profiles are taken 300 nm away from the sample edge.