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Abstract
This paper introduces a method for fault-masking and system reconfiguration in power transmission systems. The paper demonstrates how faults are handled by reconfiguring remaining controls through utilisation of wide-area measurement in real time. It is shown how reconfiguration can be obtained using a virtual actuator concept, which covers Lure-type systems. The paper shows the steps needed to calculate a virtual actuator, which relies on the solution of a linear matrix inequality. The solution is shown to work with existing controls by adding a compensation signal. Simulation results of a benchmark system show ability of the reconfiguration to maintain stability.
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1. Introduction

Interconnected power systems often experience problems related to low-frequency electromechanical oscillations (in the 0.1-2 Hz range). These oscillations arise from the power and phase-angle relationship interacting with generators’ inertia, forming an equivalent to a multi-mass-spring system. Large-scale power systems exhibit both local and inter-area eigenmodes. Local eigenmodes are related to those of a single machine against the rest of the system, inter-area modes are formed by one group of generating units working against another group. If the eigenmodes are poorly damped, this might lead to a loss of synchronism between synchronous generators and cause cascading of tripping events.
Power system stabilisers (PSSs) and Power Oscillation Dampers (PODs) (hereafter, collectively termed stabilisers) are effective tools to damp such low-frequency oscillations. Stabilisers are installed on voltage and power-flow controlling devices to compensate for oscillations in active power transmission [1]. On voltage regulators, the PSS superimposes auxiliary signals on the voltage regulation. The performance of a power system is usually analysed by checking the eigenproperties, and improved by adding active damping control to the electromechanical modes.

The performance of locally designed stabilisers can be improved using wide-area measurement signals and wide-area control (WAC) (see e.g. [2]). With the growing use of new technologies such as phasor measurement units (PMU) and fast communication technologies, WAC has given rise to new possibilities in power system operation. This includes use of such wide-area information for improved stability and for emergency control [3]. Furthermore, the communication network allows the use of multiple measurements, whereby fewer devices need to be implemented in a power system to achieve proper damping. When the stabilisers in a multi-machine power system work collaboratively, a proper functionality is expected from each individual stabiliser as a fault in one stabiliser could cause unsatisfactory performance or even instability of the collective control objective. In the present systems, cascaded tripping is a concern if a power damping device is disconnected from the system. In this paper, it is shown how wide-area measurement signals can be used and design a wide-area reconfiguration block that can reconfigure the control action and stabilise the system in an event of failure which removes local stabilisers.

With the penetration of synchronised Power Measurements Unit (PMU) technology into power transmission systems, wide-area control has become realistic, not only for normal operation, but in particular during emergency conditions, where reconfiguration schemes can be employed to encapsulate local failures of devices. The purpose of reconfiguring after a fault is to preserve specific properties of the closed-loop system [4]. This work is focused on faults related to devices with stabilisers. Handling of actuator faults to preserve certain properties before and after a fault is referred to as model matching. Model matching design to handle actuator faults were dealt with by [5], [6], who suggested a robust control mixer concept, and [7], who proposed the virtual actuator approach. [8] showed that control reconfiguration of a linear system after an actuator fault is equivalent to disturbance decoupling. Control reconfiguration methods using virtual actuators and sensors for piecewise affine systems and Hammerstein-Wiener systems were proposed in [9], [10], [11] and [12]. AFTC for Lur’e systems with Lipschitz continuous nonlinearity subject to actuator fault using a virtual actuator was presented in [13], where it was assumed that the state of the faulty system is measurable. AFTC for a system with additive Lipschitz nonlinearity subject to actuator faults using a virtual actuator was presented in [14]. Fault tolerant control of polytopic linear parameter varying (LPV) systems subject to sensor faults using virtual sensor was proposed in [15], where the structure of the nominal controller was assumed to be known. It was further assumed that the nominal controller consists of a state feedback
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combined with an LPV observer. [16] considered the problem of control reconfiguration for continuous-time LPV systems with both sensor and actuator faults and without any assumptions about the structure of the nominal controller. In this context input-to-state stability properties of the reconfigured system were investigated. In [17] the control reconfiguration for discrete-time LPV systems with both sensor and actuator faults were considered and both stability and performance of the reconfiguration block was investigated. Reconfigurable control design using a reconfiguration block for input-affine nonlinear dynamical systems was investigated in [18]. Using incremental stability properties, it was shown how to design the nonlinear virtual actuator independent of the nominal controller to achieve ISS of the reconfigured closed-loop system. The design of the nonlinear virtual actuator is achieved using backstepping control. Extension to nonlinear systems was obtained in [12]. Fault accommodation for large-scale interconnected system was achieved in [19], using a distributed AFTC scheme.

The idea of a virtual actuator is to keep the nominal controller in the loop and transform the input signals designed for the nominal plant to signals appropriate for the remaining healthy actuators. The reconfiguration method is applied to power systems with power oscillation damping controllers. When a damping device fails or is separated from the system, a wide-area virtual actuator is designed that restructures the nominal control loop by using the remaining healthy devices to compensate for the active damping that is missing due to the fault. The advantage of this approach is the separation of fault-tolerant control design from nominal control design. Nominal design and tuning can be used for the remaining stabilisers, fault-tolerance is obtained through a reconfiguration block. Furthermore, as the nominal controllers are still in the reconfigured loop, the implicit knowledge from the stabilisers about the closed-loop performance is preserved.

To our knowledge, no previous attempt of wide-area fault compensation in stabilisers has been done before [20]. Design of wide-area stabilisers was pursued in [2], where locale controls were extended with remote measurements to improve observability of inter-area modes. In [21], wide-area information was used in a hierarchical control scheme. A level of fault tolerance was obtained in ([22], [23]) where a robust wide-area controller used mixed $H_2/H_\infty$ output-feedback control. Adaptive stabilisers using wide-area information were designed in [24] and [25]. Compensation for the effect of wide-area control delays was considered in [26], where a predictor was implemented in the control loop. Using flexible AC transmission systems (FACTS) devices in a wide-area control network for power oscillation damping was considered in [27], where a delay margin for the controllers is introduced. In [28] a two-level stabiliser design is shown for the Brazilian 7-bus southern equivalent with time delay. This test system will also be the basis for the case study in this paper.

The contributions of this work are the following: A wide-area fault-tolerant virtual actuator is designed for the power system, which stabilises the system after a fault removes or separates local stabilising devices. The proposed method does not require changes in local controllers but accommodates faults by adding
signals to their output. This paper also extends the work done in [20] by finding a reconfiguration that minimises damping degradation during fault, and also accounts for transmission delays in a wide-area communication system.

The paper is organised as follows. The background of stabilisers and fault-tolerant control is described in section 2, in which the nonlinear nature of the emergency dynamics is also discussed and a Lure form is introduced to enable generic analysis. Section 3 then discusses reconfiguration based on a virtual actuator approach for nonlinear systems and extends virtual actuator-based theory to cope easily with the problem at hand. Section 4 presents a benchmark test system that develops instability when a line with a series-compensating device is tripped and simulations are performed showing successful reconfiguration and recovery of stability using the new approach.

2. Background

2.1. Power system damping control

Power systems can obtain oscillatory behaviour under certain circumstances related to the transmission line properties between machines, the level of power transmitted, and the control system parameters. Oscillatory behaviour is encountered under conditions of high reactance of the system (transmission and consumers) and high generator outputs. High synchronizing torque is then needed for generators, but the associated high gain in automatic voltage regulation loops causes deteriorated system damping [1]. Additional damping is provided by an auxiliary control loop, which measures signals related to the oscillation of active power, usually the rotor speed deviation. Power damping can also be achieved by the use of other static power-flow control and voltage control devices (FACTS).

Ideally a stabiliser is installed where the dominant electromechanical modes has highest controllability. Stabilisers can also use several inputs to damp multiple swing modes. When a stabilizing device is separated by a fault, the modes they are intended to control will become less damped. Faults that effect the oscillatory behaviour of a power system include: faults on synchronous generators and synchronous condensers; faults on damping FACTS devices; transmission line faults that separate control devices. In this paper, all these types of faults are considered where both faults in the control channel and changes in the system dynamics are accounted for.

The detection and isolation of these types of faults is a separate issue, that is treated in the literature. To guarantee isolability of each of these types of faults is a subject of considerable interest, and it is not part of the scope of the present paper. The interested reader could consult recent literature, including [29] and [30] who showed how the structural analysis technique known from Fault Diagnosis literature, see e.g. [4], could be systematically applied to obtain fast fault detection and isolation in a power system based on time domain calculations, [31] who suggested a pattern recognition technique applied on spectral energy information and used a combination of filtering and frequency scaling techniques.
to reduce computational load such that this method could be implementable in real time. Dedicated fault detection for inverters connected to the grid was the subject on [32]. The fault detection and isolation techniques are related to protection methods, which have been studied intensively in the literature. The FDI methods offer detection and isolation for more general classes of faults in generators and devices for voltage stabilisation and it is these types of faults we aim to accommodate with the methods dealt with in the present paper.

2.2. Control reconfiguration

In the following, the open-loop power system without stabilisers will be denoted $\Sigma_P$ and the stabilisers will be denoted $\Sigma_C$ such that the closed-loop system becomes $(\Sigma_P, \Sigma_C)$. When a fault occurs, the open-loop system changes from $\Sigma_P$ to $\Sigma_{P_f}$. The concept of fault-hiding using control reconfiguration is shown in Figure 1. After a fault, the controller $\Sigma_C$ interconnected to the faulty plant by means of the connections $y_c = y_f$ and $u_c = u_f$ is generally not suitable for controlling the faulty system. In particular, in the case of stabiliser failures, the loop is partially opened. The reconfiguration block $\Sigma_R$ will hide the system fault from the controller and regain stability of the closed-loop system.

![Figure 1: Illustration of fault hiding. The reconfiguration restructures the nominal control and modifies the output in order to hide fault from the controller.](image)

The reconfiguration block $\Sigma_R$ is placed between the faulty plant and the nominal controller, as shown in Figure 1b. Together with the faulty plant, the reconfiguration block $\Sigma_R$ forms the reconfigured plant $\Sigma_{P_r} = (\Sigma_{P_f}, \Sigma_R)$ to which the nominal controller is connected via the signal pair $(u_c, y_c)$. To enable this, the reconfiguration block must satisfy the following constraint:

**Definition 1** (Strict fault-hiding constraint). Consider the nominal system $\Sigma_P$ and the faulty system $\Sigma_{P_f}$. The reconfigured plant $\Sigma_{P_r}$ satisfies the strict fault-hiding constraint, if a suitable particular initial condition of the reconfiguration block $\Sigma_R$ exists such that the following relation holds:

$$\forall t \in \mathbb{R}_+, \forall d(t), \forall u_c(t) : y(t) - y_c(t) = 0.$$
The design of such a reconfiguration block is described in Section 3. The main objective of a reconfiguration is to guarantee stability of the reconfigured system. A secondary objective of the reconfiguration, which minimises the performance degradation, is also introduced.

The performance of stabilisers is often analysed from the eigenproperties of the system. To obtain guarantees for stability during emergency situations, and associated large transients, the normal approach of linear design of stabilisers will not suffice. Instead, a nonlinear model and an adequate nonlinear design approach are required. The performance will still be optimised with regard to the linearised system. The Lure formulation has been used previously on a multi-machine power system to examine the transient behaviour of a system. The general Lure formulation is:

\[
\Sigma_P : \begin{cases}
\dot{x}(t) = Ax(t) + B_v v(t) + B_u u(t) + B_d d(t) \\
v(t) = \varphi(C_v x(t)) \\
y(t) = Cx(t) \\
z(t) = C_z x(t),
\end{cases}
\]

where \( A \in \mathbb{R}^{n \times n} \), \( B \in \mathbb{R}^{n \times m} \), \( C \in \mathbb{R}^{r \times n} \), \( C_v \in \mathbb{R}^{s \times n} \), \( B_d \in \mathbb{R}^{n \times d} \) and \( C_z \in \mathbb{R}^{q \times n} \). Here \( y(t) \in \mathbb{R}^r \) is the measured output and \( z(t) \in \mathbb{R}^q \) is the control-relevant performance output. The feedback signal \( v(t) \) is obtained using the nonlinear characteristic \( \varphi(\cdot) : \mathbb{R}^s \mapsto \mathbb{R}^s \) satisfying the following assumption.

**Assumption 1** (Nominal Lure nonlinearity). The function \( \varphi \) is decomposed, element-wise Lipschitz, and sector-bounded in the sector \([0, K]\), with \( K = \text{diag}(k_1, \ldots, k_s) \), where \( k_1, \ldots, k_s \) defines the sector condition in each element of the nonlinear output \( v \).

The Lure system (1) is controlled by means of a given nominal controller \( \Sigma_C \). Stabiliser-control strategies usually involve using the generator’s angular frequency or the terminal frequency deviation in a supplementary feedback block. The following assumption is made on the nominal closed-loop system.

**Assumption 2** (Nominal closed-loop stability). The given nominal closed-loop system of \( \Sigma_P \) and \( \Sigma_C \) is input-to-state stable (ISS)\(^1\) with regard to the inputs \((r, d)\).

Design techniques for controllers to make Lure systems ISS is well-described in the literature (cf. [34, 35] and the references therein).

Faults change the nominal Lure system (1) to the faulty Lure system

\[^1\text{A system is ISS if functions } \beta \in \mathcal{KL}, \gamma \in \mathcal{K}_\infty \text{ exists such that } |x(t)| \leq \beta(|x(0)|, t) + \gamma(\|u\|_\infty) \text{ [33].} \]
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\[ \Sigma_{PF} : \begin{cases} 
\dot{x}_f(t) = A_f x_f(t) + B_v v_f(t) + B_f u_f(t) + B_d d(t) \\
 v_f(t) = \varphi_f(C_v x_f(t)) \\
y_f(t) = C x_f(t) \\
z_f(t) = C_z x_f(t), 
\end{cases} \]

where all matrices are of the same size as in the non-faulty case. To distinguish the faulty system behaviour from the nominal behaviour, all signals that are affected by faults are labelled by subscript \( f \). A stabiliser failure is an event that changes the nominal input matrix \( B \) to the faulty input matrix \( B_f \) by setting the corresponding row to zero. The fault is assumed to have been isolated by an existing FDI system, and the necessary mappings in (2) designed from that. The following assumption is made for the faulty system:

**Assumption 3** (Stabilisability). The pair \((A_f, B_f)\) is assumed to be stabilisable.

Although actuator failures (i.e. stabiliser failures) are of primary interest, more general actuator faults are defined. The method presented below is applicable to the following definition of faults.

**Definition 2** (Actuator and internal faults). An actuator fault \( f \) is an event that changes the nominal input matrix \( B \in \mathbb{R}^{(n \times m)} \) to the faulty input matrix \( B_f \) of the same dimensions. An internal fault is an event that changes the system matrix \( A \) to \( A_f \), the nominal characteristic \( \varphi : \mathbb{R}^s \mapsto \mathbb{R}^s \) to the faulty characteristic \( \varphi_f \) of identical dimension and the sector \( K \) to the faulty sector \( K_f \).

3. Wide-area virtual actuator for control reconfiguration

In this section a new reconfiguration result is presented, using a passivity-based stabilising design of Lure-type systems, extending the result from [13]. The virtual actuator implementation is shown in Figure 2. The signals related to the difference system are labelled by subscript \( \Delta \). Define the matrices \( A_\Delta \triangleq A - B_f M \) and \( B_\Delta \triangleq B - B_f N \). The reconfiguration block \( \Sigma_R \) proposed in this paper is a Lure virtual actuator:

\[ \Sigma_R : \begin{cases} 
\dot{x}_\Delta(t) = A_\Delta x_\Delta(t) + (A - A_f)x_f(t) + B_v v_\Delta(t) + B_\Delta u_\Delta(t) \\
x_\Delta(0) = x_\Delta0 \\
v_\Delta(t) = \varphi(C_v(x_\Delta(t) + x_f(t))) - \varphi_f(C_v x_f(t)) \\
u_f(t) = M x_\Delta(t) + N u_\Delta(t) \\
y_c(t) = y_f(t) + C x_\Delta(t), 
\end{cases} \]
The virtual actuator $\Sigma_R$, whose linear form was introduced in [7], expresses the difference between nominal and reconfigured dynamics in its state $x_\Delta$ and tries to keep this difference small. The matrices $M$ and $N$ are free design parameters that may be used to affect the virtual actuator behaviour. Note that the implementation of the Lure virtual actuator requires the knowledge of the state $x_f$ of the faulty Lure system, which must either be measured or estimated using an observer (observer design for Lure systems is described e.g. in [36, 37])\(^2\). If state information cannot be obtained, internal faults cannot be handled.

In this paper, faults are assumed to appear abruptly and remain effective once they have occurred.

\(^2\)The preservation of stability after introducing an observer is expected but must be analysed separately; a generic discussion of the combination of nonlinear virtual actuators with nonlinear observers is available in [12].
3.1. Fault-hiding property and separation principle

In order to prove the strict fault-hiding constraint, the state transformation \( x_f(t) \rightarrow \tilde{x}(t) \triangleq x_f(t) + x_\Delta(t) \) is applied, after which the reconfigured plant (2), (3) is described by:

\[
\begin{align*}
\begin{pmatrix}
\dot{\tilde{x}}(t) \\
\dot{x}_\Delta(t)
\end{pmatrix} &= \begin{pmatrix}
A & 0 \\
0 & A_\Delta
\end{pmatrix} \begin{pmatrix}
\tilde{x}(t) \\
x_\Delta(t)
\end{pmatrix} + \begin{pmatrix}
B \\
B_\Delta
\end{pmatrix} u_c(t) \\
&+ \begin{pmatrix}
B_v \dot{v}(t) \\
B_v v_\Delta(t)
\end{pmatrix} + \begin{pmatrix}
B_d \\
0
\end{pmatrix} d(t) \\
\tilde{x}(0) &= x_0 + x_\Delta, \\
v_\Delta(0) &= x_\Delta \\
\dot{v}(t) &= \varphi(C_v \tilde{x}(t)) \\
v_\Delta(t) &= \varphi(C_v \tilde{x}(t)) - \varphi_f(C_v(\tilde{x}(t) - x_\Delta(t))) \\
y_c(t) &= C \tilde{x}(t), \\
z_f(t) &= C_z \tilde{x}(t) - C_z x_\Delta(t).
\end{align*}
\]

This model shows that \( y_c \), the measured output made available to the controller, depends only on the state \( \tilde{x} \), which is governed by the nominal dynamics if the virtual actuator initial condition is \( x_\Delta = 0 \), which proves that the Lure virtual actuator satisfies the strict fault-hiding constraint. Due to Assumption 2, the interconnection \( (\Sigma_{\tilde{P}}, \Sigma_C) \) is ISS.

The difference state variable \( x_\Delta \) is, as seen from (4), affected by the dynamics of the state variable \( \tilde{x} \) through the variable \( v_\Delta \), but not the converse, which would contradict fault hiding. The nominal closed-loop system \( (\Sigma_{\tilde{P}}, \Sigma_C) \) is connected in series to the difference system \( \Sigma_R \), which implies that the series interconnection theorem for input-to-state stable systems is applicable, where the first system \( \Sigma_{\tilde{P}} \) is ISS by Assumption 2. It must also be ensured, through proper design, that the difference system is ISS with regard to the inputs \( u_c(t) \) and \( \tilde{x}(t) \).

3.2. Passivity-based stability recovery

Sufficient conditions for input-to-state stability of the difference system \( \Sigma_R \) with regard to its external inputs must be given.

**Theorem 1** (Global reconfigured closed-loop ISS). Consider the faulty Lure system (2) under Assumptions 2, 1, and let \( S = K^{-1}_f \). The reconfigured closed-loop system is globally ISS if \( X = X^T > 0 \) and \( Y \) of appropriate dimensions exists such that the matrix inequality

\[
( - (X A^T + A X - B_f Y - Y^T B_f^T) \begin{pmatrix}
\ast \\
-S
\end{pmatrix} X_C^T - B_v \\
S + S^T
\) > 0
\]

is satisfied, where \( M = Y X^{-1} \).

**Proof.** We first consider the unforced difference system (for \( u_c = 0, \tilde{x} = 0 \)) and show that satisfaction of LMI (5) implies global asymptotic stability of
the difference system. According to the circle criterion, the unforced difference system is absolutely stable at the origin if its linear subsystem is passive, which is the case according to [38] if the matrix inequality

\[
\begin{pmatrix}
-(A - B_f M)^T P - P(A - B_f M) & -C_u^T - PB_u \\
S + S^T
\end{pmatrix} \succ 0
\]

is feasible in the variables \( P = P^T > 0 \) and \( M \). Terms denoted \( \ast \) will be induced by symmetry. The latter inequality is nonlinear for the purpose of designing \( M \) due to products between variables \( P \) and \( M \). The following standard trick turns it into an equivalent LMI: the Schur lemma turns it into the equivalent inequalities \( S + S^T > 0 \) and \( -(A^T P + P A - M^T B_f^T P - P B_f M) - (C_u^T - P B_u)(S + S^T)^{-1}(C_u^T - P B_u)^T > 0 \). Pre- and post-multiplying with \( P^{-1} \) (a congruence transformation) and substitutions \( X \triangleq P^{-1} \) and \( Y \triangleq MP^{-1} \) give the result

\[
-(X A^T + X Y B_f^T - B_f Y) - (X C_u - B_f)(S + S^T)^{-1}(C_u X - B_f)^T > 0.
\]

Applying the Schur lemma once more gives the LMI (5).

It remains to be shown that absolute stability of the unforced difference system extends to the input-to-state stability of the difference system with non-zero inputs \( u \) and \( \tilde{x} \). This follows from the fact that LMI (5) implies not only global asymptotic stability for all Lure nonlinearities in the sector, but also global exponential stability. Together with Assumptions 2 and 1 and according to [33, Lemma 4.6], this implies that the forced difference system is globally ISS with regard to \( u \) and \( \tilde{x} \) as inputs. \( \square \)

### 3.3. Performance recovery

The stabilizing reconfiguration found from Theorem 1 is strictly a feasibility problem with an infinite number of solutions. The purpose of stabilisers is to improve damping of lightly damped electromechanical modes in the system, and an obvious objective of the reconfiguration is to minimise the degradation of the reconfigured system compared to the nominal system. The simplest way to incorporate performance goals into the design consists in ignoring the Lure nonlinearity for the purpose of performance optimization (setting it to zero). With this, linear performance indices can be included in the design. Optimal performance is not really achieved for the Lure system, but improvements may, in practice, be found over a purely stabilising design. And in any case, the performance of stabilisers is usually done by checking the eigenproperties of the system Jacobian. Absolute stability is in any case preserved by this semi-heuristic design extension.

Performance recovery is defined as follows:

**Definition 3** (Stable optimal trajectory recovery). Let \( \Sigma^*_R \) and \( \Sigma_R \) be two reconfiguration blocks, which stabilises the faulty closed-loop system. The reconfiguration block \( \Sigma^*_R \) optimally approximates the stable trajectory recovery goal if for any \( x_0 \) it follows that \( \forall u_c : \| z - z_f^\ast \|_{L2} / \| u_c \|_{L2} < \| z - z_f \|_{L2} / \| u_c \|_{L2} \).
Define the transfer functions $T_{u_\to z}(s) = C_z(sI - A_\Delta)^{-1}B_\Delta$ and $T_{u_\to u}(s) = M(sI - A_\Delta)^{-1}B_\Delta + N$, and let $\gamma_z$ and $\gamma_u$ be

$$\gamma_z = \min_{M,N} \|T_{u_\to z}(s)\|_\infty$$

$$\gamma_u = \min_{M,N} \|T_{u_\to u}(s)\|_\infty$$

Finding a reconfiguration that recovers the performance capabilities with regard to definition 3 was found in [39], which was shown to be the solution to the optimization problem (6). A multi-objective reconfiguration synthesis is also presented, where a compromise between recovery and input amplification is used. In an LMI formulation, this can be solved by:

$$\min_{X > 0, Y, N} \lambda \gamma_z + (1 - \lambda) \gamma_u \quad \text{(8a)}$$

s.t.

$$\begin{bmatrix} XA^T + AX - YT B_f^T - B_f Y & B - B_f N & PC_z^T \\ \ast & -\gamma_z I & 0 \\ \ast & \ast & -\gamma_z I \end{bmatrix} < 0 \quad \text{(8b)}$$

$$\begin{bmatrix} XA^T + AX - YT B_f^T - B_f Y & B - B_f N & Y^T \\ \ast & -\gamma_u I & N^T \\ \ast & \ast & -\gamma_u I \end{bmatrix} < 0 \quad \text{(8c)}$$

By solving (8) along with (5), a stabilizing reconfiguration that locally recovers the nominal trajectory optimally is found. The stabilising design of the Lure virtual actuator (3) is summarised in Algorithm 1.

Algorithm 1 Stabilising Lure virtual actuator synthesis

Require: $A$, $B$, $B_v$, $C$, $C_v$, $\varphi$

1. Initialise the nominal closed-loop system with $B_f = B$, $\varphi_f = \varphi$, $M = 0$, $N = I$, $x(0) = x_0$, $x_\Delta(0) = 0$
2. repeat
3. Run nominal closed-loop system
4. until fault $f$ is detected and isolated
5. Construct $A_f$, $B_f$, $\varphi_f$ and $S$, update virtual actuator (3)
6. Select weight $\lambda$, and solve LMIs (5) and (8) for $X$, $Y$ and $N$.
7. Update virtual actuator (3) with $M = YX^{-1}$ and $N$
8. Run reconfigured closed-loop system
Result: Input-to-state stable reconfigured closed-loop system

3.4. Communication delay

Transmission delays will be present in a wide-area communication system. If the communication delay is much smaller than lowest time period, this can be ignored. However, if the delay is comparable to the electromechanical time periods ($t > 0.05$ s), the delay will have to be taken into account. Compensation of transmission delays in stabiliser synthesis is a well-studied problem,
see e.g. [26], [28]. In [26] a prediction method based on Smith’s predictor is used to compensate for the time-delay for wide-area stabilisers. In this work the approach of using predictors will also be used, in the case of reconfiguration with time-delayed measurements. Instead of using Smith’s predictor scheme, a generic $h$-unit predictor-based approach [40] will be used, as it also allows for compensation of a open-loop unstable system, which could be the case after failures.

We will assume that the communication delay $t_d$ is known and constant. In the case of no time-delay, no knowledge other than closed-loop stability need to be known about the controller. However, to design a predictor, the small-signal behaviour of each stabiliser will need to be incorporated into the reconfiguration. Instead of directly using $x_{\Delta}$ in the reconfiguration compensation, a predictor is introduced:

$$ p(t) = e^{A_{\Delta}t_d}x_{\Delta}(t - t_d) + \int_{-t_d}^{0} e^{-A_{\Delta}\theta}B_{\Delta}u_c(t + \theta)d\theta $$  \hspace{1cm} (9)

$$ u_f(t) = Nu_c(t) + Mp(t) $$ \hspace{1cm} (10)

$$ y_c(t) = y_f(t) + C p(t) $$ \hspace{1cm} (11)

The closed-loop system with a predictor is shown in [40] to preserve damping.

4. Case study

In this section, the method will be applied to a benchmark system. A modified seven-bus, five-machine equivalent of the South Brazilian system from [41] is used as a case study. The system has an unstable oscillatory mode, which requires the use of multiple stabilisers, as a single conventional PSS is not able to stabilise it. A thyristor-controlled series compensated (TCSC) line is connected between bus 4 and 6 to provide extra damping. The system is shown in Figure 3.

The TCSC has a stabiliser attached, which uses $\omega_{\text{Itaipu}}$ as input. Locale stabilisers are also attached to the Areia, Santiago and Segredo generators. All loads are considered to be of constant impedance, and the zero-injection buses are removed using Kron reduction.

The machines are represented by flux-decay models with an automatic voltage regulator (AVR) [42].

$$ \dot{\delta}_i = \omega_i - \omega_0 $$ \hspace{1cm} (12a)

$$ 2H_i\dot{\omega}_i = \omega_0(P_{mi} - E'_{qi}I_{qi} - (X_{qi} - X'_{di})I_{di}I_{qi}) $$ \hspace{1cm} (12b)

$$ T_{d0i}\dot{E}'_{qi} = E_{fi} - E'_{qi} - (X_{di} - X'_{di})I_{di} $$ \hspace{1cm} (12c)

$$ T_{Ai}\dot{E}_{fi} = -E_{fi} + K_{Ai}(V_{\text{refi}} - V_i) $$ \hspace{1cm} (12d)

where $\delta_i$ is the rotor angle, $\omega_i$ the rotor speed, $E'_{qi}$ the quadrature transient voltage, $E_{fi}$ the field voltage, $\omega_0$ the synchronous speed, $H_i$ the inertia constant, $P_{mi}$ the mechanical input, $I_{qi}, I_{di}$ the direct and quadrature axis current,
Figure 3: The 7-bus, 5-machine south Brazilian equivalent, where a TCSC line has been inserted between bus 4-6.

\( X_{di}, X_{qi}, X'_{di} \) the direct, quadrature and direct transient reactance, \( T'_{di} \) the direct axis time constant, \( T_{Ai} \) the AVR time constant, \( K_{Ai} \) the AVR gain, and \( V_i \) the terminal voltage magnitude.

The TCSC is modelled as a first-order system.

\[
T_s \dot{X}_{tcsc} = K_s (X_{tcsc}^{ref} - u_{tcsc}) - X_{tcsc} \quad (13)
\]

where \( X_{tcsc} \) is the TCSC reaction compensation, \( T_s \) the time constant, \( K_s \) the TCSC gain, and \( X_{tcsc}^{ref} \) the reference reactance.

The stator equations are:

\[
V_i \sin(\delta_i - \theta_i) - X_{qi} I_{qi} = 0 \quad (14a)
\]
\[
V_i \cos(\delta_i - \theta_i) - X'_{di} I_{di} - E'_{qi} = 0 \quad (14b)
\]

where \( \theta_i \) is the terminal voltage angle.

The network equations are:

\[
I_{di} V_i \sin(\delta_i - \theta_i) + I_{qi} V_i \cos(\delta_i - \theta_i) - \sum_{j=1}^{n} V_i V_j (G_{ij} \cos(\theta_i - \theta_j) + B_{ij} \sin(\theta_i - \theta_j)) = 0 \quad (15a)
\]
\[
I_{di} V_i \cos(\delta_i - \theta_i) - I_{qi} V_i \sin(\delta_i - \theta_i) - \sum_{j=1}^{n} V_i V_j (G_{ij} \sin(\theta_i - \theta_j) - B_{ij} \cos(\theta_i - \theta_j)) = 0 \quad (15b)
\]
where $G_{ij}$ is the conductance and $B_{ij}$ the susceptance.

The algebraic equations are eliminated by solving for the bus voltage in the network equations and inserting them into the stator equations. The resulting currents are solved by inverting the stator equations and inserting them into the dynamics to give a set of ordinary differential equations. To put the system on Lure form, the following assumption is made:

**Assumption 4 (State bounds).** *It is assumed that the quadrature axis internal voltage satisfies $|E'_{qi} - E''_{qi}| \leq E_{\Delta}$, where $E'_{qi}$ is the steady-state voltage.*

The open-loop system has an unstable electromechanical mode with a damping of -12.2% at 0.88 Hz, due to the generator at Itaipu oscillating against the SE equivalent system. The stabilisers are all of the conventional lead-lag type:

$$C_{pss} = K_s \frac{sT_W}{1 + sT_W} \left( \frac{1 + sT_1}{1 + sT_2} \right)^2$$

(16)

The closed-loop system is able to stabilise the mode. A time-simulation of the nominal closed-loop system is shown in Figure 4. A disturbance in the power output is rejected by the power system stabilisers.

![Time simulation of the closed-loop nominal system.](image)

**4.1. Fault injection**

A faulty situation is simulated in Figure 5. At the time $t = 1$ s, a fault happens on the TCSC line connecting bus 4 and 6. The fault is cleared by tripping the line, which removes the damping near the Itaipu generator. Consequently, the system becomes unstable, as the remaining stabilizing devices on the power system doesn’t provide enough damping for the unstable electromechanical mode.

The oscillations will ultimately lead to an angular separation in the power system, which will lead to equipment tripping – or ultimately – a voltage collapse. To avoid this situation, the reconfiguration method will be applied.
4.2. Reconfiguration

A reconfiguration block is introduced to the case study to stabilise the system and provide sufficient damping for the lightly damped modes. The reconfiguration block will superimpose an extra signal on the healthy stabilizing devices, using knowledge about the faulty devices’ intended actions. It is assumed that the communication network imposed a signal delay of $t_d = 0.1$ s. It is assumed that an FDI scheme is implemented in the system, which correctly detects and isolates the fault.

The reconfiguration block is calculated from algorithm 1, along with the predictor (9). A $\gamma$ of 0.7 is choosen. A time simulation of the closed-loop reconfigured system is shown in Figure 6.

![Figure 6: Time simulation of the faulty system, where a reconfiguration block hides the fault from the controller.](image)

The fault-hiding abilities of the reconfiguration make the healthy and removed devices react as if the system is healthy. The control signals from the stabilisers can be seen in Figure 7. The superimposed signal from the reconfiguration – which is the result of the virtual actuator appropriately modifying...
the signal, using knowledge about the power system dynamics – can be seen in
Figure 8. The minimally damped electromechanical mode for all scenarios is shown in Table 1.

Figure 7: PSS output on the faulty system, where a reconfiguration block hides the fault from the output.

Figure 8: Superimposed signal on the PSS output from the reconfiguration block, which guarantees stability of the closed-loop system and recovers the damping abilities.

4.3. Computational discussion

The main computational task in finding the reconfiguration, is the inclusion of the LMI (5), which for very large systems can become large. Various methods can be employed to decrease to computational time:

- If the system is operated with a contingency list, all reconfigurations can be calculated offline.

- As the problem possesses sparsity (due to each power bus only being connected to a small number of adjacent power busses), sparse methods for semidefinite programming [43] can be employed.
• Existing approaches which is based on aggregation of coherent machines \[44\] can be used to reduce to problem size.

5. Conclusion

In this work, a new design method for virtual actuator fault-tolerant control of Lure systems is introduced and successfully applied to power system reconfiguration. Using the flux-decay model, an optimisation – depending on system parameters – can be performed, which guarantees stability of the reconfigured closed-loop system after a fault.

The salient features of using the fault-hiding method on power systems are:

• The existing control law – which contains valuable implicit knowledge about the electromechanical modes and necessary damping – remains unchanged, while the apparent plant is reconfigured.

• The reconfiguration preserves properties of the preconfigured controller, such as frequency information and wash-out signals, thus leaving the steady-state point unaffected.

• The superimposed reconfiguration signal is added directly to the output of existing controllers, allowing for retrofit in existing power systems.
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