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Summary

The main purpose of this PhD project was to develop an ultrasonic method capable of determining intravascular pressure changes non-invasively. Measuring pressure variations is used clinically as a diagnostic marker for the physiological state of a cardiovascular region. Current clinical procedures for assessing pressure changes are by means of invasive devices such as pressure sensing catheters. Such devices suffer severe limitations as they are invasive and require the use of ionizing radiation for guidance and positioning. To overcome the concerns related to the use of invasive pressure catheters this project introduces a method that derives pressure changes from 2-D vector velocity flow data acquired non-invasively. The method is based on the Navier-Stokes equations and is tested on fabricated flow models. Results from the flow models are compared with simulations from finite element modeling. The developed technique showed a standard deviation and bias across constricted flow domains of 9% and 8%, respectively. Finally, the first in-vivo examples of deriving pressure changes from 2-D vector velocity ultrasound data is presented.

Based on the presented results it is concluded that non-invasive determination of pressure changes from 2-D flow data is feasible. However, when transferring the method into clinical practice, where blood vessels follow more complex flow geometries, the influence of out-of-plane flow movement becomes increasingly more important. Therefore, for scans using a 1-D transducer it is crucial that the out-of-plane flow component is negligible.

Metoden er testet på fabrikerede flow fantomer, og resultaterne sammenholdt med simulationsmodeller, hvis geometri er identisk med de konstruerede modeller. I det eksperimentelle set-up, viste den foreslåede metode en standard afvigelse på 9 % og en bias på 8 %. Ydermere blev teknikken for første gang afprøvet in-vivo på raske forsøgspersoner.

Med indførelsen af et ikke-invasivt alternativ til registrering af tryk, får klinikeren et værktøj, der viser det vaskulære tryk ved flere hundrede billeder i sekundet uden brug af ioniserende stråling eller indgribende operationer. Den præsenterede metode vil derfor muliggøre follow-up studier undervejs i et sygdomsforløb, da ubehaget og de tekniske forhindringer forbundet med invasive operationer undgås.
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### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>2-D</td>
<td>Two-Dimensional</td>
</tr>
<tr>
<td>3-D</td>
<td>Three-Dimensional</td>
</tr>
<tr>
<td>CFM</td>
<td>Color flow map</td>
</tr>
<tr>
<td>DTU</td>
<td>Danmarks Tekniske Universitet (Technical University of Denmark)</td>
</tr>
<tr>
<td>$F_#$</td>
<td>$f$-number, equal to the focal length divided by the aperture diameter</td>
</tr>
<tr>
<td>FDA</td>
<td>Food and Drug Administration</td>
</tr>
<tr>
<td>FE</td>
<td>Finite element</td>
</tr>
<tr>
<td>FOV</td>
<td>Field of view</td>
</tr>
<tr>
<td>MRI</td>
<td>Magnetic Resonance Imaging</td>
</tr>
<tr>
<td>NRMSE</td>
<td>Normalized root-mean-square-error</td>
</tr>
<tr>
<td>PIV</td>
<td>Particle Imaging Velocimetry</td>
</tr>
<tr>
<td>PRF</td>
<td>Pulse Repetition Frequency</td>
</tr>
<tr>
<td>RF</td>
<td>Radio frequency</td>
</tr>
<tr>
<td>Rx</td>
<td>Receive</td>
</tr>
<tr>
<td>SAFI</td>
<td>Synthetic aperture flow imaging</td>
</tr>
<tr>
<td>SAI</td>
<td>Synthetic aperture imaging</td>
</tr>
<tr>
<td>SARUS</td>
<td>Synthetic aperture real-time ultrasound system</td>
</tr>
<tr>
<td>SNR</td>
<td>Signal to Noise Ratio</td>
</tr>
<tr>
<td>Std</td>
<td>Standard deviation</td>
</tr>
<tr>
<td>TO</td>
<td>Transverse oscillation</td>
</tr>
<tr>
<td>Tx</td>
<td>Transmit</td>
</tr>
<tr>
<td>US</td>
<td>Ultrasound</td>
</tr>
<tr>
<td>VFM</td>
<td>Vector flow map</td>
</tr>
</tbody>
</table>

The narrowing makes it harder for blood to flow, potentially leading to thrombus formation or embolism that prevents oxygenated blood to reach the vascular beds. Without treatment the blood deprived cells quickly become damaged resulting in heart or brain injury, serious disability, or death.

1.1 Today’s severity-assessment of a stenotic vessel

Today, the degree of luminal narrowing is used as a diagnostic marker in assessing the severity of the atherosclerosis advancement (Osarumwense et al. 2005; Wardlaw et al. 2006). This assessment is usually obtained by angiography using either ultrasound imaging, X-ray imaging, computed tomography, magnetic resonance imaging (MRI), or a combination of these to image the vessel’s anatomic shape. However, several angiographic studies made over the coronary and the carotid arteries have demonstrated that even low-
grade stenosis is capable of creating acute myocardial infarction and cerebrovascular events, suggesting that the severity of a stenosis not only is based on its geometry but also the vulnerability of the plaque constituting the stenosis (Ambrose et al. 1988; Little et al. 1988; Lovett et al. 2004; Saba et al. 2012; Wasserman et al. 2005). To better understand the mechanism that causes vulnerable plaque to rupture a series of both invasive and non-invasive techniques has been introduced to the clinic (Bruyne et al. 1994; Gould 1985; N. H. Pijls et al. 2000; Strauss, F. J. Roth, and Rieger 1993; Stroud, Berger, and Saloner 2002; Taylor, Fonte, and Min 2013). Among the more popular approaches are pressure catheters used in conjunction with a bolus injection of a vasodilating substance to measure the drop in pressure that exists across a stenotic region (Donohue et al. 1993; Tonino, Bruyne, et al. 2009; Young, Cholvin, and A. C. Roth 1975). Extensive studies by Tonino et al. (Tonino, Fearon, et al. 2010) confirm that pressure catheters are less inter-operator dependent when assessing the severity of a stenosis, and they further yield a more functional assessment of the stenotic significance seen in comparison to conventional angiography techniques.

1.1.1 How does transstenotic pressure estimation improve the severity-assessment
Abnormal changes in intravascular blood pressure arise from abrupt alterations in blood flow, typically, seen in the presence of a stenosis. As flow passes through a stenotic vessel it experiences a pressure drop caused by the dissipation of energy that goes into forming localized flow jets, eddies, and overcoming the viscous drag met by the blood cells (Young, Cholvin, and A. C. Roth 1975). From a physics point-of-view a drop in pressure translates to applying a net-force upstream to the neck of the stenosis. Potentially, such force carries the capability to tear off pieces of plaque from the diseased vessel, creating an embolus that blocks capillary bed further downstream. Measuring the transstenotic pressure drop is therefore a more direct measure of stenotic severity, as it unlike angiography evaluates the forces acting on the vulnerable plaque and not only its anatomical shape (Baim and Grossman 2000; Tonino, Bruyne, et al. 2009). In principal, this allows for classifying even low-grade stenosis as vulnerable in cases where large pressure forces are acting upon the upstream neck of the stenosis, which also has been confirmed by Pijls, and Tonino et al. (N. H. J. Pijls et al. 1996; Tonino, Fearon, et al. 2010).

1.1.2 Downside to measuring pressure in today’s clinic
As mentioned, transstenotic pressure is assessed by means of invasive devices, either in the form of a wire or the more frequently used catheter. Typically, such devices require vascular access through the brachial or femoral artery before being threaded to the region of interest (Seldinger 1953). An example of the latter procedure is presented in Fig. 1.2. Here, the lesional pressure drop $\Delta P$, is obtained by measuring the difference between distal pressure ($P_A$), and proximal pressure ($P_B$). Despite the advantages offered by pressure catheters in terms of less inter-operator dependency, and a more functional
1.2. Non-invasive alternatives for assessing stenotic severity

To overcome the limitations of invasive procedures, non-invasive imaging modalities such as medical ultrasound and MRI have suggested various solutions for obtaining more functional severity assessments of a stenosis. Among the techniques are elastography imaging, hemodynamic analysis based on the Doppler shift, analysis of the effective orifice area, and others (Bonow et al. 1998; Celemajer et al. 1992; Felix et al. 1976; Garcia, Pibarot, Dumesnil, et al. 2000; Giddens, Zarins, and Glagov 1993; Kips, Segers, and Bortel 2008; Ophir et al. 1991), but none of these have yet managed to supersede clinical
catheterization. The following section presents an overview of the techniques that have been developed as non-invasive alternatives for measuring the intravascular pressure. Common for all the techniques is their approach of analyzing hemodynamic behaviors, and from there derive a measure for the pressure using either, an orifice equation, the Bernoulli equation, or the more general approach introduced by the Navier-Stokes equations.

1.2.1 Medical ultrasound

The motivation to assess intravascular pressure variations of less-invasive approaches first received attention in the 1970s. In 1977, Fairbank and Scully (Fairbank and Scully 1977) proposed a method for estimating local pressure changes using microbubbles. The suggested method relied on injecting gas-filled bubbles into the circulatory system and measure the frequency shift that occurred in the scattered spectrum as ultrasonic waves were applied. The idea of using microbubbles for obtaining estimates of pressure led the way for a range of methods devised from this technique (Adam, Sapunar, and Burla 2005; Andersen and Jensen 2009; Bouakaz et al. 1999; Forsberg, Dave, et al. 2008; Forsberg, Liu, et al. 2005; Shi et al. 1999). Despite being less invasive techniques, they still require the injection of microbubbles. Furthermore, microbubble techniques only provide a short time window of approximately 10–20 s (Cosgrove and Lassau 2010) for imaging, as the bubbles are taken up by the liver or rupture in the acoustic pressure field produced by the ultrasound transducer.

In 1976, Holen et al. (Holen, Aaslid, and Landmark 1976) introduced the first fully non-invasive alternative for estimating intravascular pressure based on Doppler ultrasound. Analysing audio signals of the frequency shifts received from the mitral jet revealed the peak systolic velocity. From this, the local pressure gradients were calculated using an orifice equation. The usability of the method was demonstrated in studies on 25 patients with mitral stenosis and 10 without. An example of the results they obtained from the first non-invasive pressure estimation technique is shown in Fig. 1.3. The method was attractive due to its avoidance of catheterization, but was faced with difficulties associated with the ultrasound scanner technology of that time, e.g. poor signal-to-noise ratios and inferior temporal and spatial resolutions. However, the dominant drawback of the method was its reliance on a single velocity estimate, which made the method highly sensitive to hemodynamic factors unrelated to the constricted vessel’s effect on the peak velocity, e.g. abnormal cardiac output. The method presented by Holen et al. was further studied in 1989 by Evans et al. (Evans et al. 1989), and later tested against clinical pressure catheters by Strauss- and Baumgartner et al. (Baumgartner, Schima, et al. 1993; Baumgartner, Stefanelli, et al. 1999; Strauss, F. J. Roth, and Rieger 1993). The latter studies agreed that non-invasive pressure estimation was achievable through the simplified Bernoulli equation, however, the obtained pressure estimates were greatly dependent on the size of the examined vessel and the examiners’ ability to correct for the Doppler angle. Further advancement in non-invasive techniques for improving pressure estimates have been proposed over the past decades (Bermejo et al. 2002; Beulen et al. 2011; García,
1.2. Non-invasive alternatives for assessing stenotic severity

Figure 1.3: In 1976, Holen et al. presented the first attempt to measure intravascular pressure non-invasively using medical ultrasound. The Doppler shift frequency spectrum seen to the left is acquired from the mitral valve, and the three graphs to the right show pressures estimated from the peak velocity using an orifice equation, \( \Delta P_U \). Here, the obtained results are compared to pressure measurements performed with a cardiac catheter, \( \Delta P_M \).


1.2.2 Magnetic resonance imaging

Deriving intravascular pressure changes from blood flow has also been explored in the field of MRI. Here, the ability to detect all three spatial velocity components (Kilner et al. 1993) offers the advantage of deriving fields of pressure gradients without uncertainties related to the neglection of the out-of-plane movement (Bock et al. 2011). Most MRI studies on deriving pressure from flow data are based on the Navier-Stokes equations using either vector velocity data (Bock et al. 2011; Ebbers et al. 2001; Herment et al. 2008; Moftakhar et al. 2007; Thompson and McVeigh 2003) or directly from acceleration data (Tasu et al. 2000). The spatial resolution in MRI provides a solid basis for calculating the convective acceleration used in the Navier-Stokes equations. However, flow estimation techniques in MRI rely on data acquisitions from several cardiac cycles through electrocardiogram gating to image a full cycle. This prevents real-time imaging of pressure variations and is further at the expense of the temporal resolution. The degradation of the temporal resolution impairs the estimation of the local acceleration. This affects the accuracy of the pressure estimator when using equations such as the Navier-Stokes. The lack of a proper temporal resolution poses a significant downside to MRI, when measuring on highly dynamic flow systems such as larger arteries. Furthermore, MRI requires each velocity component to be measured separately. This precludes simultaneous data acquisition of
the vector velocity fields used for deriving the intravascular pressure.

1.2.3 Particle image velocimetry
In optics, velocity fields are also used in deriving pressure. Particle image velocimetry (PIV) illuminates tracer particles seeded into a fluid of interest, thereby visualizing the movement and trajectory of the flow that carries the particles around (Adrian and Yao [1985]). Modern PIV systems are capable of detecting 3-D fluid movement; this has paved the way for a wide range of non-invasive techniques for determining pressure flow fields (Charonko et al. [2010] Kajitani and Dabiri [2005] Oudheusden [2013]). Although, less-clinical relevant, this field of optics has published some of the most advanced studies on deriving pressure from vector velocity fields, and many of their findings and conclusions can be used when deriving in-vivo pressure using for example medical ultrasound or MRI techniques.

1.3 Objective
The thesis seeks to explore and develop a method for determining pressure changes from vector velocity ultrasound data. Prior to this, new estimators for minimizing the transfer of noise from the velocity estimate onto the derived pressure is warranted. Hereafter, the developed technique is evaluated on fabricated flow phantoms, and the results are compared with simulation models to demonstrate the feasibility of the technique. Finally, the developed method is tested in-vivo over the carotid bifurcation on healthy volunteers.

1.4 Scientific contributions
The thesis compiles the research presented in two manuscripts that have been submitted for publication in ISI journals, and two patent applications that were taken up by Analogic. Additionally, four conference proceedings and an abstract are included in the project. Besides the included papers, the author has contributed to publications on flow rate estimation both experimentally and during clinical settings. A full publication list is given below.

1.4.1 Journal papers

1.4. Scientific contributions

1.4.2 Conference papers


1.4.3 Abstracts


1.4.4 Patent application


1.4.5 Second-author journal paper


1.4.6 Additional papers and patents

Additional publications are listed here in chronological order.

2013


2014


2015


2016


1.5 Outline of the thesis

The structure of the thesis is two-fold. The first two chapters introduce the technical background related to the conducted research. The subsequent chapters concern the scientific contributions and are structured to demonstrate the progress of project. The thesis is presented as a whole, and the chapters are intended to be read in succession. To improve the flow of the text, not all details from the described studies have been included,
and the reader is therefore occasionally referred to the appended papers.

**Chapter 2** introduces the theory and the previous published literature on deriving pressure changes from velocity data. The chapter, further, describes a filtering approach for finding derivatives from estimated flow data, using a method developed by Savitzky and Golay in 1964.

**Chapter 3** concerns a theoretical description of the two vector velocity estimators that are employed in the project. First presented is the Transverse Oscillation approach, which is capable of measuring the two in-plane velocity components by manipulating the sensitivity of the ultrasound probe. Further, examples of vector flow imaging acquired by a commercial ultrasound system using Transverse Oscillation are shown. The chapter continues by explaining the second flow estimator, which is based on synthetic aperture imaging. Here, vector velocities are found by cross-correlating a series of directional lines beamformed in the direction of the flow.

**Chapter 4** presents an overview of the results obtained in the first peer-reviewed paper appended in the project. The study investigates the feasibility of deriving pressure gradients from vector velocity data acquired using a commercial ultrasound scanner. The chapter concludes with a discussion of the concerns related to calculating pressure gradients from velocity data.

**Chapter 5** introduces a technique for deriving temporal accelerations from noisy velocity data. The technique performs a decomposition of the measured flow profile into a series of sinusoids. The sinusoids are then weighted and phase-modulated before reassembled to form a filtered velocity profile and its first-order derivative with only minimum noise contamination. The proposed technique was taken up by Analogic, who in collaboration with the author wrote the first patent proposal included in the project.

**Chapter 6** presents an overview of the second peer-reviewed paper that is appended. The study investigates a method for deriving intravascular pressure changes along streamlines. The method is tested experimentally on fabricated flow phantoms and evaluated by comparison to numerical simulation models. Additionally, the chapter presents the first results from testing the method in-vivo on two healthy volunteers before it concludes with a discussion on limitations.

**Chapter 7** deviates from the previous chapters as it presents a new flow estimator that not only relates to the detection of pressure changes, but also can be found valuable in other clinical aspects. The chapter describes an estimator that calculates the temporal/spatial acceleration of flow directly from beamformed ultrasound data, by introducing a double cross-correlation scheme. The developed technique was taken up by Analogic and a
second patent proposal was written.

Chapter 8 concludes the thesis by summarizing some of the major learnings that were achieved in the process of deriving pressure changes from vector velocity ultrasound data. The chapter further provides suggestions for future research, before putting the project into perspective.
A wide avenue of different approaches has been established in the pursuit of deriving transtenotic pressures from measured velocity data. Holen et al. (Holen, Aaslid, and Landmark 1976) started in 1976 using an orifice equation similar to the one introduced by Gorlin and Gorlin (R. Gorlin and S. G. Gorlin 1951). The equation related the rate of flow through an orifice to its approximated shape and the peak velocity through it. The approach was later shown to be greatly dependent on measuring the orifice shape correctly, which in clinical use gave rise to highly erroneous pressure estimates (Skjaerpe, Hegrenaes, and Hatle 1985). Instead, research groups began to use the Bernoulli equation, usually implemented in its simplified form, where viscous and temporal effects are neglected (Teirstein, Yock, and Popp 1985). The main advantage of the simplified Bernoulli equation ($\Delta P = 4V_{\text{distal}}^2$) is that the relative pressure drop is obtainable through only a single velocity estimate found distally to the lesion. This is, however, also the major disadvantage of the technique, as it becomes greatly dependent on the operator’s ability to detect the true peak velocity. Further, for the method to be valid it requires the distal peak flow to be much greater than the peak flow seen proximate to the constriction, thus, limiting the method to only severe cases of arterial narrowing (Yoganathan et al. 1988).

Recent developments in ultrasound flow estimators provide the opportunity of studying blood flow in two, and three dimensions, independently of the insonifying angle (Bohs et al. 2000; Bonnefous 1988; Dunmire et al. 2000; Holbek et al. 2014; Jensen 2003; Jensen and Munk 1998; Jensen and Nikolov 2002; Løvstakken et al. 2006; Pihl and Jensen 2014; Pihl, Stuart, et al. 2014; Tortoli, Bambi, and Ricci 2006; Udesen et al. 2008). This allows for a better understanding of in-vivo flow patterns, making it possible to derive features such as vascular pressure, through a more general approach, such as the Navier-Stokes equations.

### 2.1 Navier-Stokes equations

The following section describes how intravascular pressure gradients can be calculated from the Navier-Stokes equations:
\[
\rho \left[ \frac{\partial \vec{v}}{\partial t} + \vec{v} \cdot \nabla \vec{v} \right] = -\nabla p + \rho \vec{g} + \mu \nabla^2 \vec{v},
\] (2.1)

presuming the conservation of mass and linear momentum. Eq. (2.1) describes the development of a fluid’s velocity field \( \vec{v}(\vec{r}, t) = (v_x(t), v_y(t), v_z(t)) \) by relating the forces acting on an incompressible volume to its acceleration and density throughout time, \( t \), and space, \( \vec{r} \). The left-hand side sums the local \( \frac{\partial \vec{v}}{\partial t} \) and convective fluid acceleration \( \vec{v} \cdot \nabla \vec{v} \), where \( \rho \) is the density of the fluid and \( \nabla \) is the spatial differential operator \( \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z} \right) \). The right-hand side shows the surface and volume forces that are responsible for the acceleration of the fluid. The forces constitute a pressure drop \( -\nabla p \), a gravitational force \( \vec{g} \), and a viscous drag caused by the viscosity of the fluid \( \mu \nabla^2 \vec{v} \), where \( \nabla^2 \vec{v} \) is the Laplacian of the velocity field. The gravitational term is usually neglected, as a patient undergoing an ultrasound scan is placed in a supine position, hence, the buoyancy force cancels out the gravitational force.

For most clinical applications, the effect of the viscous term in (2.1) can be omitted, as this has no significant influence on the net-force in comparison with the inertial forces. This is especially the case in larger vessels for which the area of the boundary layer is small compared with the flow region beyond this layer, where flow is said to behave as an inviscid fluid (Prandtl 1952; Wood 1999). A way of determining the ratio of inertial forces to viscous forces is by studying the Reynolds number, \( Re \). The Reynolds number emerges from rewriting the Navier-Stokes equations into a dimensionless form (Truskey, Yuan, and Katz 2004) and is expressed as,

\[
Re = \frac{\text{inertial forces}}{\text{viscous forces}} = \frac{\rho \langle L \rangle \langle v \rangle}{\mu}.
\] (2.2)

Here \( \langle L \rangle \) and \( \langle v \rangle \) are characteristic measures of the flow system, e.g. the diameter of the vessel and the average flow velocity, respectively. Flow conditions, for which the Reynolds number is larger than unity, are governed by inertial forces, while a smaller Reynolds number indicates that flow is dominated by viscous forces.

Keeping the viscous term in (2.1) but neglecting the gravitational forces gives the following expression when solving for the pressure gradient term;

\[
\nabla p = -\rho \left[ \frac{\partial \vec{v}}{\partial t} + \vec{v} \cdot \nabla \vec{v} \right] + \mu \nabla^2 \vec{v}.
\] (2.3)

Eq. (2.3) states that all three spatial vector components of \( \vec{v}(\vec{r}, t) \) must be known to estimate the pressure gradient \( \nabla p \). However, this study employs flow estimators that measure the 2-D in-plane velocity vector \( \vec{v}(\vec{r}, t) = (v_x(t), v_z(t)) \), thus, the proposed methods are developed assuming that the out-of-plane velocity \( v_y(t) \) is zero. The methods can however, easily be extended if full 3-D velocity information is available. Such data become accessible using for instance a matrix probe, and the velocity estimator proposed
by Pihl and Jensen (Pihl and Jensen 2011; Pihl and Jensen 2012). The reduced form of (2.3) is expressed here in rectangular coordinates,

\[
\begin{bmatrix}
\frac{\partial p}{\partial x} \\
\frac{\partial p}{\partial z}
\end{bmatrix}
= -\rho \begin{bmatrix}
\frac{\partial v_x}{\partial t} + v_x \frac{\partial v_x}{\partial x} + v_z \frac{\partial v_x}{\partial z} \\
\frac{\partial v_z}{\partial t} + v_x \frac{\partial v_z}{\partial x} + v_z \frac{\partial v_z}{\partial z}
\end{bmatrix}
+ \mu \begin{bmatrix}
\frac{\partial^2 v_x}{\partial x^2} + \frac{\partial^2 v_x}{\partial z^2} \\
\frac{\partial^2 v_z}{\partial x^2} + \frac{\partial^2 v_z}{\partial z^2}
\end{bmatrix}. \tag{2.4}
\]

From (2.4) it becomes apparent that the two in-plane pressure gradients \(\frac{\partial p}{\partial x}\), and \(\frac{\partial p}{\partial z}\) depend entirely on the method’s ability to derive the temporal and spatial acceleration. Methods that depend on finding derivatives from discrete velocity estimates are, however, highly sensitive to noisy data. Numerical noise from the velocity estimator, or electronic noise from the sampling system, poses a significant threat, as the difference quotient basically works as a high-pass filter, thereby, enhancing whatever high-frequent noise that is present in the original estimates. To avoid drowning the acceleration estimates in noise, an approach based on polynomial filtering is initially proposed for obtaining the different derivatives.

2.2 Calculating derivatives based on Savitzky-Golay filtering

The derivatives in (2.4) can be calculated from vector velocity data using a polynomial smoothing filter. Such method fits a low-degree polynomial to a subset of adjacent data points by the linear least-squared method. If data points are equally spaced, an analytical solution to the least-squared method can be reached by expressing it as a generic set of convolution coefficients. Applying the convolution coefficients onto the subset of data points produces an estimate of the smoothed signal together with its derivatives at the central point of the subset. Smoothing a data set using convolution coefficients was first introduced by Savitzky and Golay in 1964 (Savitzky and Golay 1964). The values of the convolution coefficients depend solely on the size of the subset and the order of the polynomial that is fitted to the subset. For instance, fitting a second-order polynomial to a subset of five data points gives the following equations for approximating the zero, first, and second-order derivatives (Orfanidis 1996):

\[
y_n = \frac{1}{35}(-3x_{n-2} + 12x_{n-1} + 17x_n + 12x_{n+1} - 3x_{n+2}), \tag{2.5}
\]

\[
\dot{y}_n = \frac{1}{35}(-7x_{n-2} - 3.5x_{n-1} + 3.5x_{n+1} + 7x_{n+2}), \tag{2.6}
\]

\[
\ddot{y}_n = \frac{1}{35}(10x_{n-2} - 5x_{n-1} - 10x_n - 5x_{n+1} + 10x_{n+2}). \tag{2.7}
\]

Eqs. (2.6)--(2.7) find the first, and second-order derivatives of \(y_n\) at \(x_n\), where \(n\) is the central data point of the subset. Each window of five data points is weighted by the
Savitzky-Golay convolution coefficients, $\vec{B}_k$, which for the two derivatives are, $\vec{B}_1 = \frac{1}{35} [-7, -3.5, 0, 3.5, 7]$ and $\vec{B}_2 = \frac{1}{35} [10, -5, -10, -5, 10]$, respectively.
Abnormal blood flow is considered a diagnostic marker in determining the physiological state of a diseased vessel. Measuring flow velocities is therefore of great importance in medical ultrasound, as it provides a non-invasive tool for monitoring blood flow. Commonly used ultrasound techniques for measuring blood velocities are spectral Doppler and color flow mapping (CFM). Here, ultrasound pulses are emitted into the tissue at a certain pulse repetition frequency. Each pulse returns an echo that is recorded by the transducer. If the backscattering tissue moves in-between successive emissions, there will be a slight time-shift between the received echoes. From this shift, the velocity of the moving scatterer can be found. However, both spectral Doppler and CFM suffer from the limitation that they are only capable of detecting movement parallel to the ultrasound beam. Therefore, in situations where blood moves at an angle relative to the ultrasound beam, the measured flow needs to be compensated for by that angle, and this is performed manually by the operator. The compensation is done by dividing the measured velocity with cosine to the angle, \( \alpha \), between the emitted beam and the position of the vessel wall, \( \frac{1}{\cos(\alpha)} \). Hence, finding the actual blood velocity is greatly dependent on the operator’s ability to correct for the exact angle - a dependency that increases with the angle, as illustrated in Fig. 3.1. The angle-dependency hinders the possibility of measuring blood

![Beam-to-flow angle-dependency](image)

**Figure 3.1:** Blood velocity estimation in a vessel that is oriented at an angle, \( \alpha \), to the emitted ultrasound beam needs to be compensated by a factor of \( \frac{1}{\cos(\alpha)} \). The compensation factor increases exponentially with an increasing angle, thus, more weight is put on the operator’s ability to detect, and compensate for the beam to flow angle.
Chapter 3. Vector Velocity Estimation

VFI – Technology to Change the Way You Work
Vascular Ultrasound Made Easier
Vector Flow Imaging – VFI

VFI is a ground-breaking technology that can revolutionize the workflow for many Doppler ultrasound applications. In addition to revealing flow pattern details, it saves valuable time and makes the exam much easier.

The new proprietary VFI method visualizes blood flow in all directions, independent of imaging angle. Streamlined vascular procedures to potentially save time.

Automatic functions include:
- Angle-independence
- Faster – gives an overall hemodynamic view without having to steer
- More consistent results – less clinician dependent
- Placing PW Doppler gate at highest velocity
- Selecting best steering angle
- Showing real-time Flow Velocity
- Showing real-time Volume Flow

A good overview of flow
- Visual representation of flow in all directions – including turbulence and transverse flow

Conventional CFM before angling and steering of the beams

VFI
VFI and VFI Assist

Figure 3.2: (a) and (b) show blood flow through a vessel that lies perpendicular to the insonifying beam, using conventional color flow mapping, and Transverse Oscillation, respectively. (a) reveals that the conventional method is incapable of detecting the actual flow, as the movement of the blood causes no shift between successive echoes received by the transducer. The same situation is displayed in (b), but now using the TO approach. Here, the resulting image shows an unambiguous map of the flow with vector velocities indicating both directions and magnitudes of the backscattering blood cells. The figure is from (BK Medical 2015).

flow in vessels oriented at an angle close to 90°, which is unfortunate as most superficial vessels lie perpendicular to the skin, and therefore also to the insonation angle. Literature suggests that the angle of insonation should be kept between 45° and 60° to obtain the most reliable flow estimate (Kruskal et al. 2004).

As mentioned in Chapter 2, several techniques have been proposed to remedy the angle-dependency problem. Among the techniques are Transverse Oscillation (TO) as suggested by Jensen and colleagues (Jensen 1996a, 2000; Jensen and Munk 1998; Udesen and Jensen 2006), and 2-D directional beamforming for flow imaging as introduced by Nikolov and Jensen (Jensen and S. I. Nikolov 2002). Both techniques play a vital role in this project as they are both employed for acquiring the velocity data used in the proposed pressure estimator. Therefore, for the remainder of this chapter only these two techniques are explained, thereby limiting the technical background to the velocity estimators implemented. Further, to date, the TO approach is the only vector velocity estimator implemented on a commercial available platform (Hansen et al. 2011). An example of the implementation is seen in Fig. 3.2, where blood flow through a vessel lying perpendicular to the insonation angle is measured by conventional color flow mapping, and the TO approach.
3.1 Transverse Oscillation

The basic idea of Transverse Oscillation follows the same mechanism as in conventional velocity estimation, namely the build-up of an oscillating pressure field. In conventional Doppler techniques, the oscillating field is generated along the direction of the propagating pulse, from which the axial velocity component can be determined. Whereas, for TO a transverse oscillation is introduced perpendicular to the propagation of the pulse, and this enables detection of the lateral velocity component. The generation of the transverse oscillation is best described by considering the interference pattern occurring in the far-field when two point sources are emitting pulsed signals simultaneously. The interference pattern forms a double-oscillating field that varies spatially in respect to axial oscillations, seen along the direction of the propagating wave, and lateral oscillation seen in the regions where the two waves meet. This is sought illustrated by the two droplets in Fig. 3.3.

The axial wavelength, $\lambda_z$, is determined by the center frequency of the emitted pulse and the speed of which it is travelling. The lateral oscillation wavelength is a bit more complex, and changes as a function of both the axial wavelength, depth, and the distance between the two point sources. Given that the Fraunhofer approximation is valid, the spatial wavelength of the transverse oscillation can be approximated as (Udesen and Jensen 2006),

$$\lambda_x(z) = 2\lambda_z \frac{z}{d}. \tag{3.1}$$
Here $d$ is the distance between the point sources, $z$ is the depth, and $\lambda_z$ is the spatial period of the emitted pulse. The ratio between the depth and the distance between the sources is also known as the F-number, $\frac{z}{d}$.

**Emulating two droplets in an ultrasound system**

The analogy of creating a double-oscillating field using two droplets can be translated to an ultrasound system, by regarding the transducer’s elements as sources that generate propagating waves. Then, an aperture transmitting pulses simultaneously from two distinct areas of the probe will generate an oscillating pressure field, equivalent to that of the two rain drops. An example of such is seen in Fig. 3.4(b). Here, a double-oscillating field is created using the apodization function introduced by (Jensen and Munk 1998). The function describes two windows of active elements, as illustrated on top of the transducer in Fig. 3.4(a). Whether this double-windowed apodization function is implemented in the transmit stage, or in the receive stage of the emission sequence, is indifferent for the resulting pressure map observed by the probe. Thus, any apodization function comprising two distinct peaks, as in Fig. 3.4(a), will create a double-oscillating sensitivity pattern from where detection of the axial and lateral velocity component is possible.

**Directional information of the flow**

In axial velocity estimation, a Hilbert transformed is performed to yield the in-phase signal and the quadrature signal. The two signals are characterized by being $90^\circ$ phase shifted to each other, which allows for calculating the instantaneous phase of the received signal. Calculating the phase is essential as this will show changes across multiple emissions, if the targeted tissue moves between successive pulses. The sign of the phase change, further, reveals the direction of the movement. Therefore, studying the in-phase, and the quadrature signals across several emissions, enables detection of the flow direction. For the conventional flow estimator, these two signals are obtained by sampling the received signal at a frequency that is four times greater than the center frequency of the emitted pulse, thereby, automatically having a $90^\circ$ phase shift between successive samples. Sampling at four times the center frequency is equivalent to sampling the received signal at instances that are spatially separated by $\frac{\lambda_z}{4}$ in the axial direction. To achieve the same type of spatial sampling in the lateral direction, two lines separated by $\frac{\lambda_x}{4}$ are needed to be beamformed. An example of this is shown in Fig. 3.4(a) where two lines are beamformed in receive. The expanding distance between the lines is the result of the lateral wavelength increasing as a function of depth, see (3.1).

**Displaying the 2-D vector velocity field**

The spatial quadrature signals found in both the axial and the lateral direction enables determination of the phase change occurring in these directions. The size of the calculated phase change is then proportional to the velocity of the moving scatterer. How velocities
are derived, based on change in phases, is described in detail by Jensen (Jensen 1996b, 2001). From the above, it follows that by transmitting a conventional ultrasound pulse and receiving using either conventional apodization, or a double-windowed function, it is possible to measure the two in-plane velocity components. The components are then superimposed onto a B-mode image, thereby, visualizing the 2-D vector velocity field. An example of such is illustrated in Fig. 3.2 where a screen dump visualizing the result of having TO implemented on a commercial platform, is displayed.

### 3.2 Synthetic aperture flow imaging

Currently, the implementation of TO on modern commercial scanners generates vector flow images by sequentially probing in the different directions of the image. Therefore, dependent on the size of the image and the desired penetration depth, the scanners are confined to frame rates of 15 Hz – 30 Hz. Generally, such frame rates are too low for capturing all of the flow features occurring during a cardiac cycle, especially when complex flow is present. Further, the sequential probing prevents generation of high-
quality 3-D flow images (S. I. Nikolov and Jensen [2003]).

As an alternative the use of broader beams was proposed. A broader beam illuminates a larger region than conventional line-by-line scanning. This means that more image lines can be beamformed simultaneously, thus, reducing the time spend on constructing the image (Shattuck et al. [1984]). However, doing so led to the generation of wider side-lobes and therefore degradation of the image quality. To retrieve the quality of the image, approaches such as synthetic aperture imaging (SAI) were developed for ultrasound systems. SAI is capable of producing images at high temporal resolution, while maintaining a spatial resolution equivalent to conventional ultrasound imaging techniques. This is, however, at the expense of higher computational load compared with conventional techniques. The general concept of SAI, and how this can be used for estimating vector flow images, is described in the following.

3.2.1 Synthetic aperture imaging
In synthetic aperture imaging, diverging waves are emitted from the aperture by placing virtual sources behind the transducer (Bae and Jeong [2000] Frazier and O’Brien [1998] Karaman, Li, and O’Donnell [1995] S. I. Nikolov and Jensen [2002] O’Donnell and Thomas [1992]). The backscattered signals are then received by all the individual transducer elements, before focusing the data in every direction of the scan plane, producing a full image from only a single firing. Due to the unfocused transmission, the image is said to have a low resolution where only focusing in receive is possible. So, to recover the missing effect of not having a transmit focus, multiple low resolution images are combined. This essentially creates a high resolution image that is focused synthetically in transmit, and thereby creates an image that is fully focused in every image point. An illustration of the technique is shown in Fig. 3.5. The number of images or emissions combined to form the high resolution image determines the contrast of the image. Generally, to achieve the same image contrast as in conventional line-by-line imaging, the same number of emissions as lines in the image, is required. The major advantage of SAI, however, becomes apparent when updating the acquired image. Whereas conventional imaging requires a whole new set of focused emissions to build up the image line by line, SAI can update the full image by emitting once (Jensen, S. Nikolov, et al. [2006]). This essentially breaks with conventional way of generating an ultrasound image, and enables a temporal resolution proportional to the pulse repetition frequency while remaining fully focused everywhere in the image.

Another major advantage of SAI is the width of the transmitted beam. As expanding waves are emitted, illuminating the whole region of interest, it is possible to beamform lines in any direction, and not only in the narrow beam profile available by conventional focused emissions. This can be used for directional tracking of fluid particles (Jensen [2003] Jensen and Lacasa [1999]).
3.2. Synthetic aperture flow imaging

3.2.2 Velocity estimation using SAI and directional beamforming

Insonifying a broad region of interest, allows focusing in any direction, from where velocity estimation is possible. Consider for instance Fig. 3.6 where only two distinct emissions are used for simplicity. The figure displays four signals from a single moving point target measured at two different aperture configurations. The first and third transmission are made with one type of aperture, while transmission two and four are acquired with another type of aperture configuration. They pairwise form two identical point spread functions that are spatially shifted as the targeted scatterer moves between emissions. The velocity and the direction of the moving target can be determined through directional beamforming using a two-fold process. First, a set of velocities is calculated for each emission pair, then, the velocity sets from the two emission pairs are compared. The comparison will show a crossing between the estimated velocities, and this crossing reveals the correct velocity and the direction of the moving scatterer.

Each set of velocities is found by cross-correlating directional lines that are beamformed in numerous directions within every low resolution image pair. For each directional line, a velocity is estimated. Repeating this for a variety of directional lines will essentially
Figure 3.6: The figure shows four signals of a moving point target. The four signals are measured at two different aperture settings, where transmission one and three form one emission pair and transmission two and three form another. The figure is modified from (S. I. Nikolov 2001).

Figure 3.7: Signals measured of a point target moving with 0.1 m s\(^{-1}\) at an angle of 70°. Top row shows three emission pairs measured with three different aperture configurations. Bottom row displays three velocity-to-angle profiles found from the three emissions pairs, respectively. The actual velocity of the moving target is found at the intersection of the three lines, which here is marked by the red dot. The figure is from (Villagomez-Hoyos et al. 2015).

produce a velocity-to-angle profile, such as the curves shown in the bottom of Fig. 3.7. The profiles reveal a point of intersection, and this point represents the true velocity and its appurtenant flow angle.

The advantage of estimating flow movement using SAI directional beamforming is that the velocity can be accurately found in any direction, and independently of the beam-to-flow angle. Further, it enables generation of a vector flow image using only few
emissions, whereas a commercial scanner would need hundreds of emissions to fill out a single vector flow map (VFM). Also, as data are continuously available it allows for better clutter filtering as the length of the filter can approach any optimal size, and further, opens up for the possibility of using adaptive filters.
Study I

Non-invasive Estimation of 2-D Pressure Gradients in Steady Flow Using Ultrasound

Summary  This chapter presents an overview of the findings made in the first peer-reviewed paper that is included in the project. The paper concerns a study that derives pressure gradients from vector velocity data acquired using a commercial ultrasound scanner. First part of the chapter provides a brief description of the paper’s overall purpose, and the experimental set-up used for achieving this. For a further in-depth explanation of the technical details, the reader is referred to Paper I in appendix. The second part presents the obtained results, before concluding the chapter with a discussion of the concerns that should be considered when deriving pressure gradients from vector velocity data.

4.1 Purpose

The paper introduces a technique for measuring 2-D pressure gradients in a steady flow environment based on TO velocity data. Measurements are performed using a commercially available ultrasound scanner equipped with a research interface that allows for extraction of beamformed data. Vector velocity imaging scans are made on a flow phantom that mimics a carotid bifurcation. Pressure gradients are then derived from the acquired flow data using a model based on the Navier-Stokes equations. Results are evaluated through comparison with a 3-D numerical simulation model. The study tests the hypothesis that pressure gradients can be measured non-invasively from vector velocity data acquired using an already clinical available ultrasound system.
4.2 Calculation of spatial derivatives

Given the steady nature of the investigated flow system, the suggested method is reduced to calculating pressure gradients from spatial velocity derivatives only,

\[
\begin{bmatrix}
\frac{\partial p}{\partial x} \\
\frac{\partial p}{\partial z}
\end{bmatrix} = -\rho \begin{bmatrix}
v_x \frac{\partial v_x}{\partial x} + v_z \frac{\partial v_x}{\partial z} \\
v_x \frac{\partial v_z}{\partial x} + v_z \frac{\partial v_z}{\partial z}
\end{bmatrix}
+ \mu \begin{bmatrix}
\frac{\partial^2 v_x}{\partial x^2} + \frac{\partial^2 v_x}{\partial z^2} \\
\frac{\partial^2 v_z}{\partial x^2} + \frac{\partial^2 v_z}{\partial z^2}
\end{bmatrix}.
\]

(4.1)

Every derivative in (4.1) is calculated for a window of five adjacent data points by pairwise multiplying the window elements and the convolution coefficients. For instance, the axial velocity component and the derivatives that change with respect to this direction, are here calculated discretely for each position in the scan plane:

\[
\frac{d^k \tilde{v}_s(i, j)}{dz^k} \approx \frac{1}{\Delta z^k} \sum_{p = i - h_w}^{i + h_w} v_s(p, j) B_k(p - (i - h_w) + 1),
\]

(4.2)

where \( k \) goes from 0 to 2, and \( s \) indicates either the axial direction, \( z \), or the lateral direction, \( x \). The position within each field is given by \((i, j)\), and \( \Delta z \) is the sampling interval of the velocity field in the axial direction. The index number \( p \), is found from half the window size of the selected subset, which is calculated by: \( h_w = \frac{N_{set} + 1}{2} - 1 \), where \( N_{set} \) is the number of samples in the subset. Each window is weighted by the Savitzky-Golay convolution coefficients \( B_k \) as given in 2.2. For the lateral velocity component and its derivatives that change in this direction, the equation used is,

\[
\frac{d^k \tilde{v}_s(i, j)}{dx^k} \approx \frac{1}{\Delta x^k} \sum_{p = j - h_w}^{j + h_w} v_s^T(p, i) B_k(p - (j - h_w) + 1),
\]

(4.3)

where \( v^T_s \) is the transposed of \( v_s \), and \( \Delta x \) the sampling interval in the lateral direction.

4.3 Experimental set-up

A BK Ultrasound Pro Focus system (2202 Pro Focus UltraView, BK Ultrasound, Herlev, Denmark) is used for acquiring vector velocity data. Measurements are made during steady flow conditions on a C70-SSEA flow phantom (Shelley Medical Imaging Technologies, Toronto, Canada) using a linear array probe (BK8670, BK Ultrasound, Herlev, Denmark). The phantom models a carotid bifurcation having a constriction at the beginning of the internal branch reducing the cross-sectional area of the lumen by 70%. The common part of the artery measures 8 mm in diameter, while the external and post-constriction internal branch measure 4.65 mm and 5.55 mm, respectively. A full representation of the
phantom is seen in Fig. 4.1(a), and the section insonified by the ultrasound probe is shown in Fig. 4.1(b). The modeled vessel is embedded in agar to mimic the characteristics of human tissue, and it is encased in a rigid, airtight acrylic box with an acoustic window that makes it compatible with ultrasound imaging as well as MRI. The phantom is connected to a CompuFlow 1000 Flow system (Shelley Medical Imaging Technologies, Toronto, Canada) that is set to circulate a blood-mimicking fluid at a constant flow rate of $1.0 \text{ mL s}^{-1}$.

### 4.3.1 Data acquisition using the commercial platform

Flow data are extracted from the ultrasound system using an in-house build research interface, designed by BK Ultrasound. The scanner is set to emit weakly-focused emissions at a pulse repetition frequency of $1.3 \text{ kHz}$ for creating a duplex sequence of both B-mode and vector flow images. Each line of the vector flow map is found using an autocorrelation approach based on 16 sequential firings. Both axial and lateral velocities are calculated from the principles explain in Section 3.1. Here, a conventional pulse is focused a few centimeters below the center of the flow box, to ensure a wider pressure field at the vessel, where the build-up of a transverse oscillating field can be synthesized.

The connected research interface allows for extraction of already beamformed data, from which the axial and lateral velocity components are found. The axial velocity estimator takes in data that are beamformed conventionally, having a single apodization
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Figure 4.2: Vector velocity fields. (a) shows the mean estimated velocity field from the ultrasound data, while (b) shows the simulated velocity field. (c) shows the size of the out-of-plane simulated velocity component in reference to the simulated peak velocity. Note that the largest out-of-plane velocity is less than 3\% of the total velocity.

4.4 Measured and simulated velocity fields

A display of the measured and simulated velocity fields from where the spatial derivatives are calculated is seen in Fig. 4.2. The first two sub-plots display 2-D vector velocity fields of a fluid that flows through the constricted phantom from right to left. Fig. 4.2(a) shows the measured ultrasound velocity field, while Fig. 4.2(b) displays the simulated velocities plotted for the same position. The figures show flow that accelerates towards the center of the constriction, reaching peak velocities of roughly 0.14 m s\(^{-1}\), before decelerating as the cross-sectional area of the vessel expands again. Fig. 4.2(c) presents the magnitude of the out-of-plane velocity component, \(v_y\), which is determined from the 3-D simulation.
4.5 Pressure gradients derived from the steady flow fields

The following presents the results and a discussion of the derived pressure gradients calculated from the steady flow fields in. The results are displayed in Fig. 4.3 as 2-D maps, where the plotted arrows and their background colors indicate the direction and the magnitude of the gradients, respectively. Figs. 4.3(a)–(b) show fields of pressure gradients calculated with and without including the influence of viscosity. It appears that no major changes are introduced when including the viscous term - an observation that is also supported by the Reynolds number, which at the center of the constriction is calculated to 68. The missing effect of including the viscous force indicates that the flow primarily is governed by inertial forces, suggesting that it is reasonable to neglect the viscous term for this particular set-up. Excluding the viscosity results in a reduced level of noise, as the noise from the second-order numerical differential is avoided (Ahnert and Abel 2007). Fig. 4.3(c) displays the simulated pressure gradient field.
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4.5.1 Performance measures of the estimator

The performance of the proposed estimator is evaluated along the red lines in Fig. 4.3(b) and compared with the results of the simulation model. Standard deviations (Std) and biases are calculated as:

\[
\text{Std} = \frac{1}{pg_{\text{max}}} \sqrt{\frac{1}{N} \sum_{m=1}^{N} \sigma^2(m)} \quad \text{and} \quad (4.4)
\]

\[
\text{Bias} = \frac{1}{pg_{\text{max}} N} \sum_{m=1}^{N} \left( \mu_{\text{est}}(m) - \mu_{\text{sim}}(m) \right), \quad (4.5)
\]

where \( N \) is the number of data points along the spatial path that is investigated. The mean of the variance \( \sigma^2 \), is calculated over time for every position along the red lines, before taking the square-root to yield the standard deviation of the estimator. The bias is found from the average distance between the mean estimated value over time \( \mu_{\text{est}}(m) \), and the results from the simulation model, \( \mu_{\text{sim}}(m) \). Both standard deviation and bias are found as means across the entire investigated line, before normalized to the peak absolute value of the measured data, \( pg_{\text{max}} \).

4.5.2 Verification of the estimated pressure gradients

A comparison between the estimated and simulated pressure gradients is shown in Fig. 4.4. The figure displays mean magnitudes of the axial and lateral pressure gradients along the longitudinal and cross-sectional direction of the constriction. The magnitudes are plotted together with \( \pm \) one standard deviation, and the output from the reference model. The results show pressure gradients varying from \(-8\) kPa m\(^{-1}\) to \(9\) kPa m\(^{-1}\) along the investigated lines. Normalized biases of \(-7\%\) to \(3\%\), and \(-8\%\) to \(4\%\) are found for the axial and lateral vector component, respectively. The standard deviations in the four cases vary between \(5\%\) to \(32\%\), and \(30\%\) to \(57\%\) for the axial and lateral vector component.

4.6 Discussion

The study derived pressure gradients from 2-D vector velocity data that were within the range of the reference model. This indicates that pressure gradients can be measured non-invasively, using data from a commercially available ultrasound system.

No previous studies on the subject have estimates pressure gradients from 2-D vector velocity ultrasound data. The presented method, further, allows for inclusion of full 3-D data, though this would not have contributed much as the out-of-plane motion, was insignificant in the presented set-up, (see Fig. 4.2(c)). However, in other scenarios where more complex flow features exist, this becomes increasingly more important and should, therefore, be considered.
Figure 4.4: Estimated and simulated pressure gradients along the longitudinal and transversal direction of the carotid phantom at the site of the constrictions. Graphs (a)–(c) and (b)–(d) show the axial and lateral component of the pressure gradient, respectively.

As the study relies on vector velocity data acquired using a linear array transducer, it is limited in the field of view (FOV) to a maximum depth of approximately 4 cm – 5 cm. The FOV can, however, be greatly expanded if other transducers, with larger penetration depth and with the same capability of generating vector flow images are used. For instance,
in 2012 it was demonstrated that vector velocities can be measured down to a depth of 15 cm with a phased-array transducer (Marcher, Pihl, and Jensen 2012; Pihl, Marcher, and Jensen 2012; Pihl, Stuart, et al. 2014), and in 2013 the vector velocity technique was shown feasible in conjunction with a convex-array transducer (Jensen 2013).

### 4.6.1 Limitations and future considerations

Generally, this initial study on deriving pressure gradients from ultrasound flow data showed promising results. However, challenges were realized, especially on the precision of the obtained pressure gradients, which need to be addressed before the method is suitable for clinical use.

**Unacceptable standard deviations**

The study showed pressure gradients varying between 5% and 57% of the peak estimated gradient. Such standard deviations are far too high for clinical diagnosis and need to be reduced. First step in doing so, is to understand their cause. As mentioned in Chapter 2, the differential operator basically performs as a high-pass filter on the measured flow data, thereby enhancing higher frequency content, which usually is associated with noise. Further, for every increase in differential order, this effect becomes progressively higher, and that ruins the precision of the derived pressure gradients, unless noise-free velocity estimates are obtained from the start.

A way of decreasing the standard deviation is by reducing the noise floor in the velocity estimates before calculating the derivatives. A method for achieving this is by averaging across velocity frames, thereby eliminating some of the random fluctuations that constitute noise. Averaging is, however, at the expense of temporal resolution, which drops exponentially with the number of frames averaged over. Most commercially available ultrasound systems display flow images at a frame rate of 15 Hz – 30 Hz. This is just at the acceptable limit for cardiac flow imaging, where capturing the peak systolic phase is of utmost importance. The low frame rate leaves no room for averaging across frames without severely hampering the temporal resolution and thereby the capturing of the full cardiac cycle. Yet, in the presented study, despite having an initial temporal resolution of only 18 Hz, three frames of velocity were averaged before calculating the pressure gradients. This was permitted as steady flow was considered. However, had the flow been time-dependent then averaging would not have been allowed, and instead the standard deviations would be between 59% to 110% as shown in Fig. 4.5.

So, to obtain robust velocity estimates through averaging without compromising the systolic phase of the cardiac cycle, alternative flow estimators are required. For instance, synthetic aperture flow imaging (SAFI) offers the possibility of generating vector velocity fields at a frame rate proportional to the pulse repetition frequency, e.g., 0.5 kHz – 15 kHz. Such a frame rate permits averaging across image frames without compromising the peak systolic flow and is therefore a potential solution for obtaining more reliable estimates.
4.7 Study conclusion

A method for estimating 2-D fields of pressure gradients from vector velocity data has been presented. The initial results showed that data from an already commercially available ultrasound scanner can be used for determining pressure gradients non-invasively.
Figure 4.6: An example on how to visualize the pressure changes measured non-invasively using an ultrasound system. The figure displays the pressure drop that exists across of the constriction seen on the B-mode image in the back. The center of the plot shows the individual pressure gradients along the white line as a function of time. Summing the individual gradients along the line gives the total transstenotic pressure drop. This drop in pressure is presented by the red curve on the left. The figure is from Paper VI in appendix.

However, significant challenges were identified which need to be addressed for obtaining more reliable estimates of pressure. Among the challenges is the level of noise present in the original velocity estimates, which deteriorates as it passes through even advanced differential operators. To overcome the destructive nature of the inherent noise, more advanced flow estimators are required.

Where a steady flow set-up may be a great environment for testing the feasibility of the proposed method, the really interesting application of the suggested method lies in pulsating flow environments and in in-vivo settings. Therefore, the following chapters describe improvements of the proposed technique, making it more suitable for clinical testing. First, however, the conclusion drawn in this study is that pressure estimation from vector velocity data is achievable, but changes to the employed flow estimator and the noise removal procedure is unquestionably required.
CHAPTER 5

Patent I
Deriving Temporal Acceleration from Velocity Ultrasound Data

Summary  This chapter presents a technique for deriving temporal acceleration from a measured velocity profile without passing vast amounts of noise through the differential operator. The developed technique was taken up by Analogic, who in collaboration with the author wrote the first proposal seen in Appendix (Patent I). Essentially, the method performs a Fourier decomposition of the measured flow profile into a series of sinusoids. A collection of sinusoids are then selected by a specified criteria, before a derivative operation is employed on the trigonometric series. This provides the optimal building blocks for reconstructing the measured flow profile and its derivative with only a minimum level of error and noise contamination. The chapter commences by introducing the purpose and the technical content of the proposed method, before concluding with a discussion of the advantages and limitations of using such processing scheme.

5.1 Purpose

A main concern when deriving pressure gradients from measured velocity data, is the level of noise that passes through the differential operator. Even the slightest amount of noise present in the recorded flow data can affect the precision of the derived pressures dramatically. So, to remedy the pressure estimator’s high sensitivity to noisy velocity data, this chapter seeks to introduce a method capable of calculating accurate and robust derivatives despite having a noisy starting point.

5.2 Description of the processing scheme

The proposed method is two-fold. Initially, the measured velocity data are filtered by selecting a distinct set of frequencies in the Fourier domain. The selected frequencies are written into a trigonometric series that when derived produces a smoothed reconstruction of the acceleration profile. An explanation of the two processing steps is elaborated in the following.
5.2.1 Step 1: Filtering the recorded velocity data

First step in deriving the acceleration profile is to discriminate frequency content of the measured velocity data that does not contain significant information on the shape of the flow profile. This is achieved in the Fourier domain, for instance by choosing a criteria that only the \( N \) frequency bins of highest spectral energy are kept and the rest ignored. As noise from the sampling system presumably is white, it will be spread out all over the spectrum, and thus removed, when only including the \( N \) bins containing the majority of the signal’s energy. Then, summing \( N \) sinusoids where each signal oscillates at one of the selected frequencies, yields a reconstruction of the original waveform, without including a pronounced portion of the contaminating noise. The trigonometric series can be written as:

\[
\tilde{v}(n, t) \approx \sum_{p=0}^{N-1} |V_p(n)| \cos(2\pi f_p t + \varphi_p(n)),
\]

(5.1)

where \( N \) is the number of selected frequencies used for reconstructing the flow profile. \( V_p \) and \( \varphi_p \) are the amplitude and the phase of the frequency component \( f_p \). \( \tilde{v}(n, t) \) is the reconstructed flow profile for a given position, \( n \), within the velocity field.

An example of the noise removal technique is shown in Figs. 5.1–5.2. Fig. 5.1 presents a fictive velocity profile from a common carotid artery sampled at 2,500 Hz with -20 dB of added Gaussian noise. Moving the contaminated signal into the Fourier domain, and selecting the eight frequencies of highest energy levels to reconstruct the original signal, yields the graph in Fig. 5.2. The figure shows that a waveform, having a noise floor
5.2. Description of the processing scheme

Figure 5.2: Original and recovered waveform from the contaminated signal in Fig. 5.1. The recovered waveform is the summation of eight sinusoids, each oscillating with one of the eight selected frequencies.

The number of sinusoids needed to make a realistic reconstruction of the original flow waveform depends on the frequency content of the profile and the amount of noise present in the signal. Fig. 5.3 shows a parametric study on the number of sinusoids needed to reconstruct the profile from Fig. 5.1 with a minimal error, as a function of an increasing noise floor. In this project, the $N$ frequency bins that contain the majority of the spectral energy are selected for reconstructing the measured flow profile. However, other criteria could also be used for selecting the frequency content, e.g. frequency bins covering information on a reflection wave, or other flow features that may be of interest.

5.2.2 Step 2: Deriving the temporal acceleration

The acceleration profile is derived by phase shifting the trigonometric series $90^\circ$. Such a phase shift is essentially equivalent to performing a differential operation on the filtered
Difference between original and reconstructed flow profile

Figure 5.3: Number of sinusoids required for reconstructing the original inlet waveform, Fig. 5.1, when the level of noise increases in the measured signal. A 99% recovery can be made from a sum of eight sinusoids, despite having a noise floor of -20 dB.

time signal. However, the advantage here is that the operation is performed on a analytical expression and this can potentially minimize discretization errors. Phase shifting the trigonometric series by $90^\circ$ is equivalent to summing a series of sinuses instead of cosines, which otherwise was the case in (5.1). The analytical expression of the acceleration curve can be expressed as:

$$\frac{d\tilde{v}(n, t)}{dt} \approx - \sum_{p=0}^{N-1} |V_p(n)| 2\pi f_p \sin(2\pi f_p t + \varphi_p(n)). \quad (5.3)$$
5.3 Discussion and perspectives

The presented technique provides a neat method for calculating the temporal acceleration waveform despite having noisy velocity estimates as a starting point. The key feature of the patent proposal is the analytical expression of the acceleration curve, which is based on a user-dependent selection of distinct frequencies. Another example of a selection-criterion could be only to consider the frequencies that are associated with the fundamental period and its harmonics. Such a criterion is beneficial when having velocity data that are highly contaminated with noise. Most conventional low-pass filters would in this scenario not be able to differentiate between the frequency bins related to the actual flow data and the bins that arise from low-frequent noise. However, as the presented technique uses a priori knowledge of the flow profile, it can select the frequencies related to the harmonics of the flow profile, and thereby, constructing the acceleration curve more precisely, and
with fewer frequency bins.

A disadvantage of the proposed technique is its recursive nature. The method is based on priori information from a full cardiac cycle and this poses as a concern for real-time implementation. The method is, therefore, at this stage more suitable for post-processing use.
Study II
Noninvasive Estimation of Intravascular Pressure Changes using Vector Velocity Ultrasound

Summary  The chapter summarizes the results from the second peer-reviewed paper included in the project. The paper introduces a method for deriving pressure changes along streamlines, which then are verified experimentally on fabricated flow phantoms before tested in-vivo. First part of the chapter introduces the purpose of the study, and the alterations made to the initial proposed method, thereby, transferring it into a streamline representation. Second part evaluates the results obtained on the two fabricated phantoms during steady and pulsating flow conditions. Lastly, the chapter describes the results from testing the method in-vivo on two healthy volunteers before concluding with a discussion on limitations and on considerations for future investigations. For a further in-depth description of the study the reader is referred to Paper II in the appendix.

6.1 Purpose

The presented study demonstrates the feasibility of determining pressure changes from velocity data acquired at a frame rate on the order of kilohertz. The high frame rate allows for averaging across velocity frames without losing temporal information and is therefore a suitable match for obtaining reliable estimates of pressure. Flow data are measured using a synthetic aperture flow imaging (SAFI) sequence implemented for a linear array transducer connected to the experimental scanner, SARUS. Experimental results from fabricated phantoms are evaluated by comparison with two 3-D simulation models with similar flow geometries. The study tests the hypothesis that pressure changes along streamlines can be measured from high frame rate velocity data with an accuracy and precision of more than 90% of the peak pressure drop.
Chapter 6. Study II

6.2 Pressure changes along streamlines

To accommodate the clinical preferences of having a tool that is capable of displaying overall pressure changes across a desired region, the initially proposed method is re-written into a streamline representation. A streamline representation enables easy calculation of the pressure drop over larger regions, by integrating the individual pressure gradients found along the investigated streamline. Re-writing the initial method \((2.4)\), into a scalar equation that follows a streamline, and omitting the influence of gravity and viscosity yields the following,

\[
\frac{\partial p}{\partial s} = -\rho \left[ \frac{\partial v_s}{\partial t} + v_s \frac{\partial v_s}{\partial s} \right].
\]

Here, \(v_s\) is the scalar product of \(\vec{v}(\vec{r}, t)\) and the vector that lies tangent to the streamline \(d\vec{s} = (\hat{s}_x, \hat{s}_y, \hat{s}_z)\), where \(d\vec{s}\) is an element of distance along the streamline, which runs in the direction, \(s\). Omitting the effect of viscosity is thought reasonable as the Reynolds number in the presented set-up is found to more than 1,000. Then, integrating the individual pressure gradients from \((6.1)\) along the flow direction of the streamline gives the total drop in pressure that occurs over the course of the flow line,

\[
\Delta P(t) = \int_0^L \frac{\partial p}{\partial s} \, ds.
\]

Again, eqs. \((6.1)–(6.2)\) state the need for having all three spatial vector components of \(\vec{v}_s\) available for estimating the pressure gradient \(\frac{\partial p}{\partial s}\). This study, however, employs a velocity estimator capable of measuring the two in-plane vector velocity component \(\vec{v}_s = (v_x, v_z)\), thus, the proposed method is developed assuming that the out-of-plane velocity \(v_y\) is zero.

The temporal derivative in \((6.1)\) is reconstructed from decomposing the measured flow profile at every position along the streamline into a series of sinusoids, as introduced in Chapter [5]. Reconstructing the acceleration profile from a sum of sinusoids is possible as the flow is somewhat periodic over the cardiac cycle. The spatial derivative on the other hand, is not necessarily periodic across the examined region. Thus, it is not convenient to approximate it by a sum of sinusoids. Instead, the spatial derivative is found equivalent to the method introduced in Chapter [4] where polynomial filtering is used. A second-order polynomial is fitted to a subset of adjacent data points along the path of the streamline by convolving the data to a window of convolution coefficients.

6.3 Experimental set-up

The proposed method is validated on straight-tube phantoms during steady and pulsating flow conditions before tested in-vivo on two healthy volunteers. Two straight tube phantoms with an inner diameter of 8 mm are designed, each with a concentric constriction of 36% and 70%, respectively, and a length of 260 mm. Sections of the models are shown
Figure 6.1: Two straight tube phantoms with an inner diameter of 8 mm are used for validating the proposed method. Each model has a length of 260 mm and a concentric constriction of either 36% and 70% of the inlet diameter.

The geometry of the vessels is drafted in SolidWorks (Education edition, Dassault Systèmes SolidWorks Corp., Vélizy, France) and exported as an STL file to stereolithography, which constitutes the core of the phantom’s fluid flow domain (Lai et al. 2013). The 3-D printed cores are fixed in individual containers before cast in polyvinyl alcohol (PVA) cryogel to make the surrounding medium mimic the properties of human tissue. The PVA cryogel is made using an in-house formula, containing 15% PVA, 1% silicon dioxide, 0.3% potassium sorbate, and 83.7% distilled water. The nature of cryogel allows for controlling its elastic properties by varying the number of freeze-thaw cycles it undergoes. Two freeze-thaw cycles are used, each half-cycle of 24 h duration, with freeze settings of $-20^\circ C \pm 0.5^\circ C$ and thaw of $4^\circ C \pm 0.5^\circ C$. After completing two cycles, given a total duration of 96 h, the core was removed manually, thereby, leaving a core-less phantom with sound propagating properties of human tissue and a fluid domain identical to the 3-D printed structure.

The fabricated phantoms are connected to a flow system (CompuFlow 1000, Shelley Medical Imaging Technologies, Toronto, Canada) capable of generating customized flow waveforms. The first study is performed using a constant waveform and a flow rate of 5 ml s$^{-1}$. The second study uses a time-varying waveform equivalent in shape to the dotted line in Fig. 5.1 and a peak flow rate of 5 ml s$^{-1}$.

The two in-vivo measurements are carried out after approval by The Danish National Committee on Biomedical Research Ethics. A healthy female (age 52) and male (age 41) are scanned by an experienced radiologist. The volunteers are placed in a supine position for five minutes to obtain a steady heart rate. The examinations were performed over the left carotid bifurcation, producing a view of both the internal and external artery together with the carotid bulb. Intensity measurements were made prior to the
examinations, showing energy levels and an MI within the limits set by the U.S. Food and Drug Administration.

Both, experimental and in-vivo scans are made using a BK8670 linear array transducer connected to the experimental research scanner SARUS (Jensen et al. 2013). A three-cycle pulse with a center frequency of 7 MHz is emitted at a pulse repetition frequency of 12.5 kHz to a depth of 4 cm. The acquired data are processed off-line in Matlab (The MathWorks Inc., Natick, MA, USA) following the processing scheme for SAFI with directional beamforming.

6.4 Vector velocity flow

Vector velocity flow images are measured from directional synthetic aperture flow imaging, as described in Section 3.2. A high-resolution image is created from the summation of five low-resolution images, producing an effective frame rate of 2,500 Hz. The performance of the suggested streamline method is evaluated for both steady and pulsatile flow condition at the constricted sites of the two fabricated models. Three seconds of flow data are recorded producing roughly 7,500 frames of vector velocity fields. Each field spanning an area of 10 mm × 20 mm, and with an intermediate distance between the estimates of 0.2 mm in both the axial and lateral direction.

6.4.1 Steady and pulsating flow fields

Examples of vector flow imaging on the two fabricated phantoms are displayed in Fig. 6.2. The images show flow that accelerates towards the center of the constriction, producing a jet that then slowly decelerates as the lumen expands again. Black streamlines set to start from the center of the vessel are also displayed. Throughout this study, changes in pressure are derived along these dotted streamlines.

Peak velocities measured and simulated during steady flow are plotted as a function of time in Fig. 6.3. The figure reveals a standard deviation of 6%, and 2% relative to the reference model for the 36% and the 70% constriction, respectively. Further, a bias of −17% and −8% is observed for the two measurements. The bias is a consequence of having misaligned the transducer to the exact center axis of the constriction, which becomes apparent when comparing the diameter of lumen seen on the B-mode images to the actual constriction sizes of the models from Fig. 6.1. Measuring the widths of the observed constrictions gives distances of approximately 4.40 mm and 2.30 mm for the 36%, and the 70% constricted phantom, respectively. Whereas, the true distances for the two models are 5.12 mm and 2.40 mm, thus, lower velocities are measured in the experimental set-up, as the peak flow velocities are outside the scan plane of the transducer. The calculated biases are, therefore, used for compensating the measured velocities. Bias compensation is performed to obtain as good resemblance between estimated and simulated velocities as possible, before inserting the measured velocities into the proposed estimator. This will ensure the best basis for comparing the derived...
Figure 6.2: Vector velocity images at the constriction of two fabricated flow phantoms. Phantom (a) has a constriction of 36\%, while (b)'s is 70\%. The two images are captured during steady flow conditions. Black-dotted streamlines passing through the center of the constrictions are also displayed. The number in the colorbox indicates the maximum flow velocity that can be represented by a color in the color flow map.
pressures with the simulation model, as all discrepancies between the model and the reference, will be solely related to the actual performance of the suggested estimator. The result of compensating for the misalignment of the transducer is seen in Fig. 6.4 where pulsating flow has been measured.

The displayed flow profiles are reconstructed from the measured data using a sum of sinusoids, as explained in Chapter 5. A single pulse cycle can, as suggested by Fig. 5.3, be 99% recovered from eight distinct frequency bins. Thus, to maintain the same level of accuracy when reconstructing three pulses that are not necessarily identical, 24 frequency bins are required. The inherent compliance of the flow system’s afferent tubes increases the pulsatility of the time-varying flow, producing a flattening of the velocity profile compared with the profiles seen during constant flow.

### 6.4.2 In-vivo velocity fields

Two in-vivo measurements are carried out on the carotid artery of two healthy volunteers. The resulting vector flow images are shown in Figs. 6.5–6.6. The figures display longitudinal scans of the volunteers’ left carotid bifurcations together with the measured flow fields. The images are captured at peak systole, yielding values in the carotid sinus of roughly 0.6 m s$^{-1}$. The starting point of the superimposed streamlines are manually selected based on the criterion that the lines should include the peak velocity during the systolic phase.
6.5 Pressure changes derived along streamlines

The following presents the results from deriving pressure changes along streamlines using a high frame rate ultrasound technique. First presented are the results from the two flow phantoms measured during steady and pulsating flow conditions, before concluding by displaying the in-vivo results. All flow velocities that enter the proposed pressure estimator are filtered by a 3-D median filter. This is done to minimize the risk of transferring any inexpedient discontinuities from the estimated velocities, into the differential operator and further to the desired pressure estimate. The filter’s in-plane window size is set to 10 data points, corresponding to an axial and lateral distance of 2 mm. A second median filter of 15 data points is applied temporally, equivalent to a window size of 6 ms.

6.5.1 Transstenotic pressure drop during steady flow
Streamline velocities from Fig. 6.2 are extracted and used for deriving the pressure drop that occur across the constriction. As only spatial velocity changes exist in the steady flow field, the temporal acceleration is neglected when employing (6.1). For every position along the streamline, an individual pressure gradient is calculated relative to its
Figure 6.5: Volunteer 1: Longitudinal vector flow scan of the carotid bifurcation during peak systolic. Bottom branch shows the internal carotid artery in conjunction with the carotid bulb, in which a vortex is formed during rapid flow movement. A streamline following the vector velocity field is also displayed.

neighboring points. Then, calculating the cumulative sum of the local pressure changes along the direction of the flow, yields the drop in pressure that exists between the start of the streamline to any position along the line. The result of doing this for all velocity frames is shown in Fig. 6.7. The two graphs display the drop in pressure that occurs as the fluid moves through the constricted part of the studied phantoms. The shaded zone indicates a region of ± one standard deviation normalized to the number of frames recorded. The black-dotted lines in Fig. 6.7 are the outputs from the simulation models.

As in Chapter 4, the performance of the method is evaluated by its standard deviation and bias. However, instead of normalizing eqs. (4.4)–(4.5) by the peak estimated pressure
6.5. Pressure changes derived along streamlines

Figure 6.6: Volunteer 2: Longitudinal vector flow scan of the carotid bifurcation during peak systolic. Top artery shows the internal carotid artery in conjunction with the carotid bulb. Also here, a vortex is formed during the peak systolic phase of the cardiac cycle. A streamline following the vector velocity field is also displayed.

gradient, \( p_{g_{\text{max}}} \), they are normalized to the maximum pressure drop simulated. For steady flow, mean biases of 8% and 7% are calculated in the 36%, and 70% constricted phantoms, respectively, with standard deviations of 9%, and 6%.

6.5.2 Transstenotic pressure drop during pulsating Flow

Calculating the pressure drop during pulsating flow condition follows the same data processing scheme as in the previous case. However, in this case the temporal acceleration is included. The results are shown in Fig.6.8. Largest changes in pressure are observed in the systolic phase of the cycle, hence, emphasized in the two graphs. The systolic
pressure drops from the three recorded cycles show a mean standard deviation of 1% and 7%, relatively to the peak simulated pressure drop for the 36%, and 70% constricted phantom, respectively. A mean bias over the entire course of the streamline is found to be 2% for both cases in comparison with the FE models.

6.5.3 In-vivo examples of non-invasive pressure estimation
Vector velocities found along the streamlines of Figs. 6.5–6.6 are extracted for all time instances and inserted into the proposed algorithm. The resulting pressure drops are shown as 3-D plots in Figs. 6.9–6.10. The figures show pressure changes along the direction of the streamlines as a function of time. The plots’ left wall defines the starting point of the streamline data. Changes in pressure are then found relatively to this point, by moving down-right, parallel to the lateral axis. Both cases show the largest pressure variations during the systolic phase of the cardiac cycle, with values between 0 Pa and -60 Pa.

6.6 Discussion
Non-invasive pressure changes have been calculated along streamlines using a high frame rate ultrasound technique. Pressure drops across two concentric constricted flow phantoms were examined, before measuring in-vivo pressures on two volunteers. The
largest experimental pressure drop was seen in the 70% constricted phantom, reaching a drop of $-875$ Pa. The largest mean standard deviation and bias that were found across the entire constriction were 9%, and 8%, respectively. Thereby, confirming the hypothesis that pressure changes can be attained with a precision that is within 90% of the peak pressure drop using a SAFI sequence.

The SAFI sequence produced vector flow images down to a depth of 4 cm at an effective frame rate of 2,500 Hz. Today, no previously published literature has sought to measure intravascular pressure changes using a high frame rate ultrasonic technique. The obtained results clearly show the improvements in precision of doing so, at least in comparison with the results from Chapter 4. The high frame rate offered by SAFI allows averaging across estimates without compromising the peak of the profile. This is beneficial as it essentially performs a low-pass filtering of the velocity estimates before deriving the pressure changes, thus, avoiding the higher frequency content, which usually is associated with noise.

The in-vivo results show the feasibility of measuring pressure changes in the carotid artery. An area otherwise sought avoided by invasive catheter, as contact with the neck’s arterial walls could make vulnerable plaque rupture causing arterial blockage of the vascular beds in the brain (Al-Ameri et al., 2009). The non-invasive nature of the proposed technique, furthermore opens the possibility of running routine examinations for screening purposes, thus, further expanding the application range of pressure sensing techniques.
6.6.1 Limitations and future considerations

In terms of estimator precision, the study clearly showed the benefit of using a high frame rate ultrasound technique when deriving pressure changes from flow data. However, the improved precision revealed the effect of other flow features, which in Chapter 4 may have been hidden by the large standard deviation of the employed estimator. Whereas, results from the experimental set-up looked great, the pressure changes derived in the in-vivo cases was a bit more distorted. The following describes considerations that will help to further improve the technique.

The influence of the out-of-plane velocity component

The presented technique essentially studies the flow pattern of a moving fluid, from which the pressure forcing the fluid to move is sought predicted. This makes the technique
Figure 6.10: In-Vivo: Changes in intravascular pressure measured as a function of longitudinal position and time along the streamline from Fig. 6.6. The shown pressures are in reference to an arbitrary value, which for this study is set to zero at the beginning of the streamline.

vulnerable to the flow estimator’s capability to detect the true movement of the particles. For instance, the proposed set-up uses a 2-D velocity estimator approach, meaning that the out-of-plane motion gets excluded from the pressure algorithm. Whether or not this is acceptable greatly depends on the complexity of the flow being examined. For example, studying the vector field in Fig. 6.6 it appears that the flow along the streamline accelerates through the carotid bulb, even though the lumen of the vessel expanse. Such flow behaviour is only possible if out-of-plane particles of higher velocities are pushed through the scanned plane, thus, leading to the false impression that in-plane velocities are accelerated from right to left in the image. Therefore, in case of Fig. 6.6 it would have been beneficial to have had access to the full 3-D velocity information before deriving the pressure drop. The missing information on the out-of-plane velocity component is likely the reason for why Fig. 6.10 appears more distorted than Fig. 6.9 where a more holistic view of the flow movement is captured within the scan plane.
PRESSURE CHANGES CAUSED BY VISCOS DRAG
The influence of viscosity has been neglected in this study, as flow in larger vessels was studied, and a Reynolds number of more than a 1,000 was found during the peak systolic phase. However, moving into smaller vessels with a lower Reynolds number makes this assumption invalid thus, pressure estimation based on the Navier-Stokes equation should for those vessels take the viscous forces into account.

Moreover, diseased vessels with clinically significant stenoses rarely show curvatures as neat as the phantoms used in this study. Usually, highly irregular shapes are seen in stenotic arteriae leading to more complex flow patterns, and thereby also a larger prevalence of turbulent flow features. Features such as eddies, localized turbulence, and jets that all contribute to the dissipation of energy, will accelerate an increasing drop in pressure as the fluid passes through the stenotic region (Gould [1985], Young, Cholvin, and Roth [1975]). Therefore, more studies measuring in more irregular geometries with increasing constriction-rates are recommended to determine the limits of the method’s application range. Moreover, to clinically strengthen the validation of the proposed method, future work should include comparison with fluid-filled pressure catheters, as these are the current clinical practice for how intravascular pressure changes are measured.

6.7 Study conclusion
Based on experimental results this study concludes that pressure changes along streamlines are obtainable to a precision of more than 90% of the maximum pressure drop through synthetic aperture flow imaging. However, transferring into in-vivo cases where blood vessels usually follow complex flow geometries, the influence of the out-of-plane component becomes increasingly important. Therefore, for scans using a 1-D transducer it is crucial that the part of the flow field, which contributes the most to intravascular pressure changes, is captured within the FOV of the probe. This will minimize the error of not having the third velocity component available when deriving pressure changes. Further, moving towards smaller vessels will increase the need for adding the viscous effect to the model. For the proposed method, this means that calculation of second order derivatives are required, thus making the method increasingly more sensitive to noise. Therefore, to strengthen the model in small vessel geometries, a new flow estimator is introduced in the next chapter, which completely avoids noise generated by the differential operator. Overall, the presented study displayed the advantages in precision of using a high frame rate flow estimator, when deriving intravascular pressure changes.
CHAPTER 7

Patent II
Flow Acceleration Estimation Directly From Beamformed Ultrasound data

Summary  The chapter proposes a method capable of determining the temporal and the spatial acceleration of flow directly from beamformed ultrasound data. Such a method essentially breaks with the conventional way of deriving accelerations, as the need for a differential operator is omitted. The presented work was made in the final stage of the project and has therefore not yet been introduced to the proposed pressure estimator. However, the developed technique was taken up by Analogic, who in collaboration with the author wrote the second patent proposal seen in Appendix (Patent II). The method calculates acceleration directly from beamformed ultrasound data by introducing a double cross-correlation scheme. Derivation of the estimator is detailed in the first part of the chapter. The second part concerns the results from testing the technique on simulated flow data generated using Field II. The last section discusses the initially obtained results and gives perspective on the method.

7.1 Purpose

The purpose of this chapter is to introduce a temporal/spatial acceleration estimator based directly on beamformed ultrasound data. The motivation for doing this comes from the ever present concern of deriving accelerations from estimated velocities, namely, the transferring of noise through the differential operator. As previous mentioned, the operator works as a high-pass filter on the measured velocity data, thereby enhancing frequency content that primarily is related to noise. Data are, therefore, required to be filtered before entering the differential quotient to minimize the noise floor. Filtering is at the expense of temporal and spatial resolution, which degrades the degree of details that can be expressed in the flow field. Therefore, to circumvent the need for a differential operator, the chapter introduces a new method capable of measuring the acceleration of flow directly from the beamformed ultrasound data.
7.2 Derivation of the acceleration estimator

The basic principle of the proposed estimator is to study the trend of cross-correlation functions found from a series of consecutive RF signals. Cross-correlating signals that are displaced in time will bring forth a correlation function that peaks at a lag proportional to the time-shift between the signals. For instance, emitting two consecutive pulses in the direction of a moving scatterer will show a time shift between the backscattering signals that is (Jensen 1996a),

\[ t_s = \frac{2|v(t)|}{c} T_{prf}, \]

(7.1)

where \( |v(t)| \) is the velocity of the moving scatterer, \( c \) the speed of sound, and \( T_{prf} \) the time between emissions. Cross-correlating the two signals will reveal the time shift, \( t_s \), that can be identified at the position of the function’s maximum value. Cross-correlation two time signals is expressed mathematically as,

\[ R(\tau) = \frac{1}{2T} \int_{T} r_{s1}(t) r_{s2}(t - \tau) \, dt. \]

(7.2)

where, \( T \) is the duration of the signals, \( r_{s1} \) and \( r_{s2} \), while \( \tau \) is the running lag. The correlation function \( R(\tau) \) peaks when \( \tau \) equals the time shift, \( t_s \), multiplied by the system’s sampling frequency, \( f_s \). This is sought represented in Fig. 7.1 where signals from the same aperture configuration are cross-correlated to yield a series of \( R(\tau) \).

The position of the peak will change over time if pulsating flow is measured and the rate of this change is proportional to the flow acceleration. The acceleration can, thus be

![Figure 7.1: Estimating the cross-correlation function from received RF signals measured with the same aperture configuration. The lag at the function’s maximum value is proportional to the velocity of the targeted scatterer. The figure is modified from (Nikolov and Jensen 2003).](image)
found from correlation of the correlation functions. The process of this is illustrated in Fig. 7.2 where the correlation, $R_2(\varphi)$, between correlation functions, $R(\tau)$, is shown. A skipping step, $K$, is used in the presented set-up, which ensures a larger separation between the correlation functions. Separating the functions reduces the effect of jitter, however, it can potentially lead to the detection of false peak, as the signals decorrelate more. Choosing a proper step size is therefore always a balance between jitter effects and the system’s tolerance limit for determining incorrect peaks; both leads to erroneous estimates. The second cross-correlation function is calculated as,

$$R_2(\varphi) = \frac{1}{2L} \sum_{\tau=-L}^{L} R^{(1)}(\tau) R^{(1+K)}(\tau - \varphi), \quad (7.3)$$

where $R^{(1)}$ and $R^{(1+K)}$ are the previous calculated correlations functions, and $L$ is the number of data points in the two functions. Eq. (7.3) will show a function that peaks at lag,

$$\varphi_{peak} = \Delta t_s f_s = \frac{2\Delta |v(t)|}{c} f_s T_{prf}. \quad (7.4)$$

The change in velocity, $\Delta |v(t)|$ is the acceleration, $a(t)$, of the scatterer multiplied by the observation window. For the case of determining the temporal acceleration, the observation window is $KT_{prf}$, while for the spatial acceleration, the window is $K\Delta r$, where $\Delta r$ is the spatial distance between the correlation functions. From (7.4) is becomes
apparent that the temporal and spatial acceleration can be determined as,

\[ |a_t| = \frac{\varphi_{peak} c}{2K f_s T_{prf}^2}, \text{and} \]

\[ |a_s| = \frac{\varphi_{peak} c}{2K f_s \Delta r T_{prf}}, \]

respectively, where \( \varphi_{peak} \) is the position of the second cross-correlation function’s maximum value.

7.3 Proof-of-concept

The following presents the initial results from testing the proposed estimator on simulated flow data. Data are generated using Field II (Jensen 1996b), and simulate a parabolic time-varying flow profile through a rigid tube of a 12 mm diameter, with a beam-to-flow angle of 75°. The profile is set to oscillate as a sine-function with a frequency of 1 Hz, and a peak velocity of 0.1 m s\(^{-1}\). An emission sequence equivalent to that of Chapter 6 is designed, and the resulting velocity estimates are displayed in Fig. 7.3. The figure

![Estimated velocity](image)

**Figure 7.3:** Estimated flow velocities from simulated data. The velocities are estimated using a cross-correlation approach based on directional beamformed lines, equivalent to the technique used in Study 2 (Chapter 6).
7.4 Discussion and perspectives

The preliminary results show a good correspondence between estimated and simulated data indicating the feasibility of the proposed technique. The presented double cross-correlation approach omits the need for having to estimate flow velocities before deriving the temporal/spatial acceleration. This means that the configuration of the acceleration estimator, in terms of skipping step, and length of the correlation function become independent from what is used by the velocity estimator. Having an independent estimator allows for more flexibility, and this potentially leads to more reliable acceleration data. For instance, noise in the velocity estimates introduced by jitter or decorrelation effects, will in conventional methods transfer directly to the desired acceleration estimates. This is, however, no longer an issue with the proposed technique, making the acceleration data

Figure 7.4: Estimated temporal acceleration from simulated flow data. The acceleration is calculated using the proposed double cross-correlation approach, and compared to a cosine-function, which is the first-derivative of the original simulated sine-function.
more robust. More reliable acceleration data will eventually lead to better estimates of pressure when using approaches such as the Bernoulli or the Navier-Stokes equations.

Moreover, besides improving pressure estimators that rely on flow data, the technique could also benefit other clinical areas. For instance, ultrasound studies on the aorta have shown links between ventricular performance and the acceleration of blood flow (Bennett et al. 1984; Noble, Trenchard, and Guz 1966; Sabbah et al. 1986). Such studies could essentially also draw advantages from the proposed technique, as the need for manually analysing the shape of the recorded spectrogram is removed.
This thesis has presented the results of the PhD project titled Imaging of In-vivo Pressure using Ultrasound. The main objective of the project has been to develop a method that without the need of invasive devices is capable of determining intravascular pressure changes. To achieve this, a modified version of the Navier-Stokes equation was investigated in conjunction with 2-D vector velocity fields acquired from state-of-the-art ultrasound techniques. Pressure changes derived by the proposed method were compared with results from numerical simulation models, having the same flow geometries as the models being investigated.

In Chapter 4, a first attempt to derive pressure gradients from flow data was presented. The study was carried out in flow phantoms, where vector velocity data acquired using a commercial available ultrasound system were used. The study demonstrated the feasibility of deriving pressure gradients from 2-D ultrasound flow data. But perhaps more importantly, the study revealed some significant challenges that needed further attention to make the method applicable for clinical use. Most crucial, was the noise contamination seen in the recorded velocity data. Despite implementation of advanced filters, the noise influenced the estimated pressures, and this hampered the precision of the estimator. To solve the problem of noisy velocity estimates, two initiatives were taken. First, a new filtering approach was introduced in Chapter 5, subsequently in Chapter 6 the use of synthetic aperture flow imaging (SAFI) is proposed. The two initiatives were tested on data acquired using the experimental ultrasound scanner, SARUS. SAFI offered an imaging system that was fully focused in every image cell, and further, was capable of generating flow images at a frame rate on the order of kilohertz. This allowed for averaging across velocity frames without losing temporal information, leading to highly precise and quantitative flow data. The high-precision flow data provided ideal conditions for deriving the desired pressure changes. This was confirmed by the improvement in precision of the results in Chapter 6. Here, the study showed a standard deviation and bias across two fabricated phantoms of 9% and 8%, respectively. The study, further, presented the first in-vivo examples of deriving pressure changes from 2-D vector velocity ultrasound data.

Unlike other methods that use ultrasound flow data to derive the intravascular pressure, this method is based on 2-D angle-independent velocity fields captured in the entire image plane. This provides a wider information background for determining the pressure changes, and as the method is independent of the insonifying angle it facilitates a scan procedure that is less operator-dependent. The above described improvements may assist,
and even exceed the need for invasive pressure catheters that otherwise remain a frequently used tool.

The project has shown that non-invasive determination of pressure changes from 2-D flow data is indeed feasible. Moreover, the project demonstrated that a SAFI sequence offered the high precision flow data needed to obtain reliable pressure estimates. Based on these findings, it is proposed that SAFI should be the imaging method of choice when introducing the technique to the clinic. However, when transferring the method into the clinic, where blood vessels follow more complex flow geometries, the influence of the out-of-plane component becomes increasingly more important. Therefore, for scans using a 1-D transducer it is crucial that the out-of-plane flow component is negligible.

Next step is to compare the developed technique with catheters. Such a comparison is, however, not without concerns. Numerous studies have presented results showing discrepancies between Doppler derived pressures and the pressure measured by catheters (Baumgartner, Schima, et al. 1993; Baumgartner, Stefenelli, et al. 1999; Garcia et al. 2003; Levine et al. 1989; Smith et al. 1985). It is believed by the author that the discrepancies arise for two reasons. First, pressure catheters are usually difficult to position. Flow instabilities seen downstream of an arterial narrowing makes it cumbersome to maintain a steady position of the catheter, especially, in the region of vena contracta. Therefore, a catheter would usually be placed a few centimeters downstream from the narrowing. This means that the catheters might end up in an area where pressure recovery has occurred. Hence, the detected pressure drop will be less than the actual transstenotic pressure drop. Furthermore, a study by Vecchi et al. demonstrated that the catheter itself disturbs the pressure field it is measuring. The effect of this showed inaccuracies of up to 24% of the true pressure drop (Vecchi et al. 2014). This might also add to the explanation for why discrepancies are seen between Doppler derived pressure and the pressure measured by catheters.

Another explanation for the discrepancies is found in the accuracy of the employed Doppler system that is used for acquiring the input data to the model. Most of the ultrasound techniques presented in the literature are based on Doppler velocities provided by the spectrogram. This is unfortunate as this measure of velocity is highly sensitive to the flow being examined. Difficulties related to detecting the correct beam-to-flow angle will often lead to imprecision of the derived pressure. Detection of the correct velocity becomes even more difficult and also more important, when moving into diseased vessels, where vessel geometries often follow highly irregular paths. Further, from studying the vector flow fields in Figs. 6.5, 6.6 it becomes obvious that more than just single beam-to-flow angle exists. Every point in the fields has its own flow angle, and that angle varies over time depending on when in the cardiac cycles it is measured. This is also seen in the clinical examples presented by Hansen et al. (Hansen et al. 2009). Therefore, only compensating the measured Doppler flow by a single fixed angle is a crude oversimplification and it will lead to greater discrepancies between Doppler derived pressure and the pressure measured by catheters.
With the introduction of a non-invasive alternative for measuring intravascular pressure, the clinician becomes independent of catheterization, and the need for using ionizing radiation. This leads to the possibility of making routine scans, enabling screening procedures and follow-up studies over the progression of the disease, without the discomfort related to surgical intervention. The non-invasive nature of the technique, furthermore, allows measurement of the pressure field in the carotid arteries – an area that otherwise is off-limits for catheters, due to the risks of provoking a rupture of vulnerable plaque. Uncovering the carotid pressure field, and especially, the field around the baroreceptors, is of great interest, as the vascular pressure here governs the systemic blood pressure of the whole body. It would therefore be interesting to investigate, if an abnormal pressure distribution at the baroreceptors has a negative effect on the overall blood pressure.

The proposed project does not solve all problems related to non-invasive pressure estimation, but it is believed to be a step in the right direction. Hopefully, one day a method such as the one presented will mitigate, or even supersede the need for invasive catheters, providing a safer procedure for the patients and a more problem-free work environment for the clinicians.
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Abstract—A noninvasive method for estimating 2-D pressure gradients from ultrasound vector velocity data is presented. It relies on vector velocity fields acquired using the transverse oscillation method during steady flow conditions. The pressure gradients are calculated from the velocity fields using the Navier–Stokes equations. Scans of a carotid bifurcation phantom with a 70% constriction are performed using a linear transducer connected to a scanner. The performance of the estimator is evaluated by comparing its results to those of a computational fluid dynamics model of the carotid bifurcation phantom. The geometry of the model is determined from magnetic resonance imaging. The presented study is conducted assuming steady flow using velocity data acquired at 18 frames per second. The proposed method shows pressure gradients at the constricted region from −8 kPa/m to 9 kPa/m, with a maximum bias of −7% for the axial component and −8% for the lateral component. The relative standard deviation of the estimator is 5% (axial component) and 30% (lateral component) when studying the pressure gradient across the constriction using 3 velocity frames per pressure estimate. The study shows that 2-D pressure gradients can be achieved noninvasively using ultrasound data in a constant flow environment.

I. INTRODUCTION

Local pressure gradients in hemodynamics can provide important information for diagnosing various cardiovascular diseases such as atherosclerosis [1]. The gradients are used as an indication of how changes in the flow caused by plaque formation affect the risk of embolism. This is, for instance, applicable in determining the severity of stenotic vessels or in studying the pressure drop over heart valves. Today, pressure gradients are measured by means of catheters inserted into the blood vessel and threaded to the region of interest. Although this procedure is reported to be reliable and of low risk [2], it remains an invasive procedure exposing the patients to ionizing radiation during angiography guidance [3]. Furthermore, the catheter causes inconvenient disturbances to the surrounding fluid flow, thereby affecting the pressure field it is measuring. A less invasive method for measuring the local pressure gradients is proposed by Fairbank and Scully [4]. The method relies on injecting contrast agent microbubbles into the circulatory system and measuring the frequency shift in the scattered spectrum as ultrasonic waves are applied. A variety of other methods for estimating pressure changes has also been devised based on the injection of microbubbles [5]–[10]. Despite being a less invasive procedure, it still requires the injection of microbubbles. Furthermore, it only provides a short time window of approximately 10 to 20 s [11] for imaging before the bubbles are taken up by the liver or are burst by the applied acoustic pressure field produced by the ultrasound transducer.

In 1976, Holen et al. [12] suggested a noninvasive method for estimating local pressure gradients using the peak systolic blood velocity measured from ultrasound data. The orifice equation introduced by Gorlin and Gorlin [13] was employed to calculate the pressure gradient from the velocity data. This noninvasive estimate of the pressure gradients, however, suffers from major flaws because it is solely dependent on a single velocity estimate and does not take complex flow patterns into account. Deducing a pressure gradient based on a single velocity estimate makes it sensitive to a series of unwanted hemodynamic factors that are uncorrelated to the actual constrictions effect on the peak velocity, e.g., abnormal cardiac output caused by cardiomyopathy. Hence, a more refined method for estimating the pressure gradients was suggested in 2003 by Ohtsuki and Tanake [14]. This method also relies on ultrasound data, but the estimated pressure gradients are instead based on a simplified version of the Navier–Stokes equations. The Navier–Stokes equations describe the motion of fluids and provide access to information regarding the temporal and spatial pressure variations in the system, making this method suitable for time-varying flow phenomena having complex features. Ohtsuki and Tanake assume the viscosity and the external forces on the system to be negligible. Furthermore, they assume the velocity normal to the scan plane is zero. The suggested method uses the axial velocity component found from spectral Doppler to deduce a measurement of the transverse velocity component. The Navier–Stokes equations are then used to find the pressure gradients from the two velocity components. Applying the two in-plane velocity components to the Navier–Stokes equations offers the advantage of including spatial pressure variations into the estimator, unlike the method suggested by Holen et al. [12]. A shortcoming of the method suggested by Ohtsuki and Tanake [14] is that the estimated pressure is solely based on the detected axial velocity. This makes the estimator inadequate for measuring the velocity component parallel to the ultrasound transducer and thus, insufficient for calculating pressure gradients in complex flow phenomena, such as vortices that are common in hemodynamics [15], [16].

Magnetic resonance imaging (MRI) is able to produce velocity measurements in all three spatial directions [15],
which enables derivation of pressure gradients without uncertainties related to the assumptions of out-of-plane motion [3]. Most examples in the literature on deducing pressure gradients using MRI are derived from the Navier–Stokes equations on either vector velocity data [3], [17], [18] or directly from accelerations data [19]. The high spatial resolution in MRI is a good basis for calculating the convective acceleration used in the estimator presented here. However, MRI techniques often require data from several cardiac cycles through ECG gating to image a full cycle, thus, preventing real-time imaging of pressure variations. This poses a significant downside to MRI when performing measurements on dynamic flow systems such as the cardiovascular system. Furthermore, MRI requires each velocity component to be measured separately, thus preventing a simultaneous data acquisition of vector velocity fields. This study presents pressure gradients estimated from ultrasound vector velocity data by exploiting the transverse oscillation (TO) method developed by Jensen and Munk [20]; Anderson [21] suggested a similar approach. Unlike the method proposed by Ohtsuki and Tanake [14], the TO method is able to estimate the two spatial velocity components within the ultrasound scan plane independently of each other. This allows for determination of flow patterns such as vortices or other complex features that are likely to occur when fluid passes through a constricted vessel. Estimating pressure gradients from vector velocities using the Navier–Stokes equations was initially suggested by Henze [22]. Henze used velocity fields derived from directional beamforming, but never published a validation of this technique. The purpose of this paper is to compare pressure gradients derived from TO data to pressure gradients obtained using a computational fluid dynamics model. The hypothesis to be tested is that pressure gradients can be measured noninvasively using ultrasound vector velocity data acquired from the TO approach. The presented results are all obtained from data recorded on a flow model, which mimics a constricted carotid artery. This ensures that the estimated velocity field and its derived pressure field will vary as a function of space, which is preferred when examining local pressure changes. The experimental work is conducted on a steady-flow system to verify the feasibility of the suggested method. The gradients are estimated using the Navier–Stokes equations, and the results are compared with a finite element simulation of the flow model. The geometry of the flow simulation model is reproduced using MRI data, thereby providing identical flow domains in measurement and simulation.

II. ESTIMATION OF PRESSURE GRADIENTS

The following section presents the method for calculating pressure gradients using ultrasound vector velocity data. The method is based on the Navier–Stokes equations for an isotropic incompressible Newtonian fluid as expressed here in vector form:

\[
\rho \left[ \frac{\partial \vec{v}}{\partial t} + \vec{v} \cdot \nabla \vec{v} \right] = -\nabla p + \rho \vec{g} + \mu \nabla^2 \vec{v}. \tag{1}
\]

The equation describes the development of fluid vector velocity \(\vec{v}(v_x, v_y, v_z)\) by relating the body forces acting on the isotropic fluid volume to its acceleration and density, where \(\rho\) is the density of the fluid and \(\mu\) its viscosity. The left-hand side sums the local \(\partial \vec{v}/\partial t\) and convective fluid acceleration \(\vec{v} \cdot \nabla \vec{v}\), where \(\nabla\) is the spatial differential operator \((\partial/\partial x, \partial/\partial y, \partial/\partial z)\); the right-hand side sums the surface and volume forces. The terms on the right-hand side include the pressure gradients \(-\nabla p\), as well as a gravitational force \(\vec{g}\) and a term describing the viscous drag caused by the viscosity of the fluid \(\mu \nabla^2 \vec{v}\), where \(\nabla^2\vec{v}\) is the Laplacian of the velocity. For most clinical applications, the effect of the viscous term in (1) can be omitted, as this has no significant influence on the net-force in comparison to the inertial forces. This is especially the case in larger vessels, for which the area of the boundary layer is small compared with the flow region beyond this layer, where flow is said to behave as an inviscid fluid [23], [24]. One way of determining the ratio of inertial forces to viscous forces is to study the Reynolds number, \(Re\). The Reynolds number emerges from rewriting the Navier–Stokes equations into dimensionless form [25], and is expressed as

\[
Re = \frac{\text{inertial forces}}{\text{viscous forces}} = \frac{\rho \langle L \rangle \langle v \rangle}{\mu}. \tag{2}
\]

Here, \(\langle L \rangle\) and \(\langle v \rangle\) are characteristic measures of the flow system, e.g., the diameter of the vessel and the average flow velocity, respectively. Flow conditions for which the Reynolds number is larger than unity are governed by inertial forces, whereas a smaller Reynolds number indicates that flow is dominated by viscous forces. The gravitational force contribution in (1) can usually be neglected, because a patient undergoing an ultrasound scan is placed in a supine position. Furthermore, the temporal acceleration \((\partial \vec{v}/\partial t)\) is neglected in this study; no changes in velocity will occur with respect to time because steady flow is considered. The pressure gradient is therefore directly linked to the spatial derivatives in the velocity field, \(\vec{v}\):

\[
\nabla p = -\rho \vec{g} \cdot \nabla \vec{v} + \mu \nabla^2 \vec{v}. \tag{3}
\]

Eq. (3) states that all three vector components of \(\vec{v}(v_x, v_y, v_z)\) must be known to estimate the pressure gradient \(\nabla p\). Using the TO approach, the scanner is able to measure the 2-D in-plane velocity vector \(\vec{v} = (v_x, v_y)\) [26], [27]. The proposed method is therefore developed assuming that the out-of-plane velocity \(v_z\) is zero. The method can be extended to use full 3-D data, which can be acquired from ultrasound data using the experimental method presented by Pihl and Jensen [28], [29]. Assuming that \(v_z\) is zero makes 2-D pressure gradients obtainable in the presented setup. The consequence of this assumption is investigated in Section VI. The reduced form of the Navier–Stokes equations is expressed here in rectangular coordinates:
\[
\begin{aligned}
\frac{\partial p}{\partial z} &= -\rho \left( v_x \frac{\partial v_x}{\partial x} + v_z \frac{\partial v_z}{\partial z} \right) + \frac{\partial^2 v_x}{\partial x^2} + \frac{\partial^2 v_z}{\partial z^2} + \mu \left( \frac{\partial^2 v_x}{\partial x^2} + \frac{\partial^2 v_z}{\partial z^2} \right), \quad (4)
\end{aligned}
\]

The spatial derivatives in (4) are calculated from vector velocity data using a polynomial smoothing filter. This method fits a low-degree polynomial to a subset of adjacent data points by the linear least-squared method. If data points are equally spaced, an analytical solution to the least-squared method can be reached by expressing it as a generic set of convolution coefficients. Applying the convolution coefficients onto the subset of data points produces an estimate of the smoothed signal together with its derivatives at the central point of the subset. Smoothing a data set using convolution coefficients was first introduced by Savitzky and Golay in 1964 [30]. The values of the convolution coefficients depend solely on the size of the examined subset and the order of the polynomial that is fitted to the subset.

A flow profile of a fluid moving at steady state through a constricted vessel usually displays a somewhat parabolic shape, thus, a second-order polynomial is sufficient in fitting the subset of measured data points. Each subset consists of five data points, which, given the largest sampling interval, corresponds to a physical length of less than 1 mm in the presented setup. This subset size ensures a proper estimate of the second-order derivatives, while minimizing the pollution from vessel boundaries to be smeared into the region of interest. The following equations are obtained from fitting a second-order polynomial to a subset of five data points using the analytical solution to the least-squared method [31]:

\[
y_n = \frac{1}{35} \left( -3x_{n-2} + 12x_{n-1} + 17x_n + 12x_{n+1} - 3x_{n+2} \right),
\]

(5)

\[
y_\dot{n} = \frac{1}{35} \left( -7x_{n-2} - 3.5x_{n-1} + 3.5x_{n+1} + 7x_{n+2} \right),
\]

(6)

\[
y_{\ddot{n}} = \frac{1}{35} \left( 10x_{n-2} - 5x_{n-1} - 10x_n - 5x_{n+1} + 10x_{n+2} \right).
\]

(7)

The first equation calculates the smoothed value \( y_n \) that replaces the measured data point, \( x_n \), where \( n \) is the central data point of the subset. The weighted coefficients in front of the data samples are the Savitzky–Golay convolution coefficients. Eqs. (6) and (7) calculate the first- and second-order derivatives of \( x_n \), respectively. These filter functions are used for smoothing and calculating the different spatial derivatives of (4). Here, the smoothed axial velocity component and the derivatives that change with respect to this direction are calculated discretely for each position in the scan plane:

\[
\frac{d^w \vec{v}(i,j)}{ds^k} \approx \frac{1}{\Delta s^k} \sum_{p=i-h_w}^{i+h_w} \vec{v}_x(p,j) B_k(p - (i - h_w) + 1), \quad (8)
\]

where \( k \) goes from 0 to 2, and \( s \) indicates either the axial direction, \( z \), or the lateral direction, \( x \). The smoothed values are expressed as \( \vec{v}_x; \) the measured data are \( \vec{v}_x \). The position within each field is given by \((i,j)\). The \( \Delta s \) is the sampling interval of the velocity field in either the axial or lateral direction. The index number \( p \) is found from half the window size of the selected subset, which is calculated by \( h_w = (N_{set} + 1)/2 - 1 \), where \( N_{set} \) is the number of samples in the subset. The Savitzky-Golay convolution coefficients are expressed in \( B_k \) as

\[
\begin{bmatrix}
B_0 \\
B_1 \\
B_2
\end{bmatrix} =
\begin{bmatrix}
-3 \\
12 \\
17
\end{bmatrix}, \quad \begin{bmatrix}
-7 \\
0 \\
3.5
\end{bmatrix}, \quad \begin{bmatrix}
10 \\
-5 \\
-5
\end{bmatrix}. \quad (9)
\]

In the case of calculating the smoothed lateral velocity component and its derivatives that change in this direction, the equation used is

\[
\frac{d^w \vec{v}_z(i,j)}{ds^k} \approx \frac{1}{\Delta s^k} \sum_{p=j-h_w}^{j+h_w} \vec{v}_z(p,i) B_k(p - (j - h_w) + 1), \quad (10)
\]

where \( \vec{v}_z^T \) is the transpose of \( \vec{v}_z \).

**III. Experimental Model**

The following section describes the acquisition of ultrasound data used in estimating the pressure gradients. A BK Medical 2202 Pro Focus Ultrasound scanner (BK Medical, Herlev, Denmark) equipped with a UA2227 research interface [32] is used for obtaining ultrasound radio-frequency data. A C70-SSEA flow phantom (Shelby Medical Imaging Technologies, Toronto, Canada) is scanned using a BK8670 linear array transducer at 18 frames per second. The flow phantom models the bifurcation at the carotid artery as having a constriction at the beginning of the internal branch reducing the cross-sectional area of the lumen by 70%. The common part of the artery measures 8 mm in diameter, whereas the external and post-constriction internal branches measure 4.65 and 5.55 mm, respectively. The flow phantom is embedded in agar to mimic the characteristics of human tissue, and it is encased in a rigid, airtight acrylic box with an acoustic window, making it compatible with ultrasound imaging as well as MRI. A constant flow profile is generated using a CompuFlow 1000 Flow system (Shelley Medical Imaging Technologies). The flow rate is set to 1.0 mL/s, and the ultrasonic pulse repetition frequency of 1.3 kHz is used, ensuring a good representation of both the peak velocity and the smaller velocities that exist near the boundaries of the vessel. Having a dynamic range that captures both the smallest and largest velocities gives the best basis for comparing the estimated measurements to the results from the simulation model. A blood-mimicking fluid (BMF-US,
Shelley Medical Imaging Technologies) with a density of 1037 kg/m³ and a viscosity of 4.1 mPa·s is used. The experimental acquisition settings are listed in Table I.

IV. Simulation Model

The reliability of the pressure gradients produced under steady flow conditions is evaluated through comparison to a finite-element model. The geometry of this model is constructed from MRI data of the flow phantom obtained using a 3-T scanner (Magnetom Trio, Siemens AG, Munich, Germany) at the Department of Diagnostic Radiology at Rigshospitalet, Denmark. The MRI data are loaded into a commercial segmentation software, ScanIP v5.1 (Simpleware Ltd., Exeter, UK), which is used to construct the 3-D geometry of the phantom’s fluid domain. The geometry is exported as a 3-D point cloud to SolidWorks 2013 (Education edition, Dassault Systèmes Corp., Waltham, MA), where the outlet boundaries of the model are extruded. Extruding the model minimizes the influence of the selected boundary conditions in the region of the constriction, thus, producing a more realistic image of the flow through this region. The extruded model is transferred to Comsol Multiphysics (v4.4, Comsol AB, Stockholm, Sweden), which uses finite-element algorithms to simulate flow. The algorithms are based on the conservation laws for fluid transport, such as mass and linear momentum balances.

The imported model has been smoothed by a Gaussian filter to avoid any inexpedient sharp edges that otherwise could lead to computational divergence. Such sharp edges occur if the spatial resolution in the scan images is smaller than the resolution required by Comsol. The dimension of the filter varies over its different directions because the spatial resolution of the acquired MRI data is anisotropic. This is a consequence of the scan sequence used during the acquisition of data. A summary of the settings used for creating the geometry of the simulation model is listed in Table II.

V. Data Processing

The following section describes how maps of pressure gradients are estimated. The processing of the ultrasound data is performed off-line using Matlab (The MathWorks Inc., Natick, MA), whereas the finite-element analysis is performed in Comsol. Vector velocity maps of the flow through the constricted region of the phantom are estimated from ultrasound data by employing the TO method as described by Jensen and Munk [20] and the TO velocity estimator [33]. Maps of pressure gradients are then calculated from the derived velocity fields using (3). The spatial derivatives in (3) are found using a second-order Savitzky–Golay filter with a window size of five data points. Before employing the filter, the velocity estimates were interpolated to improve visual quality, thus increasing the number of data points by a factor of three in each dimension of the scan plane. The mean of the acquired velocity frames is calculated before deriving the pressure gradients to reduce the noise from the TO approach. Calculating the mean of numerous velocity frames is, of course, not applicable in clinical conditions because of the time-varying nature of a cardiac cycle. The effect of using several velocity frames for calculating a single frame of pressure gradients is therefore investigated in Section VI.

The simulated flow parameters mimic the actual flow conditions in the experimental setup. These conditions are

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>Notation</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>BK scanner</td>
<td>BK8670</td>
<td>—</td>
<td>Linear array</td>
</tr>
<tr>
<td>Transducer</td>
<td>Carotid TVI</td>
<td>—</td>
<td>Transverse vector imaging</td>
</tr>
<tr>
<td>B-mode transmit frequency</td>
<td>f_{Xmit,B}</td>
<td>10</td>
<td>MHz</td>
</tr>
<tr>
<td>Flow-mode transmit frequency</td>
<td>f_{Xmit,F}</td>
<td>5</td>
<td>MHz</td>
</tr>
<tr>
<td>Pulse repetition frequency</td>
<td>f_{prf}</td>
<td>1.3</td>
<td>kHz</td>
</tr>
<tr>
<td>Frame rate</td>
<td>FPS</td>
<td>18</td>
<td>Hz</td>
</tr>
<tr>
<td>Number of acquired frames</td>
<td>N_{frames}</td>
<td>51</td>
<td>—</td>
</tr>
<tr>
<td>Lateral velocity sampling interval</td>
<td>Δx</td>
<td>5.8 · 10^{-1}</td>
<td>mm</td>
</tr>
<tr>
<td>Axial velocity sampling interval</td>
<td>Δz</td>
<td>6.5 · 10^{-2}</td>
<td>mm</td>
</tr>
<tr>
<td>Flow setup</td>
<td>Constriction</td>
<td>—</td>
<td>70%</td>
</tr>
<tr>
<td>Depth to constriction</td>
<td>—</td>
<td>2.3</td>
<td>cm</td>
</tr>
<tr>
<td>Fluid density</td>
<td>ρ</td>
<td>1,037</td>
<td>kg/m³</td>
</tr>
<tr>
<td>Fluid viscosity</td>
<td>μ</td>
<td>4.1 · 10^{-3}</td>
<td>Pa·s</td>
</tr>
<tr>
<td>Volumetric flow rate</td>
<td>—</td>
<td>1.0</td>
<td>mL/s</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>Value</th>
<th>Unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnetom Trio Siemens scanner</td>
<td>Strength</td>
<td>3.0</td>
</tr>
<tr>
<td>Scan sequence</td>
<td>Time-of-flight 3-D</td>
<td></td>
</tr>
<tr>
<td>Voxel size</td>
<td>0.7 × 0.7 × 1.0</td>
<td>mm</td>
</tr>
<tr>
<td>ScanIP</td>
<td>Up-sampling</td>
<td>(x, y, z) = (0.9, 0.15, 0.15)</td>
</tr>
<tr>
<td>Filter size</td>
<td>(x, y, z) = (3.0, 0.5, 0.5)</td>
<td>mm</td>
</tr>
<tr>
<td>SolidWorks</td>
<td>Extruding outlet boundaries</td>
<td>75</td>
</tr>
</tbody>
</table>
listed in Table III. Stationary laminar flow of an incompressible fluid is selected. The initial velocity and pressure are zero with a forced laminar flow condition at the inlet of the model. The flow rate is 1 mL/s, which is equivalent to the flow rate in the experimental setup.

The result of the proposed estimator is studied by considering its average standard deviation \( \hat{\sigma} \) and bias \( \hat{\beta} \) in reference to the simulated data. The two are calculated as

\[
\hat{\sigma} = \frac{1}{|P_{g}|_{\text{max}}} \sqrt{\frac{1}{N} \sum_{m=1}^{N} \sigma^2(m)} \quad \text{and} \quad \hat{\beta} = \frac{1}{|P_{g}|_{\text{max}}} \sum_{m=1}^{N} v_{\text{est}}(m) - v_{\text{sim}}(m),
\]

where \( N \) is the number of data points along the spatial path that is investigated and \( v_{\text{est}} \) is the estimated pressure gradients at each point. The mean variance of the estimated gradients \( \sigma^2 \) is calculated along the investigated path to derive the mean standard deviation \( \hat{\sigma} \). The simulated data along the inspected path is denoted \( v_{\text{sim}} \). Both standard deviation and bias are normalized by the peak estimated pressure gradient, \( |P_{g}|_{\text{max}} = \max(|v_{\text{est}}|) \).

The estimated pressure gradients are calculated in the 2-D scan plane of the ultrasound beam, but they are compared with simulation results obtained from a 3-D model. This is managed by solving the simulation model as a 3-D problem and then extracting the pressure gradients found in the same 2-D plane as scanned by the transducer.

VI. Results

The following section presents the results of the proposed estimator. All results are based on vector velocity data acquired at 18 frames per second. Data are captured from the carotid phantom at the site of the constriction.

A. Vector Velocity Fields

The proposed estimator for calculating pressure gradients relies solely on spatial variations of the measured velocity fields. An example of such a velocity field is displayed in Fig. 1. The plots show the velocity of the blood-mimicking fluid that flows through the constricted phantom from right to left. Fig. 1(a) displays the mean of all the estimated velocity frames derived from the ultrasound data, whereas Fig. 1(b) shows the 2-D simulated velocity field at the same position. It is seen that the flow accelerates toward the center of the constriction, reaching a peak velocity of roughly 0.14 m/s, then it decelerates as the cross-sectional area expands again. A visual comparison between the estimated and simulated velocity fields demonstrates their similarity. The agreement between the two velocity fields provides a proper base for comparing the later-derived pressure fields with the simulated ones.

Fig. 1(c) shows the magnitude of the out-of-plane velocity component, \( \nu_{z} \), extracted from the 3-D simulation model. It reveals that the out-of-plane component accounts for less than 2.5% of the true velocity, \( |\nu| = \sqrt{\nu_{x}^2 + \nu_{y}^2 + \nu_{z}^2} \).

B. Pressure Gradient Fields

Maps of pressure gradients are estimated using the velocity data presented in Fig. 1, and the result is shown in Fig. 2. Fig. 2(a) displays pressure gradients calculated by employing the proposed estimator from (4). The arrows and their background colors indicate the direction and magnitude of the gradients, respectively. The plot presents arrows that tend to point away from the center of the constriction, indicating that a low pressure is present here.
as a gradient always points in the direction of increasing values. Fig. 2(b) shows estimated pressure gradients, but compared with Fig. 2(a), the viscous forces are neglected, i.e., $\mu = 0$. Fig. 2(c) is the simulated in-plane pressure gradients from the simulation model.

The first two plots in Fig. 2 reveal the actual effect of including the viscosity term, when estimating gradients in the presented setup. It appears that no major changes are introduced, when including the viscosity term. This observation is also supported by studying the Reynolds number, which at the center of the constriction is calculated to be 68. This indicates flow primarily governed by inertial forces. Both the Reynolds number and the visual similarity when including the viscous term in Fig. 2 suggest that it is reasonable to neglect the viscous forces throughout the rest of this paper. Excluding the viscosity term results in a reduced level of noise, because the noise from the second-order numerical differential is avoided [34]. Such noise arises from the differential operator because it subtracts successive data points, thus removing the low-frequency content of the measured data, where most of the desired signal’s energy is present. The simulated pressure gradients in Fig. 2(c) are calculated using the Navier–Stokes equations with the viscosity, $\mu$, set to zero. The red dotted lines in Figs. 2(b) and 2(c) indicate the positions used for the quantitative plots shown in the next section.

C. Quantitative Results of the Proposed Estimator

A quantitative study of the estimator is made during steady flow conditions by investigating its standard deviation and bias. Because the proposed estimator is based on estimated velocity fields, its standard deviation is influenced by the precision of the velocity estimator. The standard deviation of the suggested estimator is therefore tested using the average of one to ten velocity frames, thereby increasing the precision of velocity estimate. The performance study is made along the red dotted lines in Figs. 2(b) and 2(c). The results for the axial and lateral components of the estimated pressure gradients are shown in Fig. 3.

The graphs are normalized in reference to the peak estimated gradient. The standard deviation decreases when increasing the number of velocity frames in estimating the pressure gradients. However, the improved standard deviation is at the expense of temporal resolution, for which maps of pressure gradients can be presented. Using three vector velocity frames for calculating one frame of pressure gradient makes the true frame rate drop to 6 Hz.

Figs. 4 and 5 show the results of the estimator taken along the four dotted lines in Fig. 2. The presented results are calculated at a frame rate of 6 Hz. Figs. 4 and 5 show the mean magnitude of the axial and lateral pressure gradients along the longitudinal and cross-sectional direction of the constriction. The magnitudes are plotted together with plus/minus one average standard deviation, $\hat{\sigma}$. The blue line shows the simulated pressure gradients along the same path.

The estimator produces pressure gradients of magnitudes varying from $-8$ kPa/m to 9 kPa/m along the selected paths. The average normalized bias, $\beta$, along this path is $-7\%$ to $3\%$ and $-8\%$ to $4\%$ for the axial and lateral vector components, respectively. The biases are normalized by the size of the peak estimated gradient in each respective direction. The average standard deviations, when using three velocity frames for each estimate, were $32\%$ and $57\%$ for the axial and lateral components in the longitudinal direction of the constriction. The study conducted along the cross-sectional line showed standard deviations between $5\%$ and $30\%$ for the two vector components.

VII. Discussion

The proposed method shows pressure gradients during steady flow conditions with a maximum bias of $-7\%$ and $-8\%$ in the axial and lateral direction, respectively. The standard deviation of the estimator varied according to the amount of averaging employed, e.g., using three velocity frames per pressure gradient frame resulted in a standard deviation of $5\%$ to $23\%$ in the axial direction and from $30\%$ to $57\%$ in the lateral direction. One way to increase this frame rate, while maintaining the presented precision, is to shrink the width of the colorbox used during the acquisition of velocity data, because fewer pulses are required for covering a narrower region. Other possibilities are to use fast plane wave vector flow imaging as presented by Udesen et al. [35] or to use directional synthetic aperture flow imaging [36]. Both techniques are capable of estimating vector flow velocities at a good spatial resolution with frame rates equivalent to the pulse repetition frequency, e.g., 0.5 to 15 kHz. The standard deviation of the suggested method is affected by the precision of the velocity data that is fed to the estimator. Directional synthetic aperture flow imaging is capable of producing velocity estimates with a standard deviation of $1\%$ [36], thus, providing the ideal base for calculating the pressure gradients. The reason for using the transverse oscillation approach as the velocity estimator in the presented setup is that this method is already implemented on clinical scanners.

Deriving pressure gradients using ultrasound data has its advantages, because the velocity fields used by the pressure estimator can be obtained over a single cardiac cycle, thus enabling the possibility of producing maps of real-time pressure gradients. The computational load involved in calculating the pressure gradients can be addressed in terms of floating point operations needed. The velocity estimates entering the Navier–Stokes equation, takes approximately 350 point operations per estimate, and thereafter the pressure gradient calculation uses 30. An image sequence of 208 × 27 estimates shown at a frame rate of 18 Hz, therefore, requires roughly 38 MFlops per second. This is within the capabilities of standard CPUs, which currently perform more than 1 GFlops per second. Thus, a real-time implementation of the estimator is feasible.
Fig. 2 shows pressure gradients that tend to point away from the area of high velocities. This observation is in accordance with expectations because there is a physical relationship between a fluid’s pressure and its velocities. A way of clarifying this relationship is to consider the energy of a constricted flow system in which no energy is exchanged between the fluid and the vessel walls, meaning that the energy level is constant throughout the system (no heat transfer). The total energy of the system is then composed of the sum of potential energy and kinetic en-

![Fig. 1. Vector velocity fields: (a) the mean estimated velocity field from the ultrasound data, and (b) the simulated velocity field. (c) The size of the out-of-plane simulated velocity component in reference to the absolute simulated velocity. Note that the largest out-of-plane velocity is less than 3% of the total velocity.](image1)

![Fig. 2. Pressure gradient fields: (a) the estimated field of pressure gradient, (b) estimated pressure gradient without the contribution from the viscous forces, and (c) the simulated pressure gradients.](image2)
energy. If the gravitational force can be neglected, the only force giving rise to the potential energy is pressure. As the fluid flows into the constriction, it starts to accelerate to keep up a constant flow rate and the kinetic energy increases. Because no energy is put into the flow system from its surroundings, the increase in kinetic energy must come from the potential energy, thereby decreasing the pressure in areas of high velocities. As the fluid flows past the constriction, it decelerates, turning kinetic energy back into potential energy. This explains why pressure gradients tend to point away from sites of higher velocities because pressure is lowest there. The assumption of a constant energy level is of course not entirely true in the experimental setup; energy dissipation will occur because the fluid is not inviscid. However, the amount of energy dissipation is very limited in comparison to the total change in energy that exists along the constriction.

No previous study on the subject has managed to estimate 2-D pressure gradients from vector velocity data obtained using the TO approach. Unlike the method suggested by Holen et al. [12], this method is able to take the convective acceleration into consideration. Every term in the estimator is calculated relative to neighboring velocity estimates, yielding gradients that are independent of systemic flow factors, such as abnormalities in the cardiac output. Furthermore, the method can be extended to use full 3-D data, although this would not have contributed too much in the presented setup, because the out-of-plane motion is low in this example, [see Fig. 1(c)].

A shortcoming of the available data is the missing information of the out-of-plane velocity component \( v_y \). This makes the estimator vulnerable in complex flow environments that have vector velocity components in all three spatial directions. However, Pihl and Jensen [28], [29] have recently presented a technique for measuring the out-of-plane velocity using a 2-D array transducer connected to an ultrasound research system. Exploiting this technique would yield 3-D vector velocity fields that could be included in the suggested pressure gradient estimator, removing the assumption that \( v_y \) is zero. The method presented in this paper relies on vector velocity data that are acquired from the TO approach using a linear array transducer; thus, the field of view is limited to a maximum depth of approximately 4 to 5 cm. However, because the proposed method solely relies on vector velocities, it can be imple-

![Mean relative standard deviation of the estimator](image1.png)

**Fig. 3.** Standard deviation of the estimator given in reference to the peak estimated pressure gradient. The graphs were made during steady flow conditions. Each graph shows the results from both the axial and lateral component of the pressure gradient. The time interval between consecutive frames is 1/18 s.
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![Estimated and simulated pressure gradients along "A". Bias = -7%](image3.png)

**Fig. 4.** Estimated and simulated pressure gradients along the longitudinal direction of the carotid phantom at the site of the constrictions. The two graphs show the axial and lateral component of the pressure gradient, respectively.

![Estimated and simulated pressure gradients along "A". Bias = -8%](image4.png)
mented on any type of transducer that is able to detect such vectors. In 2012, it was demonstrated that vector velocities can be measured by the TO method down to a depth of 15 cm with a phased-array transducer [37], [38]. Furthermore, Jensen [39] showed that the TO method is suitable for use in conjunction with a convex-array transducer.

Future studies include investigation of the presented estimator’s ability to detect pressure gradients in a pulsatile flow environment.

VIII. Conclusion

A noninvasive method for deriving pressure gradients using vector velocity ultrasound data was presented. The pressure gradients were derived using the Navier–Stokes equations for incompressible fluids. The vector velocities inserted into the equations were estimated using the TO method, yielding the two in-plane velocity components. The pressure gradients were estimated during steady flow conditions and evaluated by comparison to a simulation model with the same 3-D geometry as the flow phantom used in the experimental setup. The 3-D geometry was obtained from MRI data. The employed method estimated pressure gradients within the flow phantom of magnitudes varying from −8 kPa/m to 9 kPa/m. Proof of concept studies conducted along the longitudinal and cross-sectional direction of a constricted part of the phantom showed a maximum normalized bias of −7% for the axial component and −8% for the lateral component with a standard deviation given in reference to the peak gradient of 4% to 59% (axial direction) and 15% to 110% (lateral direction), depending on the number of velocity frames used by the estimator.

Fig. 5. Estimated and simulated pressure gradients along the transverse direction of the carotid phantom at the site of the constrictions. The two graphs show the axial and lateral component of the pressure gradient, respectively.
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Abstract—A non-invasive method for estimating intravascular pressure changes using ultrasound is presented. The suggested method estimates pressure gradients from 2-D vector velocity fields. Changes in pressure are derived using a model based on the Navier-Stokes equation. Experimental scans are performed on two fabricated flow phantoms having constrictions of 36 % and 70 %, before scanning the carotid bifurcation of two healthy volunteers. All scans are carried out using a linear array transducer connected to the experimental scanner, SARUS. 2-D fields of angle-independent vector velocities are acquired to a depth of 4 cm using directional synthetic aperture vector flow imaging. The performance of the suggested estimator is evaluated by comparing the results from the two flow phantoms to 3-D numerical simulation models with equivalent geometries. The study showed pressure drops across the constricted phantoms varying from −875 Pa to 0 Pa with a mean standard deviation across the profile of 9 %. The proposed method had a mean bias of 8 % in reference to the simulation models. In-vivo data acquisitions on two human volunteers revealed the feasibility of measuring pressure changes through the proposed vector flow technique. Pressure drops ranging from −60 Pa to 0 Pa were measured over the carotid bulb for the two healthy volunteers.

I. INTRODUCTION

Abnormal changes in intravascular blood pressure are usually an indication of a diseased vessel. Measuring pressure variations is therefore used clinically as a diagnostic marker in assessing the physiological state of a cardiovascular region [1]. Intravascular pressure is currently assessed by inserting pressure sensing wires or catheters in the femoral artery and threading them to the region of interest. These procedures, however, suffer some severe limitation as they are highly invasive and require the use of ionizing radiation for guidance of the pressure sensory devices. A recent report from De Vecchi et al. [2] demonstrated that the accuracy of catheters is greatly dependent on the physical size and shape of the catheter. A 24 % overestimation of the peak systolic pressure was found from using a routinely employed catheter compared to the gold standard using a wire [2], [3].

The motivation to assess intravascular pressure variations of less-invasive approaches first received attention in the 1970s. Fairbank and Scully [4] proposed in 1977 a method for estimating local pressure changes using microbubbles. The suggested method relied on injecting gas-filled bubbles into the circulatory system and measure the frequency shift that occurred in the scattered spectrum as ultrasonic waves were applied. The idea of using microbubbles for obtaining estimates of pressure led the way for a range of methods devised from this technique [5]–[10]. Despite the less invasive procedures, they still require the injection of microbubbles. Furthermore, microbubble techniques only provide a short time window of approximately 10–20 s [11] for imaging, as the bubbles are taken up by the liver or rupture in the acoustic pressure field produced by the ultrasound transducer.

In 1976, Holen et al. [12] introduced the first fully non-invasive alternative for estimating intravascular pressure based on Doppler ultrasound. Analysing audio signals of the frequency shifts received from the mitral jet revealed the peak systolic velocity. From this, the local pressure gradients were calculated using an orifice equation. The utility of the method was demonstrated on 25 patients with mitral stenosis and 10 without. The method was attractive due to its avoidance of catheterization, but was faced with difficulties associated with ultrasound scanner technology of that time, e.g. poor signal-to-noise ratios, and inferior temporal and spatial resolutions. However, the dominant drawback of the method was its reliance on a single velocity estimate, which made the method highly sensitive to hemodynamic factors unrelated to the constricted vessel’s effect on the peak velocity, e.g. abnormal cardiac output. The method presented by Holen et al. was further studied in 1989 by Evans et al. [13], and later tested against clinical pressure catheters by Strauss- and Baumgartner et al. [14]–[16]. The latter studies agreed that non-invasive pressure estimation through a simplified version of the Bernoulli equation was achievable, however, the obtained pressure estimates were greatly dependent on the size of the examined vessel and the examiners ability to correct for the Doppler angle. Further advancement in non-invasive techniques for improving pressure estimates have been proposed over the past decades [17]–[25], but none of these have as yet successfully managed to supercede pressure catheters in the clinic.

Deriving intravascular pressure changes from blood flow has also been explored in the field of magnetic resonance imaging
(MRI). Here, the ability to detect all three spatial velocity components [26] offers the advantage of deriving fields of pressure gradients without uncertainties related to the neglect of the out-of-plane movement [27]. Most MRI studies on deriving pressure from flow data are based on the Navier-Stokes equations using either vector velocity data [27]–[31] or directly from acceleration data [32]. The spatial resolution in MRI provides a solid basis for calculating the convective acceleration used in the Navier-Stokes equations. However, flow estimation techniques in MRI rely on data acquisitions from several cardiac cycles through electrocardiogram gating to image a full cycle. This prevents real-time imaging of pressure variations and is further at the expense of temporal resolution, thus, impairing estimation of the local acceleration, which also goes into the Navier-Stokes equations. The lack of a proper temporal resolution poses a significant downside to MRI, when measuring on dynamic flow systems such as in the larger arteries. Furthermore, MRI requires each velocity component to be measured separately. This precludes simultaneous data acquisition of the vector velocity fields used for deriving the intravascular pressure.

In optics, velocity fields are also used in deriving pressure. Particle image velocimetry (PIV) illuminates tracer particles seeded into a fluid of interest, thereby visualizing the movement and trajectory of the flow that carries the particles around [33]. Modern PIV systems are capable of detecting 3-D fluid movement, which has paved the way for a wide range of non-intrusive techniques for determining pressure flow fields [34]–[36]. However, less-clinical relevant, this field of optics has published some of the most advanced studies on deriving pressure from vector velocity fields, and many of their findings and conclusions can be used when deriving pressure in-vivo using for example medical ultrasound or MRI techniques.

The paper develops a method for estimating pressure changes from vector velocity ultrasound data, and compares the results to 3-D finite-element (FE) simulation models. The study concludes by testing the method in-vivo on two healthy volunteers. For the validation process, two flow phantoms with concentric constrictions of 36% and 70% are fabricated, and scanned during steady and pulsatile flow condition. The constricted models ensure the built-up of a velocity field that varies as a function of both time and space, which is preferred when evaluating pressure gradient techniques. The presented paper is an extension of previous papers published by the authors [37], [38], and further includes a new estimator based on an ultrafast flow imaging technique, along with a display of the first in-vivo examples.

II. PRESSURE GRADIENT CALCULATIONS USING VECTOR VELOCITIES

The following section describes the employed method for calculating intravascular pressure gradients. It is based on the Navier-Stokes equations:

\[
\rho \left( \frac{\partial \vec{v}}{\partial t} + \vec{v} \cdot \nabla \vec{v} \right) = -\nabla p + \rho \ddot{g} + \mu \nabla^2 \vec{v},
\]

(1)

assuming the conservation of mass and linear momentum. Eq. (1) describes the development of a fluid’s velocity field \( \vec{v}(\vec{r}, t) = (v_x(t), v_y(t), v_z(t)) \) by relating the forces acting on an incompressible volume to its acceleration and density throughout time, \( t \), and space, \( \vec{r} \). The left-hand side sums the local \( \frac{\partial \vec{v}}{\partial t} \) and convective fluid acceleration \( \vec{v} \cdot \nabla \vec{v} \), where \( \rho \) is the density of the fluid and \( \nabla \) is the spatial differential operator \( \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z} \right) \). The right-hand side shows the surface and volume forces that are responsible for the acceleration of the fluid. The forces constitute a pressure drop \(-\nabla p\), a gravitational force \( \ddot{g} \), and a viscous drag caused by the viscosity of the fluid \( \mu \nabla^2 \vec{v} \), where \( \nabla^2 \vec{v} \) is the Laplacian of the velocity field. The gravitational term is usually neglected, as a patient undergoing an ultrasound scan is placed in a supine position, hence, the buoyancy force cancels out the gravitational force. Further, Pranttl and Wood [39], [40] suggested that the effect of the viscous term is neglectable when studying blood flow in larger arteries, as it only has a small influence on the overall movement of flow.

A full view of the relative intravascular pressure distribution can be mapped through solving a least-square approximation of the derived pressure gradient field, \(-\nabla p\), using the Pressure-Poisson equation [35], [41]. However, this has shown to be greatly dependent on an accurate segmentation of the vessels and its boundaries to set the necessary boundary conditions needed for solving the pressure equation [42], [43]. Instead, a different approach of deriving pressure is considered. The high precision and temporal frame-rate offered by synthetic aperture flow imaging [44], [45] allows for tracking of particles or blood scatterers, which intuitively can be visualized by either a streamline or a pathline representation. Rewriting (1) into a scalar equation following a streamline, and where the influences of gravity and viscosity are omitted, yields the following:

\[
\frac{\partial p}{\partial s} = -\rho \left[ \frac{\partial v_x}{\partial t} + v_y \frac{\partial v_x}{\partial s} \right].
\]

(2)

Here, \( v_x \) is the scalar product of \( \vec{v}(\vec{r}, t) \) and the vector that lies tangent to the streamline \( ds = (\bar{s}_x, \bar{s}_y, \bar{s}_z) \), where \( ds \) is an element of distance along the streamline, which runs in the direction, \( \bar{s} \). Integrating the individual pressure gradients from (2) along the flow direction of the streamline gives the total pressure drop across the line,

\[
\Delta P(t) = \int_0^L \frac{\partial p}{\partial s} ds.
\]

(3)

Eqs. (1)–(3) state that the three spatial vector components of \( \vec{v} \) must be known to estimate the pressure gradient \( \nabla p \). This study employs a velocity estimator, which yields the two-dimensional (2-D) in-plane vector velocity field \( \vec{v} = (v_x, v_y) \). The proposed method is, thus, developed assuming that the out-of-plane velocity \( v_z \) is zero.

As the method relies on finding temporal and spatial changes in discrete velocity estimates, it becomes highly sensitive to noisy data. Erroneous velocity estimates from electronic noise in the sampling process is a potential error source when calculating derivatives, since the difference quotient basically works as a high-pass filter, thereby, enhancing noise present in the original estimates. To avoid drowning the acceleration estimates in noise, two approaches are proposed to minimize
A. Calculating the Temporal Acceleration

The temporal derivative in (2) is approximated analytically by decomposing the measured flow profile into a series of sinusoids through a Fourier transform. The profile and its derivative can then be reconstructed by summing sine- or cosine-functions oscillating at frequencies most representative for the measured signal [13], [46]. Reconstructing the flow profile from a sum of sinusoids is possible since the flow is somewhat periodic over the cardiac cycle. Further, performing a 90° phase shift of the selected frequencies before summing, gives an approximated expression for the flow profile’s acceleration curve as the derivative of a cosine is a sine function. The acceleration curve can, therefore, be expressed as:

$$\frac{dv(t)}{dt} \approx -\sum_{p=1}^{N} |V_p| \cdot 2\pi f_p \cdot \sin(2\pi f_p t + \varphi_p),$$

(4)

where $N$ is the number of sinusoids used in reconstructing the flow profile. $V_p$ and $\varphi_p$ are the amplitude and the phase of the frequency component $f_p$. The index number, $n$, denotes the position along the examined streamline in the vector velocity field. The selected frequencies, $f_p$, are chosen based on their level of energy in the frequency domain. For this study, the $N$ frequency bins that contain the majority of the spectral energy are selected for reconstructing the measured flow profile, and its derivative. As an example, blood flow in larger vessels is mainly governed by the pulsating motion of the heart, hence, the frequencies of highest energy levels are generally associated to the fundamental period of the heart’s cycle, and its harmonics. These would then be the bins chosen for the reconstruction.

The noise removal technique is exemplified in Figs. 1–2. Fig. 1 presents a fictive velocity profile from a common carotid artery sampled at 2,500 Hz with -20 dB of added Gaussian noise. Moving the contaminated signal into the Fourier domain, and selecting the eight frequencies of highest energy levels to reconstruct the measured flow profile, yields the top graph in Fig. 2. The figure shows that a waveform, having a signal-to-noise ratio of -20 dB, can be 99% recovered using only eight frequency bins. Performing a 90° phase shift of the eight bins, before summing them, gives the acceleration curve of the contaminated signal. The result of this is shown in the bottom of Fig. 2. The normalized root mean square error (NRMSE) between the recovered acceleration profile and the reference profile is calculated by,

$$\text{NRMSE} = \frac{1}{x_{o,\text{max}} - x_{o,\text{min}}} \sqrt{\frac{1}{N} \sum_{m=1}^{N} (x_o(m) - x_n(m))^2},$$

(5)

where $x_o$ is original signal, and $x_n$ the noise contaminated signal. The acceleration profile is 95% recovered from summing eight sinusoids with phases that are shifted 90°. The number of sinusoids needed to make a realistic reconstruction of the original flow waveform depends on the frequency content of the profile and the amount of noise present in the signal. Fig. 3 shows the ideal number of sinusoids needed to reconstruct the profile from Fig. 1 as a function of an increasing noise floor.

B. Calculating the Spatial Acceleration

The spatial derivative in (2) is, unlike the previous case, not necessarily periodic across the examined region. Thus, it is not convenient to approximate the spatial acceleration by a sum of sinusoids. Instead, the derivative is found using polynomial filtering of the measured velocities along the investigated streamline. A second-order polynomial is fitted to a subset of adjacent data points by the linear least-squared method as suggested by Savitzky and Golay in 1964 [47]. Convolution coefficients from the model are then used for finding the first-order derivative [37]. The values of the convolution coefficients depend solely on the size of the examined subset and the order of the polynomial that is fitted to the subset. For instance, a window of five data points yields the following equation for calculating the derivative:

$$y_n = \frac{1}{35} (-7x_{n-2} + 3.5x_{n-1} + 3.5x_{n+1} + 7x_{n+2}).$$

(6)

Eq. (6) finds the derivative in $x_n$, where $n$ is the central data point of the subset. Each window of five data points
is weighted by the Savitzky-Golay convolution coefficients, \( B \), which for the chosen window size and polynomial order are: \( B = \{ 7, -3.5, 0, 3.5, 7 \} \). The spatial acceleration is calculated by pair-wise multiplication of the elements in the velocity window and the convolution coefficients before summing and scaling the five multiplication terms,

\[
\frac{d v_y(n, t)}{d x} \approx \frac{1}{\Delta s} \sum_{p=n-h_u}^{n+h_v} v_j(p, t) B(p - (n - h_u) + 1).
\]  

(7)

Here, \( \Delta s \) is the sampling interval along the direction of the streamline. The index number \( p \) is found from half the window size of the selected subset, calculated as: \( h_u = \frac{N_{sa} + 1}{2} - 1 \), where \( N_{sa} \) is the number of samples in the subset. Fitting a second-order polynomial to overlapping subsets of the data, eventually, produces a high order curve that follows the course of the estimated velocity data. This is valid within the assumption that a parabolic function is representable for the trend of the subset’s data points, thus, a window size of only five points, equivalent to 1 mm, is selected. Having higher order fluctuations in the flow profile over a region of 1 mm is considered unphysical.

III. EXPERIMENTAL SET-UP AND EQUIPMENT

The performance of the method is validated on straight-tube phantoms during steady and pulsating flow conditions, before testing the method in-vivo on two healthy volunteers. Two straight tube phantoms with an inner diameter of 8 mm are designed, each with a concentric constriction of 36 % and 70 %, respectively, and a length of 260 mm. Sections of the models are shown in Fig. 4. The geometry of the vessels is drafted in SolidWorks (Education edition, Dassault Systèmes SolidWorks Corp., Vélizy, France) and exported as an STL file to stereolithography, which constitutes the core of the phantom’s fluid flow domain [48]. The 3-D printed cores are fixed in individual containers before cast in polyvinyl alcohol (PVA) cryogel to make the surrounding medium mimic the properties of human tissue. The PVA cryogel is made using an in-house formula, containing 15 % PVA, 1 % silicon dioxide, 0.3 % potassium sorbate, and 83.7 % distilled water. The nature of cryogel allows for controlling its elastic properties by varying the number of freeze-thaw cycles it undergoes. Two freeze-thaw cycles are used, each half-cycle of 24-hours duration, with freeze settings of \(-20 ^\circ C \pm 0.5 ^\circ C\) and thaw of \(4 ^\circ C \pm 0.5 ^\circ C\). After completing two cycles, given a total duration of 96 hours, the core was removed manually, thereby, leaving a core-less phantom with sound propagating properties of human tissue and a fluid domain identical to the 3-D printed structure.

The fabricated phantoms are connected to a flow system (Compuflow 1000, Shelley Medical Imaging Technologies, Toronto, Canada) capable of generating customized flow waveforms. The first study is performed using a constant waveform and a flow rate of 5 ml/s. The second study uses a time-varying waveform equivalent in shape to the dotted line in Fig. 1, and a peak flow rate of 5 ml/s. Two in-vivo acquisitions are carried out after approval by The Danish National Committee on Biomedical Research Ethics. A healthy female (age 52) and male (age 41) are scanned by an experienced radiologist. The volunteers are placed in a supine position for five minutes to obtain a steady heart rate. The examinations were performed over the left carotid bifurcation, producing a view of both the internal and external artery together with the carotid bulb. Intensity measurements were made prior to the examinations, showing energy levels and an MI within the limits set by the U.S. Food and Drug Administration.

Both, experimental and in-vivo scans are made using a BK8670 linear array transducer connected to the experimental research scanner SARUS [49]. A three-cycle pulse with a center frequency of 7 MHz is emitted at a pulse repetition frequency of 12.5 kHz to a depth of 4 cm. Five low-resolution images are summed for each high resolution image producing an effective frame-rate of 2,500 Hz. The ultrasound data are processed off-line using Matlab (The MathWorks Inc., Natick, MA, USA).
Table I
SIMULATION SETTINGS IN COMSOL

<table>
<thead>
<tr>
<th>Parameter name</th>
<th>Setting/Notation</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Simulation study</td>
<td>Physics</td>
<td>Laminar</td>
</tr>
<tr>
<td></td>
<td>Geometry</td>
<td>Import from SolidWorks</td>
</tr>
<tr>
<td>Solver</td>
<td>Mesh</td>
<td>Physics-controlled mesh</td>
</tr>
</tbody>
</table>

Fluid properties
- Compressibility: Incompressible
- Density: $\rho$, 1,030 kg/m$^3$
- Viscosity: $\mu$, $4.1 \times 10^{-3}$ Pa s
- Reynolds number: During peak systolic phase (70% constricted phantom), 1,200

Initial conditions
- Pressure: 0 Pa

Inlet conditions
- Inflow: Laminar
- Average flow rate: During pulsating flow, 1.283 ml/s
- Entrance length: 1 m

Outlet conditions
- Outflow: Pressure, 0 Pa
- Wall: Condition, No-slip

IV. Simulation Model

The accuracy of the derived pressure is evaluated through comparison to FE models made in Comsol (Comsol Multi-physics v5.1, Comsol AB, Stockholm, Sweden). The geometry of each model is based on the same STL file as used in the stereolithography (Fig. 4), thereby, ensuring identical flow domains between simulations and experimental models. Flow parameters in the simulation models are set to mimic the actual flow conditions in the experimental set-up. Equivalent to the experimental set-up, an average input flow rate of 5 ml/s, and 1.283 ml/s is chosen for the constant and pulsatile flow simulation, respectively. Further, the simulated fluid’s viscosity ($4.1 \times 10^{-3}$ Pa s) and density (1,030 kg/m$^3$) are set to match the properties of the blood-mimicking fluid (BMF-US, Shelley Medical Imaging Technologies, Toronto, Canada) that circulates the actual flow system. A summary of the settings used in the simulation model is listed in Table I. The peak systolic phase in the simulation models showed a maximum Reynolds number of roughly 1,200, which is below the transient zone to turbulent flow (2,300 <), thus, a laminar flow model is considered.

V. Evaluation Measures

The performance of the proposed estimator is evaluated by its standard deviation (Std), and bias in reference to the simulation model. The two quantities are calculated as:

$$\text{Std} = \frac{1}{\sim \text{max}} \sqrt{\frac{1}{N} \sum_{m=1}^{N} \sigma^2(m)}$$

and

$$\text{Bias} = \frac{1}{\sim \text{max}} \sum_{m=1}^{N} \mu_{\text{est}}(m) - \mu_{\sim \text{max}}$$

where $N$ is the number of data points along the spatial path that is investigated. The mean of the variance $\sigma^2$, is calculated over time for every position along the streamline, before taking the square-root to yield the standard deviation of the estimator. The bias is found from the average distance between the mean estimated value over time $\mu_{\text{est}}(m)$, and the results from the simulation model, $\mu_{\sim \text{max}}(m)$. Both, standard deviation and bias are found as means across the entire streamline, before normalised to the peak absolute value of the reference model, $\sim \text{max}$.

VI. Vector Velocity Estimation

Velocities are estimated using directional synthetic aperture flow imaging, an approach explained by Villagómez-Hoyos et al. [44], [50]. Unfocused spherical waves are emitted from the aperture by placing virtual sources behind the transducer. A low-resolution image is created for each emission, and multi-directional lines are beamformed for every position within the insonified area. The flow angle and its velocity magnitude are found by cross-correlating beamformed lines to lines in successive low resolution images. An updated velocity frame is made for each newly generated low-resolution image, thus, the time-resolution of the velocity estimator can potentially be equal to the pulse repetition frequency. The method’s performance is evaluated during steady and pulsatile flow condition at the constricted sites of the two fabricated models. Three seconds of flow data are recorded producing roughly 7,500 frames of velocity data. Each frame contains estimates separated by 0.2 mm in both the axial and lateral direction.

A. Vector Velocity Imaging during Steady and Pulsating Flow

Examples of vector flow images from the two fabricated phantoms are displayed in Fig. 5. The images show flow that accelerates toward the center of the constriction, producing a jet that then slowly decelerates as the lumen expands again. Black streamlines set to start from the center of the vessel are also displayed. Throughout the study, changes in pressure are derived along these dotted streamlines. The number in the colorbox indicate the maximum flow velocity that can be represented by a color in the color flow map.

Peak velocities from measured and simulated data are plotted as a function of time in Fig. 6. The figure reveals a standard deviation of 6 %, and 2 % relative to the reference model for the 36 %, and the 70 % constriction, respectively. Further, a bias of $-17 \%$ and $-8 \%$ is observed for the two constant measurements. The bias is a consequence of having misaligned the transducer to the exact center axis of the constriction, which becomes apparent when comparing the diameter of lumen seen on the B-mode images to the actual constriction sizes of the models from Fig. 4. Measuring the widths of the observed constrictions gives distances of approximately 4.4 mm and 2.3 mm for the 36 %, and the 70 % constricted phantom, respectively. Whereas, the actual distances for the two models are 5.12 mm and 2.40 mm, thus, lower velocities are measured in the experimental set-up as the peak flow velocities are outside the scan plane of the transducer. The calculated biases are, therefore, used for compensating the measured velocities. The result of doing this in the pulsatile flow case is seen in Fig. 7. Bias compensation is performed to
Fig. 5. Vector velocity images at the constriction of two fabricated flow phantoms. Phantom (a) has a constriction of 36%, while (b)’s is 70%. The two images are captured during steady flow conditions. Black-dotted streamlines passing through the center of the constrictions are also displayed.

Fig. 6. Estimated and simulated peak velocity from the center of the constriction during constant flow rate.

obtain as good resemblance between estimated and simulated velocities as possible, before inserting the measured velocities into the proposed estimator. This will ensure the best basis for comparing the derived pressures to the simulation model, as all discrepancies between the model and the reference, will be solely related to the actual performance of the suggested estimator. Bias correcting the estimated velocities is not an option during in-vivo scanning, as the true flow velocities are unknown.

The displayed flow profiles are reconstructed from the measured data using a sum of sinusoids, as explained in II-A. A single pulse cycle can, as suggested by Fig. 3, be 99% recovered from eight distinct frequency bins. Thus, to maintain the same level of accuracy when reconstructing three pulses that are not necessarily identical, 24 frequency bins are required. The inherent compliance of the flow system’s afferent tubes increases the pulsatility of the time-varying flow, producing a flattening of the velocity profile compared to the profiles seen during constant flow.

Two in-vivo measurements are carried out on the carotid artery of two healthy volunteers. The resulting vector flow images are shown in Figs. 8–9. The figures display longitudinal scans of the volunteers’ left carotid bifurcations together with the measured flow field. The images are captured at peak systole, yielding values in the carotid sinus of roughly 0.6 m/s. The starting point of the superimposed streamlines are manually selected based on the criteria that the lines should include the peak spatial velocity during the systolic phase.

All velocities measured on the fabricated models and in the two in-vivo cases are filtered by a 3-D median filter, before entering the proposed pressure estimator. This is done to minimize the risk of transferring any inexpedient discontinuities from the estimated velocities, into the differential operator and further to the desired pressure estimate. The filter’s in-plane window size is set to 10 data points, corresponding to a axial and lateral distance of 2 mm. A second median filter of 15 data points is applied temporally, equivalent to a window size of 6 ms.
VII. RESULTS

The following section presents the results from the proposed estimator. First presented are the results from the two flow phantoms measured during steady and pulsating flow conditions. The section concludes by displaying the first in-vivo examples of measuring pressure changes along flow streamlines using a 2-D ultrafast flow imaging technique.

A. Estimated Pressure Drop during Constant Flow

Streamline velocities from Fig. 5 are extracted and used for deriving the pressure drop that occur across the constriction. Since only spatial changes in the velocity field exist for steady flow the temporal acceleration in (2) is neglected. For every position along the streamline, an individual pressure gradient is calculated relative to its neighbouring estimates using (2). The individual gradients are found through polynomial filtering, using a moving window of five data points and a polynomial order of two. Then, calculating the cumulative sum of the local pressure changes along the direction of the flow, yields the drop in pressure that exist between the start of the streamline to any position along the line. The results of doing this for every frame of velocity estimated are shown in Fig. 10(a)–(b). The graphs display the pressure drop that occurs as the fluid moves through the constricted part of the phantoms. The shaded zone indicates a region of one standard deviation normalized to the number of frames recorded, which in the steady flow case were roughly 1,000 frames. The dotted dark curves in Figs. 10(a)–(b) are the results from the simulation models. Mean biases across the constricted area of 8 %, and 7 % are calculated using (9) in the 36 %, and 70 % constricted phantoms, respectively, with mean standard deviations of 9 %, and 6 %, for the steady flow case.

B. Estimated Pressure Drop during Pulsatile Flow

The calculation of the pressure drop during pulsating flow condition follows the same data processing scheme as in the previous case, however, this time the temporal acceleration is included. The results are shown in Fig. 11(a)–(b). Largest changes in pressure are observed in the systolic phase of the cycle, hence, emphasized in the two graphs. The systolic pressure drops from the three recorded cycles show a mean standard deviation of 1 % and 7 %, relatively to the peak simulated pressure drop for the 36 %, and 70 % constricted phantom, respectively. A mean bias over the entire course of the streamline is found to 2 %, in comparison to the FE models.

C. In-vivo Examples

Vector velocities found along the streamlines of Figs. 8–9 are extracted for all time instances and inserted into the proposed algorithm. The resulting pressure drops are shown as 3-D plots in Figs. 12–13. The figures show how pressure, changes along the direction of the streamlines as a function of time. The plots’ left wall makes up the starting point of the streamline data.
Changes in pressure are then found relatively to this point, by moving down-right, parallel to the lateral axis. Both cases show the largest pressure variations during the systolic phase of the cardiac cycle, with values between 0 Pa and -60 Pa.

**VIII. DISCUSSION**

Non-invasive pressure changes have been calculated from vector velocity ultrasound data. Pressure drops across two concentric constricted flow phantoms were examined, before measuring in-vivo pressures on two volunteers. The largest experimental pressure drop was seen in the 70% constricted phantom, reaching a drop of -875 Pa. The largest mean standard deviations and biases that were found across the entire constriction were 9%, and 8%, respectively.

For both steady and pulsating flow cases good correspondences were seen upstream, and at the center of the constriction between the measured and the reference data. However, greater misalignments were present downstream. Misaligning the transducer from the center axis of the concentric phantom, would make downstream pressure estimation more troublesome,
as the scan plane moves closer to the recirculation zone seen immediately after a post-stenotic region. A recirculation zone compose complex flow features that exhibit higher degrees of out-plane movements, thereby causing a more distorted vector field, when mapping flow velocities in the 2-D scan plane. Such misalignment could explain the disagreement seen between the estimated and the simulated results in Figs. 10(a)–(b), as the FE data are extracted from the exact center plane of the phantom’s domain.

The proposed method employs vector velocity data, acquired to a depth of 4 cm using directional synthetic aperture flow imaging, producing 2,500 velocity frames a second. No previous studies on the topic have measured changes in pressure along streamlines using a high frame-rate ultrasonic technique. Such techniques allow for averaging across estimates without compromising the peak of the profile. Averaging is beneficial as it essentially performs a low-pass filtering of the estimates, thus, avoiding the higher frequency content, which usually is associated with noise. Noise cancellation is the key aspect to consider when deriving intravascular pressure changes from velocity data, as only a small amount of noise in the velocity signal can be devastating to the output pressure as the differential operator essentially performs a high-pass filtering the velocity estimates. This becomes increasingly more important when moving into higher order derivatives, as would have been the case if the effect of viscous forces had been included in the pressure estimator.

The influence of viscosity has been neglected in this study, as flow in larger vessels were studied, and a Reynolds number of more than a 1,000 was found during the peak systolic phase. However, moving into smaller vessels with lower Reynolds number, makes this assumption invalid, thus, pressure estimation based on the Navier-Stokes equation should for those vessels take the viscous forces into account.

The presented technique essentially studies the flow pattern of a moving fluid, from which the pressure forcing the fluid to move is sought predicted. This makes the technique vulnerable to the flow estimator’s capability to detect the true movement of the particles. For instance, the proposed set-up uses a 2-D velocity estimator approach, meaning that the out-of-plane motion gets excluded from the pressure algorithm. Whether or not this is acceptable, is greatly dependent on the complexity of the flow being examined. For example, studying the vector field in Fig. 9, it appears that the flow along the streamline accelerates through the carotid bulb, though, the lumen of the vessel expanse. Such flow behaviour is only possible if out-of-plane particles of higher velocities are pushed through the scanned plane, thus, leading to the false impression that in-plane velocities are accelerated from right to left in the image. Therefore, in case of Fig. 9, it would have been beneficial to have had access to the full 3-D velocity information before deriving the pressure drop. An example of such velocity estimator could be for instance the one presented by Pihl and Jensen [51] using a 2-D phased array transducer. The missing information on the out-of-plane velocity component is likely the reason for why Fig. 13 appears more distorted than Fig. 12, where a more holistic view of the flow movement is captured within the scanned plane.

The study showed pressure changes from everywhere between zero to ~875 Pa across the examined vessels. In terms of millimeters of mercury this translates to roughly 0–7 mmHg, which for a clinical found stenotic vessels, is on the low side. In 1993, Donohue et al. [52] presented an in-vivo pressure catheter study showing that stenotic vessels with 50 %–90 % constrictions cause pressure drops from 2–80 mmHg. Eight out of their 101 patients had stenoses of $70.1 \pm 14.7 \%$, for which drops in pressure of $41.5 \pm 5.9$ mmHg were detected. Comparing these values to the results from the 70% constricted phantom reveals a discrepancy of a factor of seven. The discrepancy is presumably a consequence of the following two factors: As shown by De Vecchi et al. [2], pressure catheters are, due to their bulk size, known for overestimating the intravascular pressure by 24%. However, a more important factor when
commenting on the discrepancy is the difference in physical shape between the vessels being compared. One side presents a phantom study made on a relatively short concentric stenosis, where for the other side clinical ill vessels are studied. The latter case rarely shows vessel curvatures as neat as the models designed in this study. Usually, highly irregular shapes are seen in actual arterial stenoses leading to more complex flow patterns, and thereby also a larger prevalence of turbulent flow features. Features such as eddies, localized turbulence, and jets that all contributes to the dissipation of energy, will accelerate an increasing drop in pressure as the fluid passes through the stenotic region [53], [54]. Future work therefore includes measuring on more irregular geometries with increasing constriction-rates to investigate the application range of the suggested method as flow approaches more turbulent conditions. Moreover, to clinically strengthen the validation of the proposed method, future work concerns a comparison to fluid-filled pressure catheters, as these are the current practice for how intravascular pressure changes are measured.

IX. CONCLUSION

A non-invasive method for deriving intravascular pressure differences using angle-independent vector velocity ultrasound data was presented. First, 2-D fields of velocity data were obtained with a temporal resolution of 400 μs using directional synthetic aperture flow imaging, before deriving pressure changes across the flow region using the Navier-Stokes equations. Pressure gradients along streamline were estimated, and summed to yield the drop in pressure that existed from one end of the vessel to the other. Two experimental flow phantoms were fabricated and scanned, before measuring in-vivo on the carotid bifurcation of two volunteers. The results from the experimental scans were compared to numerical simulation models. The estimator showed pressure values between -875 Pa and 0 Pa depending on when in the cycle they were measured, with a standard deviation of 9% and a bias of 8%. The results of the in-vivo scans demonstrated the feasibility of measuring pressure changes along streamlines using a 2-D vector velocity approach, but also the deficiency of only having the two in-plane vector velocity components available when deriving pressure changes, non-invasively.

REFERENCES


Non-invasive measurement of pressure gradients using ultrasound

Jacob Bjerring Olesen, Marie Sand Traberg, Michael Johannes Pihl, and Jørgen Arendt Jensen

Proceeding of SPIE Ultrasound Imaging. Symp., Vol. 8675, p. 11,

Accepted for oral presentation in Orlando, Florida, United States, 2013.
Non-invasive measurement of pressure gradients using ultrasound

Jacob Bjerring Olesen, Marie Sand Traberg, Michael Johannes Pihl and Jørgen Arendt Jensen

Center for Fast Ultrasound Imaging, Dept. of Elec. Eng., Bldg. 349, Technical University of Denmark, DK-2800 Kgs. Lyngby, Denmark.

ABSTRACT

A non-invasive method for estimating 2-D pressure gradients from ultrasound vector velocity data is presented. The method relies on in-plane vector velocity fields acquired using the Transverse Oscillation method. The pressure gradients are estimated by applying the Navier-Stokes equations for isotropic fluids to the estimated velocity fields. The velocity fields were measured for a steady flow on a carotid bifurcation phantom (Shelley Medical, Canada) with a 70% constriction on the internal branch. Scanning was performed with a BK8670 linear transducer (BK Medical, Denmark) connected to a BK Medical 2202 UltraView Pro Focus scanner. The results are validated through finite element simulations of the carotid flow model where the geometry is determined from MR images. This proof of concept study was conducted at nine ultrasound frames per second. Estimated pressure gradients along the longitudinal direction of the constriction varied from 0 kPa/m to 10 kPa/m with a normalized bias of -9.1% for the axial component and -7.9% for the lateral component. The relative standard deviation of the estimator, given in reference to the peak gradient, was 28.4% in the axial direction and 64.5% in the lateral direction. A study made across the constriction was also conducted. This yielded magnitudes from 0 kPa/m to 7 kPa/m with a normalized bias of -5.7% and 13.9% for the axial and lateral component, respectively. The relative standard deviations of this study were 45.2% and 83.2% in the axial and lateral direction, respectively.
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1. INTRODUCTION

Local pressure gradients in hemodynamics provide important information for diagnosing various cardiovascular diseases such as atherosclerosis.\(^1\) The gradients are used as an indication on how changes in the flow caused by plaque formation affects the risk of embolism. Today, pressure gradients are measured by means of catheters inserted into the femoral artery and threaded to the region of interest. Although this procedure is reported reliable and of low risk,\(^2\) it remains an invasive procedure that exposes the patients to ionizing radiation during angiography guidance. Furthermore, the presence of the catheter causes inconvenient disturbances to the surrounding fluid flow, thereby affecting the pressure field it is measuring. A less invasive method for measuring the local pressure gradients was proposed by Fairbank and Scully.\(^3\) The method relies on injecting contrast agent microbubbles into the circulatory system and measure the frequency shift in the scattered spectrum as ultrasonic waves are applied. A range of other methods for estimating pressure changes has also been devised based on the injection of microbubbles.\(^4-9\) Despite the less invasive procedure, it still requires the injection of microbubbles. Furthermore, it only provides a short time window for imaging as the bubbles are taken up by the liver or ruptures due to the acoustic pressure field produced by the ultrasound transducer.

In 1976, Holen et al.\(^10\) suggested a non-invasive method for estimating local pressure gradients by using the peak systolic blood velocity measured from ultrasound data. The velocity was used as input to a modified version of the orifice equation introduced by Golin\(^11\) that related the peak velocity to the pressure gradient along the region of interest. This non-invasive assessment of the pressure gradients, however, suffers from major flaws as it is solely dependent on a single velocity estimate and does not take complex flow patterns into account. Deducing a pressure gradient based on a single velocity estimate makes it sensitive to a series of unwanted hemodynamic factors that are uncorrelated to the actual constrictions effect on the peak velocity, e.g. abnormal cardiac output caused by cardiomyopathy. Hence, a more refined method for estimating the pressure gradients was suggested in 2003 by Ohtsuki and Tanaka.\(^12\) This method also relied on ultrasound data, but the estimated pressure gradients were instead based on a simplified version of the Navier-Stokes equation. The Navier-Stokes equation describes
the motion of fluids and provides easy access to information regarding the temporal and spatial pressure variations in the system, making it suitable for time-varying flow phenomena having complex features. Ohtsuki and Tanake assumed the viscosity to be negligible along with the external forces on the system. In addition, they assumed that the velocity normal to the scan plane was zero. The suggested method uses the axial velocity component found from spectral Doppler to deduce a measurement of the transverse velocity component and then inputs both velocity components in the Navier-Stokes equation. Applying the two in-plane velocity components to the Navier-Stokes equation offers the advantage of including spatial pressure variations into the estimator, unlike the method suggested by Holen et al. A shortcoming of the method suggested by Ohtsuki and Tanake is that the estimated pressure is solely based on the detected axial velocity, making the estimator inadequate for flow parallel to the ultrasound transducer. The method cannot measure the flow perpendicular to the beam propagation direction independently of angle and the axial velocity, which makes it insufficient for estimating pressure gradients in complex flow phenomena, such as vortices that are common in hemodynamics.

Magnetic resonance imaging (MRI) is able to produce simultaneous velocity measurements in all three spatial directions, which enables derivation of pressure gradients without uncertainties related to the assumptions of out-of-plane motion. Most examples in the literature on deducing pressure gradients from MRI data are derived using the Navier-Stokes equation. The high spatial resolution in MRI forms a good foundation for calculating the convective acceleration used in the estimator. However, the temporal resolution is poor compared to ultrasound imaging. Often the temporal variation has to be acquired from several hundred cardiac cycles through ECG gating. This poses a significant downside to MRI, when performing pressure measurements on dynamic flow systems such as the cardiovascular system. Furthermore, MRI requires a long acquisition time when performing velocity measurements and is far more expensive than ultrasound imaging. A non-invasive alternative that addresses the mentioned issue is, thus, needed.

This paper presents pressure gradients estimated from ultrasound vector velocity data by exploiting the Transverse Oscillation (TO) method developed by Jensen and Munk and Anderson who suggested a similar approach. The TO method is unlike the method proposed by Ohtsuki and Tanake able to estimate the two spatial velocity components within the ultrasound scan plane independently of each other. This allows for determination of for example flow vortices or other complex features that are likely to be present in a constricted flow pattern. The method employed for estimating the gradients have initially been suggested by Henze. The purpose of this paper is to compare pressure gradients derived from ultrasound data to pressure gradients obtained using fluid-simulation software. The idea is to show that pressure gradients can be measured non-invasively using ultrasound to replace or supplement catheterization. The presented results are all obtained from data recorded on a flow model that imitates a constricted carotid artery. The studies are conducted for a constant-flow system to verify the feasibility of the suggested method. Pressure gradients are estimated from ultrasound vector velocities using the Navier-Stokes equation and compared to a finite element simulation of the flow model. The geometry of the flow simulation model is reproduced using MRI data, thereby providing identical flow domains in measurement and simulation.

2. ESTIMATING PRESSURE GRADIENTS

The following section presents the method for calculating pressure gradients based on the Navier-Stokes equation using ultrasound vector velocity data.

The Navier-Stokes equation for an isotropic incompressible Newtonian fluid is given by

\[
\rho \left[ \frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v} \right] = -\nabla p + \rho \mathbf{g} + \mu \nabla^2 \mathbf{v},
\]

The equation describes the development of fluid velocity \( \mathbf{v}(v_x, v_y, v_z) \) by relating the body forces acting on the isotropic fluid volume to its acceleration and density, where \( \rho \) is the density of the fluid and \( \mu \) its viscosity. The left-hand terms sum the local \( \frac{\partial \mathbf{v}}{\partial t} \) and convective acceleration \( \mathbf{v} \cdot \nabla \mathbf{v} \) of the velocity, where \( \nabla \) is the spatial differential operator \( \left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z} \right) \). The right-hand side sum-up the surface and volume forces, which include the desired pressure gradient \( -\nabla p \), as well as a gravitational force \( \mathbf{g} \) acting on the fluid volume and a viscous drag caused by the viscosity of the fluid \( \mu \nabla^2 \mathbf{v} \), where \( \nabla^2 \mathbf{v} \) is the Laplacian of the velocity. For clinical applications, the
effect of the viscous term in (1) can be omitted as this has no significant influence on flow in larger vessels,

A patient undergoing an ultrasound scan is usually placed in a horizontal position, so the gravitational term can be neglected as well. The pressure gradient is, thus, directly linked to the acceleration field of the fluid

\[ \nabla p = -\rho \left[ \frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v} \right]. \] (2)

As the conducted study considers flow that is invariant with respect to time, no changes in the transient acceleration occur, thus

\[ \nabla p = -\rho \mathbf{v} \cdot \nabla \mathbf{v}. \] (3)

2.1 Implementation the estimator on ultrasound data

Equation (3) states that all three vector components of \( \mathbf{v}(v_x, v_y, v_z) \) must be known to estimate the pressure gradient \( -\nabla p \). Using the TO approach the scanner is able to measure the two-dimensional in-plane velocity vector \( \mathbf{v} = (v_x, 0, v_z) \). The method is therefore developed assuming that the out-of-plane velocity \( v_y \) is zero.

Though, the method can easily be extended to use full three-dimensional data.

Assuming that \( v_y \) is zero makes two-dimensional pressure gradients obtainable in the presented set-up. The in-plane vector components of the pressure gradients are expressed here in rectangular coordinates:

\[
\begin{bmatrix}
\frac{\partial p}{\partial x} \\
\frac{\partial p}{\partial z}
\end{bmatrix} = -\rho \begin{bmatrix}
v_x \frac{\partial v_x}{\partial x} + v_z \frac{\partial v_x}{\partial z} \\
v_z \frac{\partial v_z}{\partial x} + v_z \frac{\partial v_z}{\partial z}
\end{bmatrix}.
\] (4)

The derivatives in (4) are calculated from vector velocity ultrasound data using a finite central difference approximation. The in-plane pressure gradient components are here calculated discretely for each position in the scan plane:

\[
\frac{\Delta P(i,j)}{\Delta x} \approx -\rho \begin{bmatrix}
V_x(i,j)/2\Delta x \\
V_z(i,j)/2\Delta z
\end{bmatrix}, \begin{bmatrix}
V_x(i-1,j) - V_x(i+1,j) \\
V_z(i,j-1) - V_z(i,j+1)
\end{bmatrix}
\]

and

\[
\frac{\Delta P(i,j)}{\Delta z} \approx -\rho \begin{bmatrix}
V_x(i,j)/2\Delta x \\
V_z(i,j)/2\Delta z
\end{bmatrix}, \begin{bmatrix}
V_x(i-1,j) - V_x(i+1,j) \\
V_z(i,j-1) - V_z(i,j+1)
\end{bmatrix},
\] (5)

respectively. Here \( V_x, V_z \), and \( \frac{\Delta P}{\Delta x}, \frac{\Delta P}{\Delta z} \) denote two-dimensional fields of discrete vector velocity components and pressure gradient components, respectively. The position in the field is given by \( (i,j) \), while \( \Delta x \) and \( \Delta z \) is the sampling interval of the velocity field in the axial and lateral direction, respectively. The calculated pressure gradients are low-pass filtered using a normalized Hann window \( H_{2D} \) to reduce noise from the numerical differentiation.

\[
H_{2D} = 0.5 \left( 1 - \cos \left( 2\pi \frac{l'}{L-1} \right) \right) 0.5 \left( 1 - \cos \left( 2\pi \frac{1}{L-1} \right) \right),
\] (6)

where \( l \) is a vector of integers from 0 to \( L-1 \) and \( L \) is the length of the window. The calculated gradient fields are filtered by convolving their individual vector components with the normalized Hann window as:

\[
\frac{\Delta P_F(i,j)}{\Delta x} = \frac{H_{2D}}{\sum_{r,s=1}^{N} H_{2D}(r,s)} \frac{\Delta P(i,j)}{\Delta x} \quad \text{and} \quad \frac{\Delta P_F(i,j)}{\Delta z} = \frac{H_{2D}}{\sum_{r,s=1}^{N} H_{2D}(r,s)} \frac{\Delta P(i,j)}{\Delta z}.
\] (7)
Table 1: Measurement settings for acquiring data

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>BK Scanner</td>
<td>Linear array 8670</td>
</tr>
<tr>
<td>Mode</td>
<td>Carotid TVI</td>
</tr>
<tr>
<td>Pulse repetition frequency</td>
<td>1.3 kHz</td>
</tr>
<tr>
<td>Frame rate</td>
<td>18 Hz</td>
</tr>
<tr>
<td>Centre frequency</td>
<td>5 MHz</td>
</tr>
<tr>
<td>No. frames</td>
<td>50</td>
</tr>
<tr>
<td>Flow setup</td>
<td>Volumetric flow rate 1.0 cm³/s (constant)</td>
</tr>
<tr>
<td>Inner radius</td>
<td>0.6 cm</td>
</tr>
<tr>
<td>Constriction</td>
<td>70%</td>
</tr>
<tr>
<td>Depth to constriction</td>
<td>2.3 cm</td>
</tr>
<tr>
<td>Fluid density</td>
<td>1,037 kg/m³</td>
</tr>
<tr>
<td>Viscosity</td>
<td>4.10⁻³ Pa·s</td>
</tr>
</tbody>
</table>

3. DATA ACQUISITION

The following section describes the data acquisition for estimating and validating the pressure gradients during constant flow conditions.

A BK Medical 2202 UltraView Pro Focus scanner (BK Medical, Herlev, Denmark) equipped with an UA2227 research interface is used for obtaining ultrasound RF data. A C70-SSEA flow phantom (Shelley Medical Imaging Technologies, Toronto, Canada) is scanned using a BK8670 linear array transducer at 18 frames per second. The flow phantom is a model of a carotid artery having a constriction at the beginning of the internal carotid artery that reduces the cross-sectional area of the lumen by 70%. The flow phantom is embedded in agar to mimic the characteristics of human tissue, and it is encased in an air tight acrylic box with an acoustic window making it compatible for ultrasound imaging as well as MRI. A constant flow profile driven by a CompuFlow 1000 Flow system (Shelley Medical Imaging Technologies, Toronto, Canada) is set for the phantom at a flow rate of 1.0 ml/s. Blood mimicking fluid is used with a density of 1,037 kg/m³ and a viscosity of 4.1 mPa·s. A summary of the acquisition settings is listed in Table 1.

The reliability of the produced pressure gradients is evaluated through comparison to a finite element model. The geometry of this model is constructed from MRI data of the flow phantom performed at the Department of Diagnostic Radiology at Rigshospitalet, Denmark, using a 3 Tesla Magnetom Trio scanner (Siemens, Munich, Germany). The MRI data are loaded into the commercial segmentation-software, ScanIP (Simpleware Ltd, Exeter, UK), which is used to construct the skeleton of the phantom’s fluid domain. The constructed skeleton is exported to Comsol (v4.2a, Stockholm, Sweden) as a mesh of tetrahedrons. The mesh is smoothed by a Gaussian filter (dimensions: 1.00 × 0.01 × 0.01 mm) to avoid any inexpedient sharp edges that otherwise could lead to computational divergence. Such sharp edges occur, if the spatial resolution in the scan images is smaller than the resolution required by Comsol. The mesh consists of more than 600,000 tetrahedrons that are especially dense in the constricted area of the phantom to ensure a high spatial resolution in the this particular region (mesh size: 0.15 mm). A summary of the settings used for creating the geometry of the simulation model is listed in Table 2.

4. DERIVATION OF PRESSURE GRADIENTS

The following section describes how pressure gradient maps are estimated based on the vector velocity estimates.

A vector velocity map of the flow through the constricted region of the phantom is estimated using the ultrasound vector velocity data. They are calculated by employing the TO method as described by Jensen and Munk and by using the TO estimation method, yielding the two in-plane velocity components of the ultrasound beam. A low-pass filter is applied to the velocity estimates before calculating the convective acceleration to strengthen the robustness of the estimates. The filter is designed as in (6) for \( L = 5 \), corresponding to an axial length of 0.07 mm and a lateral width of 0.58 mm. Furthermore, the velocity estimates are interpolated to
Table 2: Measurement settings for acquiring validation data

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Magnetic resonance</td>
<td>Siemens Magnetom Trio</td>
</tr>
<tr>
<td>Strength</td>
<td>3.0 Tesla</td>
</tr>
<tr>
<td>Scan sequence</td>
<td>TOF 3-D Multi-slab</td>
</tr>
<tr>
<td>Voxel size</td>
<td>$0.7 \times 0.7 \times 1.0$ mm</td>
</tr>
<tr>
<td>ScanIP</td>
<td>Up-sampling $(x,y,z) = (0.9, 0.15, 0.15)$ mm</td>
</tr>
<tr>
<td>Filter size</td>
<td>$(x,y,z) = (1.0, 0.01, 0.01)$ mm</td>
</tr>
<tr>
<td>Mesh size</td>
<td>0.15 mm</td>
</tr>
</tbody>
</table>

To improve the visual quality of the image, yielding an increase in the number of data elements by a factor of three. As the study is conducted on a constant-flow system, every estimated velocity frame is roughly the same, thus the mean over 50 ultrasound frames is calculated and used for deriving the pressure gradients. The pressure gradients are then calculated using (5) and (7).

The imported Comsol-mesh forming the geometrical structure of the simulation model is assigned conditions that mimic the actual flow conditions in the experimental set-up. These conditions are listed in Table 3. Stationary laminar flow of an incompressible fluid is selected. The initial values of the fluids velocity field and its pressure is set to zero, while having a forced laminar flow condition at the inlet of the model. The peak velocity across the constriction is set to 0.15 m/s, equivalent to the velocity estimated from the ultrasound data.

The result of the suggested pressure gradient estimator is investigated by considering its average standard deviation $\hat{\sigma}$ and its bias $\hat{B}$ in reference to the simulated data. They are calculated as:

$$\hat{\sigma} = \frac{1}{PG_{max} \sqrt{\frac{1}{N} \sum_{m=1}^{N} \sigma_t^2(m)}} \quad \text{and} \quad \hat{B} = \frac{1}{PG_{max} N} \sum_{m=1}^{N} \mu_{\text{est}}(m) - \mu_{\text{sim}}(m),$$

where $N$ is the number of data points along the spatial path that is investigated and $\mu_{\text{est}}$ is the mean of these points. The standard deviation of the estimated gradient fields $\sigma_t$ is averaged along the investigated path. The simulated data along the inspected path is denoted $\mu_{\text{sim}}$. Both, standard deviation and bias are normalized to the peak mean estimated pressure gradient, $PG_{max} = \max(\mu_{\text{est}})$.

Table 3: Simulation settings in Comsol

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Study</td>
<td>Laminar</td>
</tr>
<tr>
<td>Geometry</td>
<td>Three dimensional</td>
</tr>
<tr>
<td>Stationary solver</td>
<td>Direct, MUMPS</td>
</tr>
<tr>
<td>Fluid properties</td>
<td>Incompressible</td>
</tr>
<tr>
<td>Density</td>
<td>1.037 kg/m$^3$</td>
</tr>
<tr>
<td>Viscosity</td>
<td>$4.1 \times 10^{-3}$ Pa-s</td>
</tr>
<tr>
<td>Initial conditions</td>
<td>$(x,y,z) = (0,0,0)$ m/s</td>
</tr>
<tr>
<td>Pressure</td>
<td>0 Pa</td>
</tr>
<tr>
<td>Inflow</td>
<td>Laminar</td>
</tr>
<tr>
<td>Flow rate</td>
<td>2 cm$^3$/s</td>
</tr>
<tr>
<td>Entrance length</td>
<td>1 m</td>
</tr>
<tr>
<td>Outlet conditions</td>
<td>Pressure, no viscous stress</td>
</tr>
<tr>
<td>Pressure</td>
<td>0 Pa</td>
</tr>
<tr>
<td>Wall</td>
<td>No-slip</td>
</tr>
</tbody>
</table>
5. RESULTS

The following section presents the results of the pressure gradient estimator. The results are based on vector velocity data acquired using a commercial ultrasound scanner at 18 frames per second. The presented results are all captured from the carotid flow phantom at the site of the constriction, shown in Fig. 1. It also shows the mesh of the simulation model superimposed onto the B-mode image. The estimated and simulated results will throughout the section be discussed as they are presented.

Presentation of the pressure gradients

A vector velocity map of the flow through the constricted area of the phantom is plotted in Fig. 2 along with the estimated and simulated pressure gradients. The fluid flows from right to left and reaches its peak velocity at the center of the constriction with 0.15 m/s. The center plot in Fig. 2 shows the estimated pressure gradients that are calculated using the velocities in the left plot. The plot to the right shows the simulated pressure gradients. The background color indicates the magnitude of the arrows, while these show the direction and size of either the fluid velocity or of the pressure gradients. The two gradient plots display arrows that tend to point away from the center of the constriction, indicating that a low pressure is present here, as a gradient always point in direction of increasing values. The white-dotted lines on the center plot and on the right plot indicates the positions used for the quantitative plots shown in the next section.

Quantitative results of pressure gradient estimator

Quantitative results of the pressure gradient estimator are obtained by investigating its bias and standard deviation. These are calculated along the dotted lines in the two plots to the right of Fig. 2 for the axial and lateral component of the gradients.

Fig. 3 shows the mean magnitude of the axial and lateral pressure gradients along the longitudinal direction for 50 frames. It also shows the range of one standard deviation given at a frame rate of 9 Hz. The blue line shows the simulated pressure gradients along the same path.

The estimator produced pressure gradients of magnitudes varying from 0 kPa/m to 10 kPa/m. It has a normalized bias of -9.1% for the axial component and -7.9% for the lateral component with a standard deviation given in reference to the peak gradient of 28.4% and 64.5%, respectively. Increasing the number of velocity frames used in the estimator will improve the standard deviation of the estimates. Fig. 4 shows the effect of this by plotting the standard deviation as a function of averaging-time used by the estimator to produce a single two-dimensional
Figure 2: Vector velocity map along with the estimated and simulated pressure gradients. The plot to the left shows a vector velocity map of the blood mimicking fluid that flows through the constriction from right to left. The center plot show the pressure gradients estimated from vector velocity data, while the figure to the right show the simulated gradients.

![Velocity map with vector velocics](image1)

![Estimated pressure gradients](image2)

![Simulated pressure gradients](image3)

Figure 3: Estimated and simulated pressure gradients along the longitudinal direction of the constriction. The two graphs show the axial and lateral component of the pressure gradient, respectively.

![Axial gradient component across the constriction. Bias = −9.1%](image4)

![Lateral gradient component across the constriction. Bias = −7.9%](image5)

Pressure gradient field. More velocity frames are averaged as the time increases, making the estimates more robust in a noisy environment. However, the improved standard deviation is at the expense of temporal resolution as the estimators true frame rate drops proportional to the increase in averaging-time.

Quantitative results along the vertical white-line in Fig. 2 are presented in Fig. 5. The graphs in Fig. 5 present magnitudes of pressure gradient varying from 0 kPa/m to 7 kPa/m. A normalized bias was found for the axial component of -5.7% and for the lateral component it was 13.9% with a standard deviation of 45.2% and 83.2%. The spikes in the standard deviation seen to the right of the lateral position 24 mm, are artefacts caused by boundary effects. These artefacts can also be spotted at the vessel wall in the center plot of Fig. 2.
Figure 4: Mean standard deviation of the estimator given as a function of averaging-time used by the estimator to produce a single two-dimensional pressure gradients field.

Figure 5: Estimated and simulated pressure gradients along the cross-sectional direction of the constriction. The two graphs show the axial and lateral component of the pressure gradient, respectively.

6. DISCUSSION

A non-invasive method for estimating pressure gradients using ultrasound vector velocity data has been presented. The method has managed to produce pressure gradients within fluid flow that has a maximum bias of -9.1% and 13.9% in the axial and lateral direction, respectively. The standard deviation of the estimator varied from 24.4–42.2% in the axial direction and from 64.5–83.2% in the lateral direction.

Fig. 2 shows pressure gradients that tend to point away from the area of high velocities. This observation is in accordance with expectations as there exist a clear physical relationship between fluids pressure and its velocities. A way of clarifying this relationship is to consider the energy of the flow system for which no energy is exchanged between the fluid and the vessel walls, meaning that the energy level is constant throughout the system. The total energy is composed by the sum of potential energy and kinetic energy. Since the gravitational force can be neglected, the only force giving rise to the potential energy is pressure. As the fluid flows into the constriction it starts to accelerate to keep up a constant flow rate and the kinetic energy increases. Since no energy is put into the flow system from its surroundings, the increase in kinetic energy must come from the potential energy, thereby decreasing the pressure in areas of high velocities. As the fluid flows past the constriction it decelerates,
turning kinetic energy back into potential energy. This explains why the gradients tend to point away from the site of the highest velocities as pressure must be lowest there. The assumption of a constant energy level is of course not entirely true, since energy dissipation will occur as the fluid is not inviscid. However, the amount of energy dissipation is very limited in reference to the total change in energy that exist along the constriction.

No previous studies on the subject have managed to estimate and validate 2-D pressure gradients from vector velocity data obtained using the TO approach. Unlike the method suggested by Holen et al.,10 this method is able to take convective fluid accelerations into consideration making it suitable for more complex flow phenomena. Every term in the estimator is calculated relative to neighboring velocity estimates, yielding gradients that are independent of systemic flow factors, such as abnormalities in the cardiac output. The proposed method also offers the advantage of including temporal pressure changes, however, this was not considered in this paper as constant flow was studied. Yet, being able to include temporal changes is essential for studies on the cardiovascular system. Such studies usually require a frame rate of approximately 20 Hz. Furthermore, the method can easily be extended to use full three-dimensional data. The estimator presented in this study produced images of pressure gradients at a frame rate of 9 Hz, since two velocity frames, sampled at 18 Hz, were used for calculating one frame of pressure gradients. A way of increasing this frame rate, while maintaining the presented precision, is to shrink the width of the colorbox used during the acquisition of velocity ultrasound data, as fewer pulses are required for covering a narrower region. A reason for the high standard deviation is found in the poor spatial resolution of ultrasound imaging, which gives rise to a significant noise contribution during the numerical differentiation of the velocity fields. However, the lack in spatial resolution can be considered counterbalanced by the temporal resolution, which is one of the most significant advantages in ultrasound imaging compared to MRI. The relative high temporal resolution is the result of a low data acquisition time enabling the possibilities of producing real-time pressure gradient images using ultrasound. This will give the physician a tool for viewing intra-vascular changes in pressure as they occur, for example during a cardiac cycle or changes observed over several cycles. More importantly, the physician would no longer have to insert catheters into the blood vessel to obtain a map of the pressure changes. A shortcoming of the proposed method is its lacking ability to estimate the out-of-plane velocity component $v_y$. This makes the estimator vulnerable in complex flow environments that has vector velocity components in all three spatial direction. However, Phil and Jenser28,29 recently presented a novel technique for measuring the out-of-plane velocity using an ultrasound system. Exploiting this technique, would yield three-dimensional vector velocity fields that could easily be included in the suggested pressure gradient estimator, leaving no-need for assuming that $v_y$ is zero.

7. CONCLUSION

A non-invasive method for deriving pressure gradients using vector velocity ultrasound data has been presented. The pressure gradients were derived using the Navier-Stokes equation for incompressible fluids. The vector velocities inserted into the equation were estimated using the TO method yielding the two in-plane velocity components. The obtained pressure gradients were evaluated by comparison to a finite element simulation model, which geometry was obtained from MRI data. The employed method has successfully managed to produce pressure gradients within a constricted flow phantom of magnitudes varying from 0 kPa/m to 10 kPa/m. Proof of concept studies conducted along the longitudinal direction of a constricted flow phantom showed a normalized bias of -9.1% for the axial component and -7.9% for the lateral component with precision given in reference to the peak gradient of 28.4% and 64.3%, respectively. Studies made across the constriction were also conducted giving a normalized bias of -5.7% for the axial component and 13.9% for the lateral component at a precision of 45.2% and 83.2%.
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Abstract—This paper demonstrates how pressure gradients in a pulsatile flow environment can be measured non-invasively using ultrasound. The proposed method relies on vector velocity fields acquired from ultrasound data. 2-D flow data are acquired at 18-23 frames/sec using the Transverse Oscillation approach. Pressure gradients are calculated from the measured velocity fields using the Navier-Stokes equation. Velocity fields are measured during constant and pulsating flow on a carotid bifurcation phantom and on a common carotid artery in-vivo. Scanning is performed with a 5 MHz BK8670 linear transducer using a BK Medical 2202 UltraView Pro Focus scanner. The calculated pressure gradients are validated through a finite element simulation model. The geometry of the flow simulation model is reproduced using MRI data, thereby providing identical flow domains in measurement and simulation. The proposed method managed to estimate pressure gradients that varied from 0 kPa/m–7 kPa/m during constant flow and from 0 kPa/m–200 kPa/m in the pulsatile flow environments. The estimator showed, in comparison to the simulation model, a bias of -9% and -8% given in reference to the peak gradient for the axial and lateral gradient component, respectively.

I. INTRODUCTION

Local pressure gradients in hemodynamics can provide important information for diagnosing various cardiovascular diseases such as atherosclerosis [1]. The gradients can be used as an indication on how changes in the flow, for instance caused by plaque formation, affect the risk of embolism. Current measures of pressure gradients are acquired using catheters inserted into a larger artery and threaded to the region of interest. Although this procedure is reported reliable and of low risk, it remains an invasive procedure. A less invasive method for measuring the local pressure gradients was proposed by Fairbank and Scully [2]. The method relies on injecting contrast agent microbubbles into the circulatory system and measuring the frequency shift in the scattered spectrum as ultrasonic waves are applied. Despite the less invasive procedure, it still requires the injection of microbubbles. Furthermore, it only provides a short time window for imaging as the bubbles are taken up by the liver or rupture due to the acoustic pressure field produced by the ultrasound transducer. This paper presents pressure gradients estimated from ultrasound vector velocity data by exploiting the Transverse Oscillation (TO) method developed by Jensen and Munk [3] and Anderson [4] who suggested a similar approach. The TO method is able to estimate the two spatial velocity components within the ultrasound scan plane independently of each other. This allows for determination of flow patterns such as vortices or other complex features that are likely to occur when fluid passes through a constricted vessel. The purpose of this paper is to show that pressure gradients can be measured non-invasively using ultrasound with the long-term aim of replacing or assisting catheterization. The paper compares pressure gradients estimated using the Navier-Stokes equation to gradients that is simulated in a finite element model.

II. METHODS

The following section presents the method used for calculating pressure gradients from vector velocity data using the Navier-Stokes equation. For an isotropic incompressible Newtonian fluid it is given by

$$\rho \frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v} = -\nabla p + \rho \mathbf{g} + \mu \nabla^2 \mathbf{v}. \quad (1)$$

The equation describes the development of fluid velocity \( \mathbf{v} = (v_x, v_y, v_z) \) by relating the body forces acting on the isotropic fluid volume to its acceleration and density, where \( \rho \) is the density of the fluid and \( \mu \) its viscosity. The left-hand terms sum the local variation and convective acceleration \( \mathbf{v} \cdot \nabla \mathbf{v} \) of the velocity, where \( \nabla \) is the spatial differential operator \( (\frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z}) \). The right-hand side sum-up the surface and volume forces, which include the desired pressure gradient \(-\nabla p\), as well as a gravitational force \( \mathbf{g} \) acting on the fluid volume and a viscous drag caused by the viscosity of the fluid \( \mu \nabla^2 \mathbf{v} \), where \( \nabla^2 \mathbf{v} \) is the Laplacian of the velocity. For clinical applications, the effect of the viscous term in (1) can be omitted as this has no significant influence on flow in larger vessels [5], [6]. A patient undergoing an ultrasound scan is usually placed in a horizontal position, so the gravitational term can be neglected as well. The pressure gradient is, thus, directly linked to the acceleration field of the fluid, which is derived from the velocity field \( \mathbf{v} \):

$$\nabla p = -\rho \left[ \frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v} \right]. \quad (2)$$

Eq. (2) states that all three vector components of \( \mathbf{v} \) must be known to estimate the pressure gradient \(-\nabla p\). Using the TO approach and a 1-D linear array the two-dimensional in-plane velocity vector can be measured. The proposed method for estimating the pressure gradients is therefore developed assuming that the out-of-plane velocity \( v_z \) is zero, (though, the
\[
\frac{\Delta P(i, j, k)}{\Delta x} \approx -\rho \frac{\Delta t}{2\Delta x} \left( V_x(i, j, k + 1) - V_x(i, j, k - 1) \right) - \rho \left[ \frac{V_x(i, j, k) \Delta z}{2\Delta x} \right] \\
\frac{\Delta P(i, j, k)}{\Delta z} \approx -\rho \frac{\Delta t}{2\Delta z} \left( V_z(i, j, k + 1) - V_z(i, j, k - 1) \right) - \rho \left[ \frac{V_z(i, j, k) \Delta x}{2\Delta z} \right]
\]

The method can be extended to use full three-dimensional data. The two in-plane vector components of the pressure gradient are calculated using a finite central difference approximation [7]. The equations in (3) show how the vector components are calculated discretely for each position in the scan plane at every frame. \( V_x \), \( V_z \) and \( \Delta P_x \), \( \Delta P_z \) denote two-dimensional fields of discrete vector velocity components and pressure gradient components, respectively. The index position within each field is given by \((i, j)\), while \(k\) represents the field or scan frame being calculated. Each consecutive frame is separated in time by \( \frac{1}{\text{frame rate}} = \Delta t \). The \( \Delta x \) and \( \Delta z \) are the sampling interval of the velocity field in the axial and lateral direction, respectively. The calculated pressure gradients in each scan frame are low-pass filtered using a 2-D Hann window \( H_{2D} \) to reduce noise from the numerical differentiation.

### III. Experimental Setup

A BK Medical 2202 UltraView Pro Focus scanner (BK Medical, Herlev, Denmark) equipped with an UA2227 research interface is used for obtaining ultrasound RF data. A C70-SSEA flow phantom (Shelley Medical Imaging Technologies, Toronto, Canada) is scanned using a BK8670 linear array transducer at 18 and 21 frames per second, depending on the study. The flow phantom models a carotid artery having a constriction at the beginning of the internal branch, as seen in Fig. 1. The phantom is embedded in agar to mimic the characteristics of human tissue, and it is encased in an air tight acrylic box with an acoustic window making it compatible with ultrasound imaging as well as MRI. For the steady flow set-up, a constant flow rate of 1.0 mL/s is selected, while the pulsatile flow profile is set to mimic a simplified carotid profile with a period of 0.84 seconds and a flow rate of 5.0 mL/s. Blood-mimicking fluid is used with a density of 1,037 kg/m\(^3\) and a viscosity of 4.1 mPa-s.

![Outline of the flow phantoms fluid domain.](image)

The accuracy of the pressure gradients estimated under steady flow conditions is evaluated through comparison to a finite element model. The geometry of this model is constructed from MRI data of the flow phantom performed at the Department of Diagnostic Radiology at Rigshospitalet, Denmark, using a 3 Tesla Magneton Trio scanner (Siemens, Munich, Germany). The finite element model was composed of more than 600,000 tetrahedrons, which were especially dense in the constricted region of the phantom to ensure a high spatial resolution. The simulation study was carried out using Comsol (v4.2a, Stockholm, Sweden).

An in-vivo study of the common carotid artery on a healthy male volunteer was also made. The study was made using a pulse repetition frequency of 5.1 kHz for capturing 23 frames per second.

### IV. Results

The following section presents the results of the proposed estimator. The flow data used for validating the estimator were captured from the carotid flow phantom at the site of the constriction at 18 frames/sec. The result of the in-vivo study is shown at the end of the section.

#### A. Constant flow measurement

A vector velocity map of the flow through the constricted area of the phantom is plotted in Fig. 2 along with the estimated and simulated pressure gradients. The fluid flows from right to left and reaches a peak velocity of 0.15 m/s at the centre of the constriction. The centre panel in Fig. 2 shows the estimated pressure gradients calculated using the velocities in the left panel. The right-hand side of the figure shows the simulated pressure gradients. The background color and length of the arrows indicate the magnitude of the pressure gradients or velocity vectors, respectively. The arrows’ direction indicates the angle of the vector. The two gradient plots display arrows that tend to point away from the centre of the constriction, indicating that a low pressure is present here, as a gradient always point in direction of increasing values.

Fig. 3 shows the result of the estimator taken along the red-dotted lines which run parallel to the fluid flow in Fig. 2. The results show a mean magnitude of the axial and lateral pressure gradients along with ± one standard deviation of the estimates. The blue line shows the simulated pressure gradients along the same path. The estimator produced pressure gradients of magnitudes varying from -3 kPa/m to 10 kPa/m with a bias normalized to the peak gradient of -9% and -8% for the axial and lateral vector component, respectively. The standard deviation when using the mean of two successive velocity frames for each estimate were 28% and 65% for the axial and lateral component.
Figure 2. Vector velocity map along with the estimated and simulated pressure gradients. The left panel shows a vector velocity map of the blood mimicking fluid that flows through the constriction from right to left. The centre panel shows the pressure gradients estimated from vector velocity data, while the panel to the right shows the simulated gradients.

B. Pulsating flow measurement

Pressure gradients estimated from velocity data acquired at 21 frames/sec from the flow phantom during pulsatile flow are shown in Fig. 4. The graphs display both the mean velocity and the mean gradients over an area of 0.4 mm$^2$, which is located just left of the centre of the constriction. The displayed gradients have been low-pass filtered by a normalized Hanning window across the velocity frames corresponding to 9 frames. The size of the gradients varies from 5 kPa/m in diastole to roughly 150 kPa/m in peak systole. The pressure gradients seen in the pulsatile flow measurement are more than twenty times greater at peak systole than the gradients measured during constant flow conditions, despite the flow rate being only five times larger. Thus, indicating that temporal changes in flow velocities play a dominant role in the magnitude of the pressure gradients.

![Velocity map with vector velocities](image1)

![Measured pressure gradients](image2)

![Simulated pressure gradients](image3)

Figure 3. Estimated and simulated pressure gradients along the longitudinal direction of the constriction. The two graphs show the axial and lateral component of the pressure gradient, respectively.
C. In-vivo measurement

An in-vivo study was performed by a medical doctor on a healthy volunteer. The study was made on the common carotid artery (CCA) using the linear array transducer at a pulse repetition frequency of 5.1 kHz, displaying 23 frames per second. Fig. 6 shows the estimated velocity fields and the pressure gradients during end-diastole and peak systole, respectively. The size of the estimated gradients are in some areas forty-times greater during peak systole than in end-diastole. This significant increase of the pressure gradients during peak systole is in agreement with the results obtained from the pulsating flow phantom. Thus, confirming that the size of a pressure gradient is highly governed by temporal velocity changes. This is especially the case in the CCA as the tortuous of the vessel is small, hence, the spatial velocity becomes unimportant. However, measuring pressure gradients in the carotid bulb or at its bifurcation would increase the role of the spatial acceleration as the flow patterns in these regions are more disrupted by the geometry of the vessel.

V. CONCLUSIONS

A non-invasive method for deriving pressure gradients using vector velocity ultrasound data has been presented. The pressure gradients were derived using the Navier-Stokes equation for incompressible fluids. The vector velocities inserted into the equation were estimated using the TO method yielding the two in-plane velocity components. The obtained pressure gradients were evaluated by comparison to a finite element simulation model, for which the geometry was obtained from MRI data. The employed method produced pressure gradients within a constricted flow phantom with magnitudes varying from -3 kPa/m to 10 kPa/m and from 5 kPa/m to 150 kPa/m for constant and pulsatile flow, respectively. An in-vivo study on the common carotid artery showed pressure gradients from roughly 20 kPa/m in end-diastole to more than 400 kPa/m in peak systole, indicating the dominant role of temporal velocity changes when estimating pressure gradients in the CCA. The advantage of using ultrasound for estimating pressure gradients is its capability of producing in-vivo images at a high frame-rate. This is crucial when measuring on a pulsatile flow environment.
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Abstract—This paper investigates how pressure gradients in a pulsatile flow environment can be measured non-invasively using ultrasound. The presented set-up is based on vector velocity fields measured on a blood mimicking fluid moving at a peak flow rate of 1 ml/s through a constricted vessel. Fields of pressure gradients are calculated using the Navier-Stokes equations. Flow data are acquired to a depth of 3 cm using directional synthetic aperture flow imaging on a linear array transducer producing 1500 image frames of velocity estimates per second. Scans of a carotid bifurcation phantom with a 70% constriction are performed using an experimental scanner. The performance of the presented estimator is evaluated by comparing its results to a numerical simulation model, which geometry is reconstructed from MRI data. The study showed pressure gradients varying from 0 kPa/m to 4.5 kPa/m with a maximum bias and standard deviation of 10% and 13%, respectively, relative to peak estimated gradient. This noninvasive estimate may have moved itself from the errors sensitive to hemodynamic factors that were unrelated to the a single velocity estimate, which made the method highly associated with ultrasound scanners of that time, e.g. poor signal-to-noise ratio and bad temporal and spatial resolution. Most damaging to the method was its solely dependence on the peak systolic blood velocity measured using Doppler ultrasound. A method that estimated local pressure gradients based on the spatial differential operator (\( \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z} \)) by relating the body forces acting on the isotropic volume to its acceleration and density, where \( \rho \) is the density of the fluid and \( \mu \) its viscosity. The left-hand side sums the local \( \frac{\partial}{\partial x} \) and convective fluid acceleration \( \vec{\nabla} \vdott \vec{v} \), while the right-hand side sums the surface and volume forces. The terms on the right-hand side include the pressure gradients \( -\vec{\nabla} p \), as well as a gravitational force \( \vec{g} \) and viscous drag caused by the viscosity of the fluid \( \mu \vec{\nabla}^2 \vec{v} \), where \( \vec{\nabla}^2 \vec{v} \) is the Laplacian of the velocity. The gravitational term can usually be neglected, as a patient undergoing an ultrasound scan is placed in a supine position.

II. DERIVING PRESSURE GRADIENTS

The following section presents a method for calculating pressure gradients using ultrasound vector velocity data. The method is based on Navier-Stokes equations for an incompressible Newtonian fluid:

\[
\rho \left( \frac{\partial \vec{v}}{\partial t} + \vec{v} \cdot \vec{\nabla} \vec{v} \right) = -\vec{\nabla} p + \rho \vec{g} + \mu \vec{\nabla}^2 \vec{v}. \tag{1}
\]

The equation describes the development of a fluid’s velocity \( \vec{v}(v_x, v_y, v_z) \) by relating the body forces acting on the isotropic volume to its acceleration and density, where \( \rho \) is the density of the fluid and \( \mu \) its viscosity. The left-hand side sums the local \( \frac{\partial}{\partial x} \) and convective fluid acceleration \( \vec{\nabla} \vdott \vec{v} \), while the right-hand side sums the surface and volume forces. The terms on the right-hand side include the pressure gradients \( -\vec{\nabla} p \), as well as a gravitational force \( \vec{g} \) and viscous drag caused by the viscosity of the fluid \( \mu \vec{\nabla}^2 \vec{v} \), where \( \vec{\nabla}^2 \vec{v} \) is the Laplacian of the velocity. The gravitational term can usually be neglected, as a patient undergoing an ultrasound scan is placed in a supine position.

Eq. (1) states that all three vector components of \( \vec{v}(v_x, v_y, v_z) \) must be known to estimate the pressure gradient \( \vec{\nabla} p \). However, the method employed in this study image only the two-dimensional (2-D) in-plane velocity vector \( \vec{v} = (v_x, v_y) \). The proposed method is therefore developed assuming that the out-of-plane velocity \( v_z \) is zero. The reduced form of the Navier-Stokes equations are expressed here in rectangular coordinates,

\[
\begin{align*}
\frac{\partial p}{\partial x} &= -\rho \frac{\partial}{\partial t} \left( \frac{\partial v_x}{\partial x} + \frac{\partial v_y}{\partial x} + \frac{\partial v_z}{\partial x} \right) \\
\frac{\partial p}{\partial z} &= -\rho \frac{\partial}{\partial t} \left( \frac{\partial v_x}{\partial x} + \frac{\partial v_y}{\partial x} + \frac{\partial v_z}{\partial x} \right)
\end{align*}
\]
The derivatives in (2) are calculated from velocity data using polynomial filtering. A second-order polynomial is fitted to a subset of adjacent data points by the linear least-squared method, which results in a smoothed data set. From this data set the first and second-order derivatives are found using the convolution coefficients [8], [9].

\[
\begin{bmatrix}
\frac{\partial^2 v_x}{\partial x^2} + \frac{\partial^2 v_x}{\partial z^2} \\
\frac{\partial^2 v_x}{\partial x^2} + \frac{\partial^2 v_z}{\partial z^2}
\end{bmatrix}.
\]

The accuracy of the estimated pressure gradients is evaluated through comparison to a finite-element model produced in Comsol (Comsol v4.4, Comsol AB, Stockholm, Sweden). The geometry of this model is constructed from MRI data of the flow phantom obtained using a 3-T scanner (Magnetom Trio, Siemens AG, Munich, Germany) at the Department of Diagnostic Radiology at Rigshospitalet, Denmark. The flow parameters in the simulation model are set to mimic the actual flow conditions in the experimental set-up. An inlet profile equivalent to the one in Fig. 1 is set for the simulation model and the viscosity and density is set to match the properties of the blood-mimicking fluid (BMF-US, Shelley Medical Imaging Technologies, Toronto, Canada) used in the experimental set-up.

IV. RESULTS

A map of vector velocities during peak systole is simulated and plotted for the center of the constricted vessel in Fig. 2A. The color indicates the magnitude of the velocity while the arrows point in the direction of flow movement. The flow accelerates toward the center of the constriction, reaching a peak velocity of 0.13 m/s, before decelerating as the cross-sectional area expands again. Figs. 2B and 2C show maps of pressure gradients derived from the velocity data plotted in Fig. 2A. Fig. 2B presents gradients that are the direct output from the simulation software Comsol, while Fig. 2C shows gradients derived from the simulated velocity data using the model suggested in (2). A comparison between the output from Comsol and the output from the model is made for the maximum pressure gradient found upstream to the constricted vessel, indicated by the circle in the bright green region. The comparison is made for the axial and lateral gradient component and is plotted in Figs. 3-4. The root-mean-square deviation is calculated with respect to the observed range and is found to be 5.6 % for the axial component and 4.5 % for the lateral component. The resemblance between the Comsol output and the output from the suggested model indicates that the model is suitable for calculating pressure gradients.

The experimental results are plotted in Fig. 5. Fig. 5A shows vector velocities at peak systole estimated using the directional synthetic aperture flow imaging approach. As in the case with the simulated data, the flow accelerates toward the constriction reaching a peak velocity of approximately 0.15 m/s. The plotted velocities are used for deriving the pressure gradients. The result of this is seen in Fig. 5B. The overall appearance of the derived gradients shows the same tendencies as in the simulated set-up. Both cases display gradients that point away from the center of the constriction indicating that a low pressure is present here. The estimates at the vessel’s boundaries are affected by the backscattering signal from the vessel wall, especially at the center of the constriction. This region is particular critical as high velocities are seen close to a region outside the flow domain, thus, producing large spatial decelerations, which creates false magnitudes in the derived pressure gradients. A
Fig. 2. Simulated data. (a) shows the simulated vector velocity field through the constricted region. (b) shows a map of the simulated pressure gradients. (c) displays pressure gradients derived using (2) and the velocity data shown in (a).

Fig. 3. Magnitude of axial pressure gradient component

Fig. 4. Magnitude of lateral pressure gradient component

comparison between the estimated results and the simulation model is made for the peak gradient in the upstream region, see Figs. 6 and 7. The maximum bias was found for the axial component, which reached 10% of the peak estimated gradient. The standard deviation over the three cycles was calculated to 13% for both the axial and lateral component.

V. CONCLUSIONS

A non-invasive method for deriving pressure gradients in a pulsatile flow set-up using vector velocity ultrasound data was presented. The pressure gradients were derived using the Navier–Stokes equations for incompressible fluids. The vector velocities inserted into the equations were estimated using the directional synthetic aperture flow imaging at 1500 frames per second. Measurements were performed on a constricted carotid phantom and the results were compared to a numerical simulation model. The experiment showed a maximum bias of 10% and a relative standard deviation of 13%. The paper concludes that pressure gradients can be measured non-invasively using ultrasound to a precision of 85% when looking over three cardiac cycles.
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Fig. 5. Measured data. (a) shows the estimated vector velocity field through the constricted vessel. (b) displays a map of pressure gradients, estimated from the velocity data in (a) using (2). (c) shows the simulated pressure gradients, (same plot as Fig. 2b).

Fig. 6. Magnitude of axial pressure gradient component

Fig. 7. Magnitude of lateral pressure gradient component
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Non-invasive Estimation of Pressure Changes along a Streamline using Vector Velocity Ultrasound
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Abstract—A non-invasive method for estimating pressure changes along a streamline using ultrasound is presented. The suggested method estimates pressure gradients from 2-D vector velocity fields. Changes in pressure are derived using a model based on the Navier-Stokes equations. Scans of a carotid bifurcation phantom with a 70\% constriction are performed using a linear array transducer connected to the experimental scanner, SARUS. 2-D fields of angle-independent vector velocities are acquired to a depth of 3 cm using directional synthetic aperture vector flow imaging. The performance of the suggested estimator is evaluated by comparing its results to a 3-D numerical simulation model. The study showed pressure drops across the constricted phantom varying from -5 Pa to 7 Pa with a standard deviation of 4\%. The proposed method had a normalised root-mean-square error of 10\% in reference to the simulation model. Further, an in-vivo scan of the carotid bifurcation is made to show the feasibility of the technique in a less experimental environment.

I. INTRODUCTION

Abnormal changes in intravascular blood pressure are usually an indication of a diseased vessel. Measuring pressure variations is therefore used clinically as a diagnostic marker in assessing the physiological state of a cardiovascular region [1]. Intravascular pressure is currently assessed by inserting pressure sensing wires or catheters to the femoral artery and threading them to the region of interest. These procedures, however, suffer some severe limitation as they are highly invasive and require the use of ionizing radiation for guidance of the pressure sensory device. A recent report from De Vecchi et al. [2] demonstrated that the accuracy of using catheters is greatly dependent on the physical size and shape of the catheter. It was found that a 24\% overestimation of the peak systolic pressure can result from using a routinely employed catheter compared to the gold standard using a wire.

In 1976, Holen et al. [3] introduced the first fully non-invasive alternative for estimating intravascular pressure based on Doppler ultrasound. Analysing audio signals of the frequency shifts received from the mitral jet revealed the peak systolic velocity. From this the local pressure gradients were calculated using an orifice equation. The method was attractive due to its avoidance of catheterization, but suffered from the drawback that it was solely reliant on a single velocity estimate, which made the method highly sensitive to hemodynamic factors unrelated to the constricted vessel’s effect on the peak velocity, e.g. abnormal cardiac output. The method presented by Holen et al. was further studied in 1989 by Evans et al. [4], and later tested against clinical pressure catheters by Strauss- and Baumgartner et al. [5]–[7]. The latter studies agreed that non-invasive pressure estimation through the simplified Bernoulli equation was achievable, however, the obtained pressure estimates were greatly dependent on the size of the examined vessel and the examiners ability to correct for the Doppler angle. Further advancement in non-invasive techniques for improving pressure estimates have been proposed over the past decades [8]–[17], but none of these have as yet successfully managed to supercede pressure catheters in the clinic.

The purpose of this paper is to present a technique for estimating pressure changes from vector velocity ultrasound data, and to compare these to results obtained using a 3-D finite-element (FE) simulation model. The presented data are obtained from a flow model, which mimics a constricted carotid artery. The study concludes by presenting an in-vivo example of the proposed technique.

II. PRESSURE ESTIMATION USING VECTOR VELOCITIES

The following section describes the employed method for calculating the pressure gradients. It is based on the Navier-Stokes equations:

\[
\rho \left[ \frac{\partial \mathbf{v}}{\partial t} + \mathbf{v} \cdot \nabla \mathbf{v} \right] = -\nabla p + \rho g + \mu \nabla^2 \mathbf{v}, \tag{1}
\]

presuming the conservation of mass and linear momentum. Eq. (1) describes the development of a fluid’s velocity field \(\mathbf{v}(\mathbf{r}, t) = (v_x(t), v_y(t), v_z(t))\) by relating the forces acting on an incompressible volume to its acceleration and density throughout time, \(t\), and space, \(\mathbf{r}\). The left-hand side sums the local \(\frac{\partial \mathbf{v}}{\partial t}\) and convective fluid acceleration \(\mathbf{v} \cdot \nabla \mathbf{v}\), where \(\rho\) is the density of the fluid and \(\nabla\) is the spatial differential operator \((\frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z})\). The right-hand side shows the surface and volume forces that are responsible for the acceleration of the fluid. The forces constitute a pressure drop \(-\nabla p\), a gravitational force \(\rho g\), and a viscous drag caused by the viscosity of the fluid \(\mu \nabla^2 \mathbf{v}\), where \(\nabla^2 \mathbf{v}\) is the Laplacian of the velocity field. The gravitational term is usually neglected, as a patient undergoing an ultrasound scan is placed in a supine position, hence, the buoyancy force cancels out the gravitational force. Rewriting (1) into a scalar equation following a streamline, and where the influence of gravity is omitted, yields the following:

\[
\frac{\partial p}{\partial s} = -\rho \left[ \frac{\partial v_x}{\partial t} + v_x \frac{\partial v_x}{\partial s} \right] + \mu \frac{\partial^2 v_x}{\partial s^2}, \tag{2}
\]
where \( v_s \) is the scalar product of \( \vec{v}(\vec{r},t) \) and the vector that lies tangent to the streamline \( ds = (\hat{s}_x, \hat{s}_y, \hat{s}_z) \). Here \( ds \) is an element of distance along the streamline, which runs in the direction, \( s \). Integrating (2) along the flow direction of the streamline gives the drop in pressure across the line,

\[
\Delta P(t) = \int_0^L \frac{\partial p}{\partial s} ds. \tag{3}
\]

Eqs. (1)–(3) state that the three spatial vector components of \( \vec{v} \) must be known to estimate the pressure gradient \( \nabla p \). This study employs a velocity estimator, which yields the two-dimensional (2-D) in-plane vector velocity field \( \vec{v} = (v_x, v_z) \). The proposed method is, thus, developed assuming that the out-of-plane velocity \( v_y \) is zero.

### A. Calculating the Temporal Acceleration

The temporal derivative in (2) is approximated analytically by decomposing the measured flow profile into a series of sinusoids through a Fourier transform. The profile and its derivative are then expressed by a sum of sinusoids, which oscillate at the frequencies containing the highest levels of energies. Reconstructing the flow profile from a sum of sinusoids is possible as the flow is periodic over the cardiac cycle [4], [18]. The first order derivative of a given flow profile is expressed as:

\[
\frac{dv_s(n,t)}{dr} \approx -\sum_{p=1}^{N} |V_p(n)| 2\pi f_p \sin(2\pi f_p t + \varphi_p(n)), \tag{4}
\]

where \( N \) is the number of sinusoids used in reconstructing the flow profile. \( V_p \) and \( \varphi_p \) are the amplitude and the phase of the frequency component \( f_p \). \( n \) is the index number that runs along the streamline. The selected frequencies, \( f_p \), are chosen based on they level of energy in the frequency domain. For instance, blood flow in larger vessels is mainly govern by the pulsating motion of the heart, hence, the frequencies of highest energy levels are generally associated to the fundamental period of the heart cycles, and its harmonics.

### B. Calculating the Spatial Acceleration

The spatial derivatives in (2) are, unlike the previous case, not necessarily periodic across the examined region. Thus, it is not possible to express the spatial acceleration by a sum of sinusoids. The derivatives are therefore calculated using polynomial filtering of the measured velocity field. A second-order polynomial is fitted to a subset of adjacent data points by the linear least-squared method. Convolution coefficients are calculated from the least-squared model, which are used for finding the first-order derivatives [19]. The spatial accelerations, \( \frac{\partial^2 V}{\partial r^2} \) and \( \frac{\partial^2 V}{\partial z^2} \), in (2) are calculated by pair-wise multiplication of the elements in the velocity window and the convolution coefficients \( (B_k) \) before summing and scaling the five multiplication terms,

\[
\frac{d^2v_s(n,t)}{dx^2} \approx \frac{1}{\Delta s^2} \sum_{p=0}^{n+b} v_s(p,t) B_k(p-(n-h_u)+1). \tag{5}
\]

Here \( \Delta s \) is the sampling interval along the direction of the streamline. The index number \( p \), is found from half the window size of the selected subset, calculated as: \( h_u = \frac{N_{\text{set}}-1}{2} \), where \( N_{\text{set}} \) is the number of samples in the subset. The convolution coefficients at \( k \) equal to 1 and 2, are \( B_1 = \frac{1}{15} [-7, -3.5, 0, 3.5, 7] \) and \( B_2 = \frac{1}{35} [10, -5, -10, -5, 10] \), respectively [19].

### III. SIMULATION MODEL

The accuracy of the estimated pressure changes is evaluated through comparison to a FE model constructed in Comsol (Comsol v4.4, Comsol AB, Stockholm, Sweden). The geometry of the model is build from segmented MRI data of the flow phantom obtained using a 3-T scanner (Magnetom Trio, Siemens AG, Erlangen, Germany) at the Department of Diagnostic Radiology at Rigshospitalet, Denmark. The flow parameters of the simulation model are set to mimic the actual flow conditions in the experimental set-up.

### IV. EXPERIMENTAL SET-UP AND EQUIPMENT

Vector velocity data are acquired from the upper branch of a flow phantom mimicking the carotid bifurcation, (C70-SSEA Shelley Medical Imaging Technologies, Toronto, Canada). Measurements are made using a BK8670 linear array transducer connected to the experimental research scanner SARUS [20]. A three-cycle pulse with a center frequency of 7 MHz is emitted at 12 kHz to a depth of 3 cm. Eight low-resolution images are summed for each high resolution image producing an effective frame-rate of 1,500 Hz.

### V. RESULTS

Angle-independent velocities are estimated using directional synthetic aperture flow imaging, an approach explained by Villagomez-Hoyos et al. [21]. Flow data are recorded over three cardiac cycles, producing roughly 3,900 velocity frames.

The total pressure drop that exist across the scanned region is estimated as a function of time using (2). The spatial derivatives, \( \frac{\partial^2 V}{\partial z^2} \), which goes into the estimator, are calculated using polynomial filtering. A second-order polynomial is fitted to a subset of 71 adjacent velocity estimates covering a 1.4 mm line of the 10.7 mm long streamline. The window size and the order of the filter is selected to minimize the effect of estimator noise under the assumption that flow within a 1.4 mm region can be approximated by a second-order polynomial. Each individual gradient, \( \frac{\partial V}{\partial z} \), gives an indication of how pressure at that particular position changes relative to neighbouring pressure values. Summing the discrete contributions from each estimate along the line, the relative drop in pressure that exist between the two ends of the streamline is obtained. The temporal evolution of the pressure drop for the three measured cardiac cycles is plotted in Fig. 1. The average standard deviation across the pulse is found to 4% in reference to the maximum pressure of 7 Pa. A plot of the three pulses shown on top of each other is seen in Fig. 2. The mean of the three measured pressure profiles is plotted together with the simulated pressure drop from the FE model in Fig. 3. A normalized root-mean-square error of 10% is found between the estimated data and the reference model.
Fig. 1. Measured pressure drop across of the streamline seen on the B-mode image in the back. The center of the plot shows the individual pressure gradients along the line as a function of time. Summing the individual gradients along the streamline gives the total drop in pressure that exist across the stenotic region. This drop is presented by the red curve on the left.

Fig. 2. Pressure drop between the two ends of the streamline for the three cardiac cycles.

A. In-vivo Example

An in-vivo measurement is carried out on the carotid artery of a healthy volunteer. The resulting vector flow image is shown in Fig. 4. The figure displays a longitudinal scan of the volunteer’s left carotid bifurcations together with the measured flow field. The image is captured at peak systole, yielding values in the carotid sinus of roughly 0.6 m/s. Velocities along the streamline are extracted for all time instances and put into the proposed algorithm. The results are shown in Fig. 5. Relative pressure changes along the streamline are plotted as a function of time and lateral position. Here, the plot’s left wall makes up the starting point of the streamline data. Changes in pressure are then found relatively to this point, by moving down-right, parallel to the lateral axis. The figure shows an example on how intravascular pressure changes can be mapped from 2-D velocity data obtained using a non-invasive ultrasound technique.

VI. DISCUSSION

Non-invasive measurement of pressure changes have been calculated from vector velocity data. The pressure drop along a streamline varied depending on when in the cardiac cycle it was measured. Phantom measurements showed a standard deviation of 4%, and a normalized error of 10%. No previous studies on the topic have measured changes in pressure along streamlines using high frame-rate ultrasonic techniques. Such techniques otherwise allow for averaging across estimates without compromising the peak of the profile. Averaging is beneficial as it essentially performs a low-pass filtering of the estimates, thus, avoiding the higher frequency content, which usually is associated with noise. Noise cancellation is crucial for deriving proper derivatives, and becomes increasingly more important when moving into higher order derivatives. Having a method that can detect changes in pressure directly from ultrasound flow data, will provide the clinician with a non-invasive tool for assessing the severity of a stenosis, without the need for ionizing radiation. This allows for the opportunity of making follow-up studies over the course of a disease without the discomfort associated with invasive procedures.
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In-vivo vector flow in the carotid bifurcation

Fig. 4. Volunteer 1: Longitudinal vector flow scan of the carotid bifurcation during peak systolic. Bottom branch shows the internal carotid artery in conjunction with the carotid bulb, for which a vortex is formed during rapid flow movement. A streamline following the vector field is also displayed.

REFERENCES


Abstract I

Preliminary investigation of an ultrasound method for estimating pressure changes in deep-positioned vessels

Jacob Bjerring Olesen, Carlos Armando Villagomez-Hoyos, Marie Sand Traberg, Adrian J. Y. Chee, Billy Y. S. Yiu, Chung Kit Ho, Alfred C. H. Yu, and Jørgen Arendt Jensen

Proceeding of SPIE Ultrasound Imaging. Symp., TBC,

Accepted for oral presentation in San Diego, California, United States, 2016.
Non-invasive ultrasound method for measuring large range pressure changes in deep-positioned vessels
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ABSTRACT

This abstract proposes a new non-invasive method for measuring pressure changes in deep-tissue vessels using vector velocity ultrasound data. The large penetration depth is ensured by acquiring data using a phased array transducer. Vascular pressure changes are then calculated from 2-D angle-independent vector velocity fields using a model based on the Navier-Stokes equations. Experimental scans are performed on a fabricated flow phantom having a constriction of 36% at a depth of 100 mm. Scans are carried out using a phased array transducer connected to the experimental scanner, SARUS. 2-D fields of angle-independent vector velocities are acquired using directional synthetic aperture vector flow imaging. The obtained results are evaluated by comparison to a 3-D numerical simulation model with equivalent geometry as the designed phantom. The study showed pressure drops across the constricted phantom varying from -40 Pa to 15 Pa with a standard deviation of 32%, and a bias of 25% found relative to the peak simulated pressure drop. This preliminary study shows that pressure can be estimated non-invasively to a depth that enables cardiac scans, and thereby, the possibility of detecting the pressure drops across the mitral valve.

Keywords: Medical ultrasound, pressure estimation, vector flow imaging, synthetic aperture

1. INTRODUCTION

Flow estimation using medical ultrasound has received an increasing amount of attention over the past decade. New methods have been introduced, which allow for flow estimation at a time-resolution near the pulse repetition frequency simultaneously at all positions in the image. The increased attention has lead to further advancements that goes beyond the scope of only predicting blood flow velocities. Methods such as flow rate estimation, perfusion imaging, and the estimation of pressure has emerged in the wake of the new developments made to the ultrasonic field. However, non-invasive pressure estimation using vector velocity data has until today been restricted to linear array transducers, thus, limiting the field of view to superficial vessels. But new developments in the velocity estimation scheme has made it possible to obtain angle-independent velocity data using phased array transducers, allowing for the opportunity to perform cardiac scans. This potentially leads to a method that can detect pressure changes across heart valves without using invasive catheters, or being dependent on the insonification angle of the ultrasonic beam.

This paper presents the first study of measuring pressure changes from vector velocity flow data acquired to depth of 100 mm using synthetic aperture with a phased array ultrasound probe.
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2. METHOD

The suggested method is based on the Navier-Stokes equations:

\[ \rho \left[ \frac{\partial \vec{v}}{\partial t} + \vec{v} \cdot \nabla \vec{v} \right] = -\nabla p + \rho \vec{g} + \mu \nabla^2 \vec{v}, \]

assuming the conservation of mass and linear momentum. Eq. 1 describes the development of a fluid’s velocity field \( \vec{v}(\vec{r}, t) = (v_x(t), v_y(t), v_z(t)) \) by relating the forces acting on an incompressible volume to its acceleration and density throughout time, \( t \), and space, \( \vec{r} \). The left-hand side sums the local time-dependent acceleration, \( \frac{\partial \vec{v}}{\partial t} \), and convective fluid acceleration \( \vec{v} \cdot \nabla \vec{v} \), where \( \rho \) is the density of the fluid and \( \nabla \) is the spatial differential operator \( (\frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z}) \). The right-hand side shows the surface and volume forces that are responsible for the acceleration of the fluid. The forces constitute: a pressure drop \( -\nabla p \), a gravitational force \( \vec{g} \), and a viscous drag caused by the viscosity of the fluid \( \mu \nabla^2 \vec{v} \), where \( \nabla^2 \vec{v} \) is the Laplacian of the velocity field. The gravitational term is usually neglected, as a patient undergoing an ultrasound scan is placed in a supine position, hence, the buoyancy force cancels out the gravitational force.

The high precision and temporal frame-rate offered by synthetic aperture flow\(^1,2\) allows for tracking of particles, which intuitively can be visualized by a streamline representation. Rewriting Eq. 1 into a one-dimensional equation following a streamline where the influence of gravity is omitted yields an extended version of the Euler equation:

\[ \frac{\partial p}{\partial s} = -\rho \left[ \frac{\partial v_s}{\partial t} + v_s \frac{\partial v_s}{\partial s} \right] + \mu \frac{\partial^2 v_s}{\partial s^2}, \]

where \( v_s \) is the scalar product of \( \vec{v}(\vec{r}, t) \) and the unit vectors \( (\hat{e}_x, \hat{e}_y, \hat{e}_z) \). Integrating Eq. 2 along the flow direction of the streamline gives the drop in pressure that exist across the line,

\[ \Delta P(t) = \int_0^L \frac{\partial p}{\partial s} ds + C. \]

As the integration constant, \( C \), is unknown, it is the relative change in pressure that is detected.

3. EXPERIMENTAL SET-UP

The proposed method is evaluated on a straight-tube phantom with a 36% constriction during steady flow conditions. A part of the model is shown in Fig. 1. The phantom is connected to a flow system (CompuFlow 1000, Shelley Medical Imaging Technologies, Toronto, Canada) capable of generating customized flow waveforms. The study is performed using a constant waveform and a flow rate of 5 ml/s, and a 3 MHz phased array probe with 128 elements (Sound Technology, Analogic Ultrasonic Group, State College, PA, USA). A two-cycle pulse is emitted at a pulse repetition frequency of 6.2 kHz to a depth of 120 mm, with an elevation focus at 80 mm. Five low-resolution images are summed for each high resolution flow image producing an effective frame-rate of 1.03 kHz. The ultrasound data are processed off-line using Matlab (The MathWorks Inc., Natick, MA, USA).
Figure 2. Vector velocity image at the constriction of the fabricated flow phantom. The image is captured during steady flow conditions. A black-dotted streamline passing through the center of the constriction is also displayed.

4. FINITE ELEMENT MODEL

The accuracy of the derived pressure is evaluated through comparison to a finite element (FE) model made in Comsol (Comsol v5.1, Comsol AB, Stockholm, Sweden). Flow parameters in the simulation model are set to mimic the actual flow conditions in the experimental set-up, with an input flow rate of 5 ml/s, and a simulated viscosity and density of $4.1 \times 10^{-3}$ Pa·s and 1,030 kg/m$^3$, respectively.

5. RESULTS

The method is tested for vector velocity flow data captured from the site of the 36% constriction. An example is displayed in Fig. 2. The image shows flow that accelerates toward the center of the constriction, producing a jet that then slowly decelerates as the lumen expands again. A black streamline following the vector field is also displayed. Throughout the study, changes in pressure are derived along this dotted line. A bias of -50% is observed in the measured flow data compared to the simulation model. This bias is used for compensating the velocity data, before inserting it in the pressure estimator.

For every position along the streamline, an individual pressure gradient is calculated using Eq. (2), relatively to its neighbouring estimates. Only spatial changes in velocity exist for steady flow, thus, the temporal acceleration in Eq. (2) is neglected. The spatial acceleration along the streamlines are found through polynomial filtering, using a window size of five data points and a polynomial order of two. Then, calculating the cumulative sum of the local pressure changes along the direction of the flow, gives the relative drop in pressure that exist between the start of the streamline to any position along the line. The result of doing this for every measured velocity frame is plotted in Fig. 3. The figure shows a relative drop in pressure as the fluid moves through the constricted part of the phantom. The shaded zone indicates a region of one standard deviation normalized to the number of frames recorded, which in this case is 264 frames. The dotted dark curve in Fig. 3 is the result of the simulation model.

6. DISCUSSION

A non-invasive method for detecting pressure changes in a deep positioned vessel using ultrasound vector velocity data has been presented. The method managed to produce pressures within a constriction with a standard
No previous studies on the subject have managed to estimate and validate pressure gradients from 2-D angle-independent vector velocity data obtained using a phased array and synthetic aperture. Every term in the estimator is calculated relative to neighboring velocity estimates, yielding pressure gradients that are independent of systemic flow factors, such as abnormalities in the cardiac output. The proposed method also offers the advantage of including temporal pressure changes, however, this was not considered in this paper as constant flow was studied. Yet, being able to include temporal changes is essential for studies on the cardiovascular system. A shortcoming of the proposed method is its lacking ability to estimate the out-of-plane velocity component $v_y$. This makes the estimator vulnerable in complex flow environments that has vector velocity components in all three spatial direction.

7. CONCLUSION

A non-invasive method for deriving pressure changes in a large field of view using ultrasound has been presented. Relative changes in pressure were derived using the Navier-Stokes equation for incompressible fluids. The vector velocities inserted into the equation were estimated using a directional synthetic aperture flow method yielding the two in-plane velocity components at a frame rate proportional to the pulse repetition frequency. The obtained pressure gradients were evaluated by comparison to a finite element simulation model. The result of this showed a standard deviation of 32% and a bias low of 25%. The abstract concludes that changes in pressure can be obtained to a depth of at least 100 mm, thereby, allowing for the opportunity of performing cardiac scans.
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TECHNICAL FIELD

The following generally relates to ultrasound imaging and more particularly to non-invasively estimating intravascular pressure changes with velocity vector ultrasound (US).

BACKGROUND

Abnormal changes in intravascular blood pressure have been an indication of a diseased vessel. The literature indicates that measured pressure variations have been used clinically as a diagnostic marker in assessing the physiological state of a cardiovascular region. Intravascular pressure can be determined by inserting pressure sensing wires or catheters to the femoral artery and threading them to the region of interest. Such a procedure is invasive and has required the use of ionizing radiation for guidance of the pressure sensory device. Unfortunately, invasive procedures leave the patient susceptible to infection, bleeding, etc., and ionizing radiation can damage or kill cells. Furthermore, the literature has indicated that the accuracy of using catheters is greatly dependent on the physical size and shape of the catheter.

A less invasive approach estimates local pressure changes using microbubbles. This approach relies on injecting gas-filled bubbles into the circulatory system to measure the frequency shift that occurred in the scattered spectrum as ultrasonic waves were applied. Unfortunately, this approach requires the injection of microbubbles. A non-invasive approach is based on Doppler ultrasound. This approach includes analyzing audio signals of the frequency shifts received from the mitral jet, which reveals the peak systolic velocity. From this, local pressure gradients are calculated using an orifice equation. This approach is reliant on a single velocity estimate. Unfortunately, this renders the approach sensitive to hemodynamic factors unrelated to the constricted vessel's effect on the peak velocity, e.g. abnormal cardiac output. This approach has been considered in the literature as unreliable.

In view of at least the above, there is an unresolved need for another approach for measuring intravascular blood pressure.
SUMMARY

Aspects of the application address the above matters, and others.

In one aspect, a method for determining pressure gradients with ultrasound data includes acquiring ultrasound data of a vessel and generating a velocity vector profile for flow in the vessel with the ultrasound data. The method further includes computing an acceleration with the velocity vector profile. The acceleration includes at least a temporal acceleration, and computing the temporal acceleration includes reducing noise from the velocity vector profile and determining the temporal acceleration from the noise-reduced velocity data. The method further includes determining the pressure gradients with the computed acceleration. The method further includes displaying an ultrasound image of the vessel with indicia indicative of the pressure gradients superimposed thereover.

In another aspect, an apparatus includes a velocity estimator that processes ultrasound image data acquired by an ultrasound imaging system and generates velocity vector fields based thereon. The apparatus further includes a temporal acceleration processor that processes the velocity vector fields and generates a temporal acceleration, wherein the temporal acceleration processor filters the velocity vector fields while determining the temporal acceleration. The apparatus further includes a spatial acceleration processor that processes the velocity vector fields and generates a spatial acceleration. The apparatus further includes a pressure change estimator that estimates pressure gradients for the ultrasound data based on a model and the temporal and spatial accelerations. The apparatus further includes a display configured to display ultrasound image data and the pressure gradients estimates.

In another aspect a non-transitory computer readable storage medium is encoded with computer executable instructions which when executed by a processor of the computer causes the processor to: determine a spatial acceleration based on velocity vector fields, transform the velocity vector fields to the frequency domain, producing a sum of sinusoids, differentiate a sub-set of the sinusoids satisfying at least one of a predetermined energy of interest or a predetermined frequency range of interest, producing a sum of cosines, reconstruct the sum of cosines to determine a temporal acceleration, and determine a pressure change with the Navier-Stokes equation based on the spatial acceleration and the temporal acceleration.
Those skilled in the art will recognize still other aspects of the present application upon reading and understanding the attached description.

BRIEF DESCRIPTION OF THE DRAWINGS

The application is illustrated by way of example and not limited by the figures of the accompanying drawings, in which like references indicate similar elements and in which:

Figure 1 schematically illustrates an example ultrasound imaging system with an intravascular pressure determiner;

Figure 2 schematically illustrates an example of the intravascular pressure determiner;

Figure 3 shows an example inlet profile;

Figure 4 shows an ideal number of sinusoids needed to reconstruct the profile in Figure 3;

Figure 5 shows the approximated flow from the center of the constriction;

Figure 6 show results of mapping pressure gradients derived from the velocity data;

Figure 7 shows a plot of the temporal evolution of the pressure drop for the three measured cardiac cycles;

Figure 8 shows the mean of three measured pressure profiles plotted together with a simulated pressure drop from an FE model;

Figure 9 illustrates a method, and

Figure 10 shows an example display of 2-D pressure changes through a vessel.

DETAILED DESCRIPTION

The following generally describes a non-invasive approach for estimating intravascular pressure changes from ultrasound imaging data. In one instance, the approach estimates pressure gradients from 2-D or 3-D vector velocity fields. Changes in pressure are then derived using a model based on, e.g., the Navier-Stokes and/or other equations.

Initially referring to Figure 1, an example ultrasound imaging system 100 is illustrated.
A transducer array 102 includes a plurality of transducer elements, which are configured to transmit ultrasound signals and receive echo signals. Examples of suitable one-dimensional (1-D) arrays include arrays with 8, 16, 32, 64, 96, 128, 512, etc. transducer elements. Other numbers of elements and/or dimensions (e.g., two-dimensional, or 2-D) are also contemplated herein. The array 102 can be linear, curved, and/or otherwise shaped. The transducer array 102 can be fully populated or sparse and/or a combination thereof.

Transmit circuitry 104 generates a set of pulses that are conveyed to the transducer array 102. The set of pulses actuates a corresponding set of the transducer elements of the transducer array 102, causing the elements to transmit ultrasound signals into an examination or scan field of view. Receive circuitry 106 receives echoes generated in response to the transmitted ultrasound signals from the transducer 102. The echoes, generally, are a result of the interaction between the emitted ultrasound signals and the structure (e.g., flowing blood cells, organ cells, etc.) in the scan field of view.

A controller 108 controls the transmit circuitry 104 and/or receive circuitry 106. In one instance, the controller 108 controls the transmit circuitry 104 to emit waves (e.g., unfocused spherical, weakly focused, plane, etc.) from the aperture by placing virtual sources behind the transducer. A beamformer 112 processes the echoes and generates data at least for generating images and estimating velocity. In one non-limiting instance, this includes generating a sequence of focused, coherent echo samples along focused scanlines of a scanplane.

A velocity estimator 113 is configured to estimate 2-D and/or three-dimensional (3-D) vector velocity fields. For example, the velocity estimator 113 can be configured to estimate a 2-D in-plane vector velocity field \( \vec{v}(\vec{r}, t) = (v_x(t), v_y(t)) \). The out-of-plane velocity \( v_z(t) \) can be set to zero. Alternatively, the out-of-plane velocity \( v_z(t) \) is also determined to estimate a 3-D vector velocity field.


An intravascular pressure estimator 114 is configured to process the velocity vector to estimate a change in intravascular pressure. As described in greater detail below, in one instance this includes smoothing the velocity vector profile, computing a temporal acceleration term from the smoothed velocity vector data, and determining a pressure gradient based on the temporal acceleration term, a spatial acceleration term, and the Navier-Stokes equation. The smoothing, in one instance, de-noises the velocity vector profile. Optionally, the intravascular pressure estimator 114 is further configured to determine pressure drops.

A scan converter 116 scan converts the scanlines for frames of data to generate data for display, for example, by converting the data to the coordinate system of the display. The scan converter 116 can employ analog and/or digital scan converting techniques. A display 118 is configured to display an ultrasound image, an intravascular pressure, a change in intravascular pressure, a pressure drop, etc. The pressure can be visually displayed with indicia (e.g., alphanumeric, graphical, etc.).

A user interface (UI) 110, which includes an input device (e.g., a button, a slider, a touch surface, etc.) and/or an output device (e.g., a visual and/or audible, etc.), provides an interface between the system 100 and a user of the system 100.

It is to be appreciated that the beamformer 112, the velocity estimator 113, the intravascular pressure estimator 114, and/or other components of the system 100 can be implemented via a processor (e.g., a microprocessor, central processing unit, a controller, etc.) executing one or more computer readable instructions encoded or embedded on a non-transitory computer readable storage medium such as physical memory. The processor can additionally or alternatively execute a computer readable instruction carried by a carrier wave, a signal, or other transitory medium.

Figure 2 illustrates an example of the intravascular pressure estimator 114.
The illustrated intravascular pressure estimator 114 includes a temporal acceleration processor 208. In this example, the temporal acceleration processor 208 approximates a temporal acceleration analytically by decomposing a measured flow profile into a series of sinusoids through a Fourier transform. These sinusoids oscillate at frequencies, such as those descriptive for the original profile. The temporal acceleration processor 208 identifies a sub-set of the sinusoids as sinusoids of interest. In one instance, the sub-set includes sinusoids that satisfy energy criterion of interest, e.g., a predetermined number of sinusoids with a highest energy, sinusoids with energy in a predetermined range, etc. In another instance, the sub-set includes sinusoids corresponding to a frequency below a cut-off frequency (e.g., 500 Hz, 1 kHz, etc.). In yet another instance, the sub-set is determined based on a combination of energy and frequency. Other criterion is also contemplated herein.

The temporal acceleration processor 208 differentiates the selected sinusoids. In this example, the temporal acceleration processor 208 computes a first order derivative as shown in Equation 1:

\[
\frac{d\tilde{v}_m(i,j,t)}{dt} = \sum_{p=1}^{N} |\tilde{v}_p(i,j)|2\pi f_p(i,j)\sin \left(2\pi f_p(i,j)t - \varphi_p(i,j)\right),
\]

where \(N\) represents a number of sinusoids used in reconstructing the flow profile, \(V_p\) and \(\varphi_p\) represents an amplitude and a phase of the frequency component \(f_p\), \((i,j)\) represents a position within the each velocity field, and \(m\) a direction (e.g., either axial \(z\) or lateral \(x\)).

Taking the derivative computes the temporal acceleration as a sum of cosines. The temporal acceleration processor 208 reconstructs the sum of cosines, e.g., using a trigonometric function, to transform the data back into the time domain. Reconstructing the flow profile as such in connection with cardiac data is possible as the flow is periodic over the cardiac cycle.

With this approach, the velocity profile at each position within the vector field is first transformed from the time domain to the frequency domain, e.g., through a Fourier transform to decompose the vector fields into the frequencies that make it up over a plurality of energy bins. A sub-set of the frequency components is then retained while
others are discarded, ignored, etc. In one instance 4 to 12 frequency components, such as 6, 7, 8, 9, 10, etc. frequency components are retained. As discussed above, the selection can be based on energy, frequency, etc. such that a sub-set of the frequency bins are selected. An example where 8 frequency components or bins are selected is discussed below in connection with Figure 4 herein. The derivative shifts the phase of the selected frequencies by 90 degrees to produce the temporal acceleration profile. This process has the effect of smoothing the original vector velocity estimates, e.g., by removing higher frequency components, which results in higher precision of pressure gradient estimates. The differentiated data is then transformed back to the time domain and further processed as described herein.

The illustrated intravascular pressure estimator 114 further includes a spatial acceleration processor 210. In this example, the spatial acceleration processor 210 calculates a spatial acceleration using polynomial filtering of the measured velocity field. In one instance, the spatial acceleration processor 210 fits a second-order polynomial to a subset of adjacent data points by a linear least-squared approach and then calculates convolution coefficients from a least-squared model, which are used for finding the first-order derivatives. The spatial acceleration processor 210 calculates the axial and lateral derivatives discretely for each position in a scan plane at a given time $t$.

In one instance, the spatial acceleration processor 210 calculates the axial and lateral derivatives through Equations 2 and 3:

**Equation 2:**

$$
\frac{d\tilde{v}_m(i, j, t)}{di} \approx \frac{1}{\Delta m} \sum_{p=i-h_w}^{i+h_w} \tilde{v}_m(p, i, t) \tilde{B}(p - (i - h_w) + 1),
$$

and

**Equation 3:**

$$
\frac{d\tilde{v}_m(i, j, t)}{dj} \approx \frac{1}{\Delta m} \sum_{p=j-h_w}^{j+h_w} \tilde{v}_m(p, i, t) \tilde{B}(p - (j - h_w) + 1),
$$
where $\Delta m$ represents a sampling interval of the velocity field in either the axial or lateral direction, $p$ represents an index, $B$ represents convolution coefficients, and $\tilde{v}_{m}^T$ represents the transpose of $\tilde{v}_{m}$. The index number $p$ can be found from half a window size of the selected subset, which can be calculated by: $h_w = \frac{N_{set} + 1}{2} - 1$, where $N_{set}$ represents a number of samples in the subset. The convolution coefficients in $B$ depend solely on the order of the fitted polynomial and the size of the selected window, which can be found in look-up tables. The multiplication of $\tilde{v}_{m}^T$ and $B$, in this example, is performed element by element.

The illustrated intravascular pressure estimator 114 further includes a pressure change estimator 202. The pressure change estimator 202 is configured to estimate at least an intravascular pressure with the 2-D or 3-D vector velocity fields based on a model. Model storage 204 stores such a model. In the following example, the model is used to determine, from the 2-D vector velocity, in-plane pressure gradients, using the temporal and spatial acceleration (i.e., the temporal and spatial derivatives), as shown in Equations 4A or 4B:

**Equation 4A:**

\[
\frac{\partial p}{\partial x} = -\rho \left[ \frac{\partial v_x}{\partial t} + v_x \frac{\partial v_x}{\partial x} + v_z \frac{\partial v_x}{\partial z} \right], \quad \text{and} \quad \frac{\partial p}{\partial z}
\]

**Equation 4B:**

\[
\begin{bmatrix}
\frac{\partial p}{\partial x} \\
\frac{\partial p}{\partial y} \\
\frac{\partial p}{\partial z}
\end{bmatrix} = -\rho \left[ \frac{\partial v_x}{\partial t} + v_x \frac{\partial v_x}{\partial x} + v_z \frac{\partial v_x}{\partial z} \right] + \mu \left[ \frac{\partial^2 v_x}{\partial x^2} + \frac{\partial^2 v_x}{\partial z^2} \right] + \rho \gamma_g
\]

where $p$ represents the pressure, $x$ represents the axial direction, $z$ represents the lateral direction, $t$ represents time, $v_x$ represents the axial velocity component, $v_z$ represents the lateral velocity component, $\rho$ and $\mu$ represents density and viscosity, respectively, and $g$ represents the gravitational force. In general, Equation 4B additionally includes viscous
forces and the gravity terms. For Equations 4A and 4B, the out-of-plane velocity $v_y$ and changes in this direction are zero. In a variation, the out-of-plane velocity $v_y$ can be included in Equations 4A or 4B and/or otherwise considered in the determination of the pressure gradients.

Such a model can be based on the Navier-Stokes equation, which is shown in Equation 5:

$$\rho \left[ \frac{\partial \hat{v}}{\partial t} + \hat{v} \cdot \nabla \hat{v} \right] = -\nabla p + \rho \hat{g} + \mu \nabla^2 \hat{v},$$

where $\rho$ represents a density of the fluid, $\hat{v}$ represents a velocity vector, $\frac{\partial \hat{v}}{\partial t}$ represents a partial derivative of the velocity vector as a function of time, $\nabla$ represents a spatial differential operator $\left( \frac{\partial}{\partial x}, \frac{\partial}{\partial y}, \frac{\partial}{\partial z} \right)$, $\hat{v} \cdot \nabla \hat{v}$ represents convective fluid acceleration, $\nabla p$ represents a pressure gradient, $\hat{g}$ represents a gravitational force, $\nabla^2 \hat{v}$ a Laplacian of the velocity field, and $\mu \nabla^2 \hat{v}$ represents a viscous drag caused by the viscosity of the fluid.

Equation 5 describes the development of a fluid's velocity field $\hat{v}(\vec{r}, t) = (v_x(t), v_y(t), v_z(t))$ by relating forces acting on an incompressible volume to acceleration and density at a position $\vec{r}$ and a time $t$. From Equation 5, the pressure gradient $\nabla p$ can be determined if the three spatial vector components of $\hat{v}$ are known. The gravitational term, in one instance, can be ignored, for example, as a patient undergoing a scan (e.g., ultrasound) is placed in a supine position. The viscous forces, in one instance, can be ignored, for example, when studying blood flow in larger arteries, for example, due to the forces small effect on the overall movement of flow.

A pressure drop determiner 206 determines one or more pressure drops based on the pressure gradients. In another embodiment, the pressure drop determiner 206 is omitted. Figure 6 below shows an image with pressure gradients (represented via the arrows) superimposed over a vessel in an image. In one instance, a user can identify (via a mouse, etc.) points of interest in the vessel, e.g., behind, within, and before the constriction. The pressure drop determiner 206 determines a pressure drop based on these
three points. In another example using Figure 6, a user can draw a line along the long axis of the vessel running through the constriction. A pressure drop can be determined for a particular moment in time by integrating the pressure gradients along the line in the image. This can be repeated for multiple time points based on each corresponding image. In yet another example, pressure drops can be calculated for a plurality of such lines each time point.

The one or more pressure drops can be graphically and/or alpha-numerically presented or displayed via the display 118. For example, the three points and the pressure drop can be superimposed over the image. In another example, the pressure drops for the line can be shown as a plot as a function of time as shown below in Figure 7. In another example, the pressure drops for the plurality of lines can be shown as a pressure map, e.g., similar to weather map. Figure 10 shows an example display of 2-D pressure changes through a vessel. The pressure values are given in reference to the entrance of the vessel (left side), which is set to zero. In this case, pressure is derived using EQUATION 6A on multiple streamlines following the vector velocity field.

The following describes a non-limiting example that compares an accuracy of the pressure changes using the approach described herein with a simulation. The simulation includes a finite element (FE) model. The geometry of the model is built from segmented MRI data of the flow phantom obtained using a 3-T scanner. The flow parameters of the simulation model are set to mimic actual flow conditions in the experimental set-up. Figure 3 shows an example inlet profile equivalent to a one measured during experimental settings, which is applied to the entrance of the model. The viscosity (e.g., $4.1e^{-3}$ pascal-second, or Pa$\cdot$s) and density (1,030 kilogram per cubic meter, or kg/m$^3$) are assigned values that match the properties of the blood-mimicking fluid. An example of such a model is discussed in Olesen et al., “Noninvasive estimation of 2-D pressure gradients in steady flow using ultrasound,” IEEE Transactions on Ultrasonics, Ferroelectrics and Frequency Control, vol. 61, no. 8, pp. 1409-1418.

The experimental set-up and equipment are described next. Vector velocity data are acquired on a flow phantom mimicking the carotid bifurcation having a 70% constriction of the internal branch. Measurements are acquired using a linear array transducer such as the BK8670, a product of BK Medical, DK. The linear array transducer is connected to an experimental research scanner. A three-cycle pulse with a
center frequency of 7 MHz is emitted at 12 kHz to a depth of 3 cm. Eight low-resolution images are summed for each high resolution image producing an effective frame-rate of 1,500 Hz. The ultrasound data can be processed on or off-line. The carotid phantom is connected to a flow system capable of generating customized flow waveforms.

The local acceleration is approximated by decomposing the measured waveform into a number of sinusoids each oscillating at different frequencies. This is done to express the derivatives for calculating the pressure gradients analytically. The number of sinusoids needed to make a realistic reconstruction of the original flow waveform depends on the complexity of the profile and the amount of noise present in the signal. Figure 4 shows an ideal number of sinusoids needed to reconstruct the profile in Figure 3 as a function of an increasing noise level in the measured signal. The system’s inlet waveform can be more than 98% recovered from the sum of eight sinusoids, despite having a 20 dB level of white Gaussian noise. The approximated flow from the center of the constriction is plotted in Figure 5.

Maps of pressure gradients are derived from the velocity data, and a result is shown in Figure 6. The estimated gradients are plotted during the peak systolic phase of the cardiac cycle. Figure 6 is calculated using the estimator described in Equation 4A. The arrows and their background gray levels indicate a direction and a magnitude of the gradients, respectively. Figure 6 shows arrows that tend to point away from the center of the constriction, indicating that a low pressure is present here. The spatial derivatives used in Figure 6 are calculated using window sizes of 31 (3 mm) and 11 (2 mm) data points for the axial and lateral direction, respectively.

One way of displaying a pressure drop across a region is by using a streamline representation. For instance, adding vector components, $v_x$ and $v_z$, which underlie the streamline, yields the velocity component tangent to the streamline, $v_s$. Re-writing the 2-D in-plane velocity components to a single component parallel to the streamline, means that pressure gradients along the line, can be derived using a 1-D representation of Equation 5, as shown in Equations 6A or 6B:

\[
\frac{\partial p}{\partial s} = -\rho \left[ \frac{\partial v_x}{\partial t} + v_z \frac{\partial v_x}{\partial s} \right].
\]

Equation 6A:
Equation 6B:
\[
\frac{\partial p}{\partial s} = -\rho \left[ \frac{\partial v_x}{\partial t} + v_s \frac{\partial v_x}{\partial s} \right] + \mu \left[ \frac{\partial^2 v_x}{\partial s^2} \right]
\]

In general, Equation 6B additionally includes viscous forces and the gravity terms.

The total pressure drop that exists across the streamline is estimated as a function of time. The spatial derivatives, which go into the estimator, are calculated using polynomial filtering. A second-order polynomial is fitted to a subset of 71 adjacent velocity estimates covering a 1.4 mm line of the 10.7 mm long streamline. The window size and the order of the filter is selected to minimize the effect of estimator noise and under the assumption that flow within a 1.4 mm region can be approximated by a second-order polynomial. Each individual gradient gives an indication of how pressure at that particular position changes relative to neighboring pressure values. Summing the discrete contributions from each estimate along the line, the relative drop in pressure that exists between the two ends of the streamline is obtained.

The temporal evolution of the pressure drop for the three measured cardiac cycles is plotted in Figure 7. The figure shows the greatest pressure drop in the systolic phase of the cardiac cycle, and that the drop peaks just before the flow reaches its maximum velocity. The average standard deviation across the pulse is found to 4% in reference to the maximum pressure of 7 Pa. The mean of the three measured pressure profiles is plotted together with the simulated pressure drop from the FE model in Figure 8. A normalized root-mean-square error of 10% is found between the estimated data and the reference model.

In this example, non-invasive measurement of pressure changes has been calculated from vector velocity data. The intravascular pressure drop across the constricted phantom varied depending on when in the cardiac cycle it was measured. The largest drop was estimated just prior to the peak systolic phase, reaching 7 Pa with a standard deviation of 4%. A normalized error of 10% was seen between the estimated pressure and the results from the FE model. For this example, the approach described herein employs vector velocity data acquired to a depth of 3 cm using directional synthetic aperture flow imaging, producing 1,500 velocity frames a second.
Such techniques otherwise allow for averaging across estimates without compromising the peak of the profile. Averaging is beneficial as it essentially performs a low-pass filtering of the estimates, thus, avoiding the higher frequency content, which usually is associated with noise. Noise cancellation can be used for deriving proper derivatives, and can become important when moving into higher order derivatives. The effect of viscosity, which is related to second-order differentiation, gets introduced when studying flow in smaller vessel where the influence from the wall is more prominent. Therefore, pressure estimation by the Navier-Stokes equations should for those regions take the viscous forces into account.

The literature indicated a 24% overestimation of the peak systolic pressure from commonly employed catheters. The example herein showed results within 10% of the reference model and with a standard deviation of 4%, indicating that the approach described herein obtains pressure measurements that are more reliable than an invasive catheter. Superseding catheters in the clinic may eliminate the need for such invasive procedures and their appertaining X-ray radiation for guidance of the catheter.

Figure 9 illustrates a method.

It is to be understood that the following acts are provided for explanatory purposes and are not limiting. As such, one or more of the acts may be omitted, one or more acts may be added, one or more acts may occur in a different order (including simultaneously with another act), etc.

At 1402, ultrasound imaging data is acquired. It is to be appreciated that ultrasound imaging data can be acquired in near real-time and thus provides higher timer resolution data for superior filter, e.g., relative to MR and/or other imaging modalities, where data is averaged data over time due to slower acquisition capabilities.

At 1404, vector velocity fields are determined from the acquired ultrasound imaging data. As described herein, this includes 2-D and/or 3-D velocity vector fields determined using various approaches such a transverse oscillation, plane wave, synthetic aperture, etc.

At 1406, temporal and spatial acceleration components are determined based on the velocity vector fields, as described herein and/or otherwise.

At 1408, pressure gradients are estimated from the temporal and spatial acceleration components, as described herein and/or otherwise.
At 1410, the pressure gradients are presented, as described herein and/or otherwise.
At 1412, one or more pressure drops are determined based on the pressure gradients, as described herein and/or otherwise.
At 1414, the pressure drops are presented, as described herein and/or otherwise.
In another embodiment, acts 1410 and 1412 are omitted.
The pressure gradients and/or drops can be conveyed to another device. The other device can be a display, hardware memory, another device, etc. In one instance, a pressure gradient and/or drop that crosses a predetermined threshold level cause the other device to perform an act. For example, the drop may cause the other device to invoke an alarm, transmit a notification to a smartphone, page, or the like, sense another physiologic parameter, etc.

The methods described herein may be implemented via one or more processors executing one or more computer readable instructions encoded or embodied on computer readable storage medium such as physical memory which causes the one or more processors to carry out the various acts and/or other functions and/or acts. Additionally or alternatively, the one or more processors can execute instructions carried by transitory medium such as a signal or carrier wave.

The application has been described with reference to various embodiments. Modifications and alterations will occur to others upon reading the application. It is intended that the invention be construed as including all such modifications and alterations, including insofar as they come within the scope of the appended claims and the equivalents thereof.
CLAIMS

What is claimed is:

1. A method for determining pressure gradients with ultrasound data, the method comprising:
   - acquiring ultrasound data of a vessel;
   - generating a velocity vector profile for flow in the vessel with the ultrasound data;
   - computing an acceleration with the velocity vector profile, wherein the acceleration includes at least a temporal acceleration, and computing the temporal acceleration includes reducing noise from the velocity vector profile and determining the temporal acceleration from the noise-reduced velocity data;
   - determining the pressure gradients with the computed acceleration; and
   - displaying an ultrasound image of the vessel with indicia indicative of the pressure gradients superimposed thereover.

2. The method of claim 1, wherein the pressure gradients are generated using the Navier-Stokes equation.

3. The method of any of claims 1 to 2, wherein computing the temporal acceleration includes:
   - transforming the velocity vector profile from the time domain to the frequency domain;
   - selecting a sub-set of the frequency components;
   - processing the selected sub-set by differentiating the selected sub-set; and
   - transforming the differentiated selected sub-set back to the time domain.

4. The method of claim 3, wherein the transforming of the differentiated selected sub-set back to the time domain includes employing a trigonometric function that reconstructs the data back into the time domain.
5. The method of any of claims 3 to 4, wherein transforming the velocity vector profile to the frequency domain includes applying a Fourier transform to the velocity vector profile.

6. The method of any of claims 3 to 5, wherein selecting the sub-set of the frequency components includes selecting only 4 to 16 of the frequency components.

7. The method of any of claims 3 to 6, wherein selecting the sub-set of the frequency components include selecting a sub-set of the frequency components that satisfy predetermined energy criteria.

8. The method of any of claims 3 to 7, wherein selecting the sub-set of the frequency components include selecting a sub-set of the frequency components that satisfy predetermined frequency criteria.

9. The method of any of claims 1 to 8, wherein the acceleration further includes a spatial acceleration.

10. The method of any of claims 1 to 8, wherein determining the pressure drop includes:
    receiving an identification of a plurality of points of interest on the ultrasound image, wherein the plurality of points of interest are respectively located behind a constriction of the vessel, within the constriction, and before the constriction;
    determining a pressure drop based on the pressure gradients for the plurality of points of interest;
    visually identifying the plurality of points of interest on the displayed ultrasound image; and
    displaying the determined pressure drop.

11. The method of any of claims 1 to 8, wherein determining the pressure drop includes:
receiving a signal identifying a set of pixels in the image for a line along a long axis of the vessel;

determining a pressure drop by integrating over the pressure gradients corresponding to the identified set of pixels;

repeating the acts of receiving and determining for each image frame; and

visually presenting the pressure drops as a function of time.

12. The method of claim 11, further comprising:
repeating the acts of receiving, determining, repeating and presenting for a plurality of different lines along the long axis of the vessel each image frame; and

visually presenting the pressure drops as a pressure map.

13. The method of any of claims 1 to 12, wherein the velocity vector profile is one of a 2-D or 3-D velocity vector profile.

14. The method of any of claims 1 to 13, further comprising:

generating the velocity vector profile based on at least one of a transverse oscillation, a plan wave, or a synthetic aperture algorithm.

15. An apparatus, comprising:

a velocity estimator (113) that processes ultrasound image data acquired by an ultrasound imaging system and generates velocity vector fields based thereon;

a temporal acceleration processor (208) that processes the velocity vector fields and generates a temporal acceleration, wherein the temporal acceleration processor filters the velocity vector fields while determining the temporal acceleration;

a spatial acceleration processor (210) that processes the velocity vector fields and generates a spatial acceleration;

a pressure change estimator (202) that estimates pressure gradients for the ultrasound data based on a model and the temporal and spatial accelerations; and

a display configured to display ultrasound image data and the pressure gradients estimates.
16. The apparatus of claim 15, wherein the model is based on the Navier-Stokes equation.

17. The apparatus of any of claims 15 to 16, wherein the temporal acceleration processor generates the temporal acceleration by decomposing the velocity vector fields into a series of sinusoids, discarding a sub-set of the sinusoids that contribute to noise, differentiating the remaining sinusoids, and reconstructing the differentiated data back to the time domain.

18. The apparatus of any of claims 15 to 17, wherein the spatial acceleration processor fits a second-order polynomial to a subset of adjacent data points by a linear least-squared approach and then calculates convolution coefficients from a least-squared model to approximate first-order derivatives to generate the spatial acceleration.

19. The apparatus of any of claims 15 to 18, further comprising:
   determining one or more pressure drop based on the pressure gradients.

20. A non-transitory computer readable storage medium encoded with computer executable instructions which when executed by a processor of the computer causes the processor to:
   determine a spatial acceleration based on velocity vector fields;
   transform the velocity vector fields to the frequency domain, producing a sum of sinusoids;
   differentiate a sub-set of the sinusoids satisfying at least one of a predetermined energy of interest or a predetermine frequency range of interest, producing a sum of cosines;
   reconstruct the sum of cosines to determine a temporal acceleration; and
   determine a pressure change with the Navier-Stokes equation based on the spatial acceleration and the temporal acceleration.
ABSTRACT

A method for determining pressure gradients with ultrasound data includes acquiring ultrasound data of a vessel and generating a velocity vector profile for flow in the vessel with the ultrasound data. The method further includes computing an acceleration with the velocity vector profile. The acceleration includes at least a temporal acceleration, and computing the temporal acceleration includes reducing noise from the velocity vector profile and determining the temporal acceleration from the noise-reduced velocity data. The method further includes determining the pressure gradients with the computed acceleration. The method further includes displaying an ultrasound image of the vessel with indicia indicative of the pressure gradients superimposed thereover.
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Flow Acceleration Estimation Directly From Beamformed Ultrasound data

TECHNICAL FIELD

The following generally relates to ultrasound imaging and more particularly to estimating temporal and/or spatial acceleration directly from beamformed ultrasound data.

BACKGROUND

An ultrasound imager can provide real-time structural images (e.g., a B-mode) of the interior of an object or a subject such as tissue, organs, etc. An ultrasound imager can also provide real-time images of flow (e.g., velocity) inside of a cavity such as the flow of blood cells in vascular tissue. In one instance, the flow image is super-imposed over the B-mode image, which provides a structural frame of reference for the flow image.

Flow acceleration has been used for clinical evaluation, including analyzing ventricular performance, studying hemodynamics, estimating pressure gradients in the circulatory system, etc. For example, Olesen et al., “Noninvasive estimation of 2-D pressure gradients in steady flow using ultrasound,” IEEE Trans. Ultrason., Ferroelec., Freq. Contr., vol. 61, no. 8, pp. 1409–1418, 2014, discusses an approach to estimate pressure gradients from flow acceleration.

Flow acceleration estimation is especially used when deriving pressure through for instance the Navier-Stokes Equations. Spatial and temporal accelerations are calculated by differentiating velocity estimates. However, this approach is highly sensitive to the precision of the velocity estimates (and/or the velocity estimator estimating the velocity estimates), and the velocity estimates tend to be noisy.

Unfortunately, this leads to even higher noise levels of the derived acceleration as noise in the velocity field transfers directly to the acceleration estimate. The differential quotient increases the noise-level as the mathematical operator basically performs a high pass filtering of the velocity estimates, which primarily is governed by estimator noise. With these approaches, filtering (e.g., by means of Savitzky-Golay filters) and/or using a model and least squares analysis has been used to cope with the level of noise.

In view of at least the above, there is an unresolved need for another approach for estimating flow acceleration.
SUMMARY

Aspects of the application address the above matters, and others.

In one aspect, a method for determining a flow acceleration directly from beamformed ultrasound data includes extracting a sub-set of data from the beamformed ultrasound data, wherein the sub-set of data corresponds to predetermined times and predetermined positions of interest, determining the flow acceleration directly from the extracted sub-set of data, and generating a signal indicative of the determined flow acceleration.

In another aspect, an apparatus includes a beamformer configured to process electrical signals indicative of received echoes produced in response to an interaction of a transmitted ultrasound signal with tissue and generate RF data, and an acceleration flow processor configured to directly process the RF data and generate a flow acceleration therefrom.

In another aspect a non-transitory computer readable storage medium is encoded with computer executable instructions which when executed by a processor of the computer causes the processor to: beamform ultrasound data acquired with an ultrasound imaging system producing RF ultrasound data, determine a double cross-correlation between a first sub-set of data from the RF ultrasound data and a second different sub-set of data from the RF ultrasound data, and determine a flow acceleration directly from the double cross-correlation.

Those skilled in the art will recognize still other aspects of the present application upon reading and understanding the attached description.

BRIEF DESCRIPTION OF THE DRAWINGS

The application is illustrated by way of example and not limited by the figures of the accompanying drawings, in which like references indicate similar elements and in which:

Figure 1 schematically illustrates an example ultrasound imaging system with a flow acceleration processor.

Figure 2 schematically illustrates an example of the flow acceleration processor.

Figure 3 illustrates an example method for determining a temporal acceleration directly from beamformed ultrasound data.
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Figure 4 illustrates an example method for determining a temporal acceleration directly from beamformed ultrasound data.

**DETAILED DESCRIPTION**

The following generally describes a non-invasive approach for estimating flow acceleration (temporal and/or spatial) directly from ultrasound imaging measurements, i.e., independent of velocity estimates.

Initially referring to Figure 1, an example ultrasound imaging system 100 is illustrated.

A transducer array 102 includes one or more transducer elements, which are configured to transmit ultrasound signals and receive echo signals. Examples of suitable arrays include arrays with 1, 8, 16, 32, 64, 96, 128, 512, etc. transducer elements. The array 102 can be linear, curved, and/or otherwise shaped, fully populated or sparse and/or a combination thereof.

Transmit circuitry 104 generates a set of pulses that are conveyed to the transducer array 102. The set of pulses actuates a corresponding set of the transducer elements of the transducer array 102, causing the elements to transmit ultrasound signals into an examination or scan field of view.

Receive circuitry 106 receives echoes generated in response to the transmitted ultrasound signals from the transducer 102 and producing an electrical signal indicative thereof. The echoes, generally, are a result of the interaction between the emitted ultrasound signals and the structure (e.g., flowing blood cells, organ cells, etc.) in the scan field of view.

A controller 108 controls the transmit circuitry 104 and/or receive circuitry 106.

A user interface (UI) 110, which includes an input device (e.g., a button, a slider, a touch surface, etc.) and/or an output device (e.g., a visual and/or audible, etc.), provides an interface between the system 100 and a user of the system 100.

A beamformer 112 processes the electrical signal and generates beamformed or RF data at least for estimating a flow acceleration. In one instance, the beamformer 112 generates a sequence of focused, coherent echo samples along focused scanlines of a scanplane. In general, the beamformer 112 can generate 1-D, 2-D, 3-D, synthetic aperture, etc. and/or other ultrasound data. The beamformer 112 may also be configured to process
the scanlines to lower speckle and/or improve specular reflector delineation via spatial compounding and/or perform other processing such as FIR filtering, IIR filtering, etc.

A flow acceleration processor 114 processes the RF data and determines. As described in greater detail below, the flow acceleration processor 114 is configured to process the RF data and estimate a flow acceleration (temporal and/or spatial) directly from the RF data, independent of velocity estimates. In one instance, this approach mitigates transferring noise from velocity estimates into the flow acceleration estimate relative to a configuration which derives the flow acceleration estimate from velocity estimates. In another instance, this approach could use another configuration which is not linked to the one used for the velocity estimates. Therefore, the acceleration range of estimates could be selected independently of the velocities and estimated more accurately. The resulting data is a more robust acceleration estimate and may mitigate a need for invasive catheters, thereby creating a safer and more problem-free work environment for the physician performing the estimate.

An acceleration evaluation processor 116 processes the flow acceleration estimate. This includes processing the flow acceleration estimate to analyze ventricular performance, study hemodynamics, estimate pressure gradients, etc. An example of computing intravascular pressure changes from temporal and spatial flow acceleration estimates is described in PCT/IB2015/054246, filed June 4, 2015, and entitled “Non-invasive Estimation of Intravascular Pressure Changes using Vector Velocity Ultrasound (US),” the entirety of which is incorporated herein by reference.

An image processor 118 processes the beamformed data and generates one or more ultrasound images.

A rendering engine 120 visually presents an ultrasound image, the flow acceleration estimate, and/or information derived from the flow acceleration estimate.

A display 122 is configured to display the ultrasound image, the flow acceleration estimate (e.g., via numerical and/or graphical data).

In a variation, the ultrasound imaging system 100 further includes a velocity estimator configured to compute velocity and/or vector velocity information from the beamformed data. In this instance, the flow acceleration processor 114 can additionally be configured to estimate acceleration from the velocity and/or vector velocity information.
It is to be appreciated that the beamformer 112, the flow acceleration processor 114, the acceleration evaluation processor 116, and/or one or more other components of the system 100 can be implemented via a processor (e.g., a microprocessor, central processing unit, a controller, etc.) executing one or more computer readable instructions encoded or embedded on a non-transitory computer readable storage medium such as physical memory. The processor can additionally or alternatively execute a computer readable instruction carried by a carrier wave, a signal, or other transitory medium.

Figure 2 illustrates an example of the flow acceleration processor 114.

The illustrated flow acceleration processor 114 includes a temporal data extractor 202. The temporal data extractor 202 extracts data based on time for computing a temporal acceleration. For example, the temporal data extractor 202 can extract data for different times and a same position.

The illustrated flow acceleration processor 114 further includes a spatial data extractor 204. The spatial data extractor 204 extracts data based on position for computing a spatial acceleration. For example, the spatial data extractor 204 can extract data for different positions and a same time.

In a variation, the spatial data extractor 204 is omitted. In another variation, the temporal data extractor 202 is omitted.

A cross-correlation processor 206 computes a cross-correlation between the data extracted at different times and at the same position and/or the data extracted at different positions and the same time. An example of a suitable cross-correlation approach is a double cross-correlation approach, such as the one described in Equation 1:

Equation 1:

\[ R_x(\tau) = \frac{1}{2L} \sum_{d=-L}^{L} R^{(1)}(l) R^{(1+K)}(l - \tau) \]

where \( R_x(\tau) \) is the double cross-correlation, \( R^{(1)} \) and \( R^{(1+K)} \) are cross-correlation functions, \( L \) is a length of the correlation function, \( l \) is an index, \( K \) is the indication of temporal or spatial distance between the correlation functions, and \( \tau \) is the lag. In general, \( 2L \) is the length of the segment of the cross-correlation functions. Examples of suitable lengths include, but are not limited to, two (2) to five (5) wavelengths, or less or more, as data is available for all time and all space.
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In one instance, $R^{(1)}$ and $R^{(1+K)}$ are adjacent cross-correlation functions. For example, $R^{(1)}$ and $R^{(1+K)}$ can be the first and second (or next) time instances. However, $R^{(1)}$ and $R^{(1+K)}$ do not have to be adjacent cross-correlation functions. For example, $R^{(1)}$ and $R^{(1+K)}$ can be the first and third time instance, the first and fourth time instance, etc. This may be well-suited for an instance where there is low acceleration such that there is small shift between adjacent signals. In general, $R^{(1)}$ and $R^{(1+K)}$ can be the Nth and Kth time instance, since data for all time and all space is available if a synthetic aperture or plane wave sequence is used. Examples of such approaches are described in Villagomez-Hoyos et al., “Adaptive multi-lag for synthetic aperture vector flow imaging,” in Proc. IEEE Ultrason. Symp., 2014, pp. 1722-1725, and Udesen et al., “High Frame-Rate Blood Velocity Imaging Using Plane Waves: Simulations and Preliminary Experiments” IEEE Transactions on Ultrasonics Ferroelectrics and Frequency Control, Vol. 55, No. 8, 2008, p. 1729-1743.

An acceleration estimator 208 is configured to generate a flow acceleration estimate based on the cross-correlation estimate. For this, the acceleration estimator 208 processes the cross-correlation value for the different times and same position for the temporal acceleration, and process the cross-correlation value for the different positions and same times for the spatial acceleration. In the illustrated embodiment, the acceleration estimator 208 is configured to generate a temporal flow acceleration estimate ($Acc_t$) with an acceleration algorithm 210 such as the one described in Equation 2:

$$Acc_t = \frac{\tau_{max} C f_{prf}^2}{2K f_s}$$
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where \( c \) is the speed of sound, \( f_{prf} \) is a pulse-repetition frequency, \( K/f_{prf} \) is a temporal distance between the correlation functions \( R^{(1)} \) and \( R^{(1+K)} \), \( f_s \) is a sampling frequency and \( \tau_{max} \) is a lag value where \( R_x(\tau) \) has its maximum value.

In the illustrated embodiment, the acceleration estimator 208 is configured to generate a spatial flow acceleration estimate \( (Acc_s) \) with an acceleration algorithm 210 such as the one described in Equation 3:

\[
Acc_s = \frac{\tau_{max} c f_{prf}}{2K \Delta r f_s}
\]

where \( c \) is the speed of sound, \( f_{prf} \) is a pulse-repetition frequency, \( K \Delta r \) is a spatial distance between the two correlation functions \( R^{(1)} \) and \( R^{(1+K)} \), and \( f_s \) is a sampling frequency and \( \tau_{max} \) is a lag value where \( R_x(\tau) \) has its maximum value.

An increased accuracy in the output of the flow acceleration processor 114 is obtained if a polynomial is fitted to the discrete cross-correlation function \( R_x(\tau) \) around its maximum. An example of a fitted polynomial is found at Foster et al., “Flow velocity profile via time-domain correlation: Error analysis and computer simulation.” IEEE Transactions on Ultrasonics Ferroelectrics and Frequency Control, Vol. 37, 1990, p. 164-175.

The output of the flow acceleration processor 114 is the temporal and/or spatial acceleration estimates.

Figure 3 illustrates an example method for determining a temporal acceleration directly from beamformed ultrasound data.

It is to be understood that the following acts are provided for explanatory purposes and are not limiting. As such, one or more of the acts may be omitted, one or more acts may be added, one or more acts may occur in a different order (including simultaneously with another act), etc.

At 302, electrical signals, generated in response to the transducer array 102 receiving and detecting echoes produced in response to an interaction of a transmitted ultrasound signal and tissue, are beamformed producing beamformed RF ultrasound data.
At 304, first ultrasound data for a first time and a first position is extracted from the beamformed ultrasound data.

At 306, second ultrasound data for a second time and the first position is extracted from the beamformed ultrasound data, where the first and second times are different times.

At 308, a double cross-correlation between the first and second ultrasound data is computed, as described herein (e.g., Equation 1) and/or otherwise, producing cross-correlation data.

At 310, an acceleration is estimated, as described herein (e.g., Equation 2) and/or otherwise, from the double cross-correlation data producing a temporal acceleration estimate.

The temporal acceleration estimate can be processed to derive information therefrom, which can be utilized for analyzing ventricular performance, studying hemodynamics, estimating pressure gradients in the circulatory system for diagnosing various cardiovascular diseases, etc.

Figure 4 illustrates an example method for determining a temporal acceleration directly from beamformed ultrasound data.

It is to be understood that the following acts are provided for explanatory purposes and are not limiting. As such, one or more of the acts may be omitted, one or more acts may be added, one or more acts may occur in a different order (including simultaneously with another act), etc.

At 402, electrical signals, generated in response to the transducer array 102 receiving and detecting echoes produced in response to an interaction of a transmitted ultrasound signal and tissue, are beamformed producing beamformed RF ultrasound data.

At 404, first ultrasound data for a first position and a first time is extracted from the beamformed ultrasound data.

At 406, second ultrasound data for a second position and the first time is extracted from the beamformed ultrasound data, where the first and second positions are different positions.

At 408, a double cross-correlation between the first and second ultrasound data is computed, as described herein (e.g., Equation 1) and/or otherwise, producing cross-correlation data.
At 410, an acceleration is estimated, as described herein (e.g., Equation 2 or 3) and/or otherwise, from the double cross-correlation data producing a spatial acceleration estimate.

The spatial acceleration estimate can be processed to derive information therefrom, which can be utilized for analyzing ventricular performance, studying hemodynamics, estimating pressure gradients in the circulatory system for diagnosing various cardiovascular diseases, etc.

Another method combines (in part, in full, and/or with additional and/or different acts) Figure 3 and Figure 4. In this instance, one or both of the temporal and spatial acceleration estimates can be processed to derive further information that can be utilized for analyzing ventricular performance, studying hemodynamics, estimating pressure gradients in the circulatory system for diagnosing various cardiovascular diseases, etc.

The methods described herein may be implemented via one or more processors executing one or more computer readable instructions encoded or embodied on computer readable storage medium such as physical memory which causes the one or more processors to carry out the various acts and/or other functions and/or acts. Additionally or alternatively, the one or more processors can execute instructions carried by transitory medium such as a signal or carrier wave.

The application has been described with reference to various embodiments. Modifications and alterations will occur to others upon reading the application. It is intended that the invention be construed as including all such modifications and alterations, including insofar as they come within the scope of the appended claims and the equivalents thereof.
CLAIMS

What is claimed is:

1. A method for determining a flow acceleration directly from beamformed ultrasound data, the method comprising:
   - extracting a sub-set of data from the beamformed ultrasound data, wherein the sub-set of data corresponds to a predetermined time and a predetermined position of interest;
   - determining the flow acceleration directly from the extracted sub-set of data; and
   - generating a signal indicative of the determined flow acceleration.

2. The method of claim 1, further comprising:
   - generating an image with the beamformed ultrasound data;
   - generating indicia indicative of the determined flow acceleration; and
   - visually presenting the image with the indicia superimposed over the image.

3. The method of any of claims 1 to 2, further comprising:
   - deriving clinical information from the determined flow acceleration.

4. The method of any of claims 1 to 3, wherein determining the flow acceleration includes determining a temporal flow acceleration from extracted data from two different times and a same position.

5. The method of any of claims 1 to 4, wherein determining the flow acceleration includes determining a spatial flow acceleration from extracted data from two different positions and a same time.

6. The method of any of claims 1 to 5, wherein determining the flow acceleration includes determining a double cross-correlation and determining the flow acceleration from the double cross-correlation.

7. The method of claim 6, wherein the double cross-correlation is determined based on:
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\[ R_x(\tau) = \frac{1}{2L} \sum_{l=-L}^{L} R^{(1)}(l) R^{(1+K)}(l-\tau) \]

where \( R_x(\tau) \) is the double cross-correlation, \( R^{(1)} \) and \( R^{(1+K)} \) are cross-correlation functions, \( L \) is a length of the correlation function, \( K \) is an indication of temporal or spatial distance between the correlation functions, \( l \) is an index, and \( \tau \) is a lag.

8. The method of claim 7, wherein \( R^{(1)} \) and \( R^{(1+K)} \) are adjacent cross-correlation functions.

9. The method of claim 7, wherein \( R^{(1)} \) and \( R^{(1+K)} \) are non-adjacent cross-correlation functions.

10. The method of any of claims 7 to 9, wherein the temporal flow acceleration is determined based on:

\[ Acc_t = \frac{\tau_{max} c f_{prf}^2}{2Kf_s} \]

where \( Acc \) is the temporal flow acceleration, \( c \) is the speed of sound, \( f_{prf} \) is a pulse-repetition frequency, \( K/f_{prf} \) is a temporal distance between the correlation functions \( R^{(1)} \) and \( R^{(1+K)} \), \( f_s \) is a sampling frequency and \( \tau_{max} \) is a lag value where \( R_x(\tau) \) has a maximum value.

11. The method of any of claims 7 to 9, wherein the spatial flow acceleration is determined based on:

\[ Acc_s = \frac{\tau_{max} c f_{prf}}{2K\Delta f_s} \]

where \( c \) is the speed of sound, \( f_{prf} \) is a pulse-repetition frequency, \( K\Delta f \) is a spatial distance between the two correlation functions \( R^{(1)} \) and \( R^{(1+K)} \), and \( f_s \) is a sampling frequency and \( \tau_{max} \) is a lag value where \( R_x(\tau) \) has a maximum value.
12. The method of any of claims 1 to 11, wherein the beamformed ultrasound data includes 1-D ultrasound data, and the determining of the flow acceleration includes determining of the flow acceleration directly from the 1-D ultrasound data.

13. The method of any of claims 1 to 11, wherein the beamformed ultrasound data includes 2-D ultrasound data, and the determining of the flow acceleration includes determining of the flow acceleration directly from the 2-D ultrasound data.

14. The method of any of claims 1 to 11, wherein the beamformed ultrasound data includes 3-D ultrasound data, and the determining of the flow acceleration includes determining of the flow acceleration directly from the 3-D ultrasound data.

15. The method of any of claims 1 to 11, wherein the beamformed ultrasound data includes synthetic aperture ultrasound data, and the determining of the flow acceleration includes determining of the flow acceleration directly from the synthetic aperture ultrasound data.

16. An apparatus, comprising:
   a beamformer (112) configured to processes electrical signals indicative of received echoes produced in response to an interaction of a transmitted ultrasound signal with tissue and generate RF data; and
   an acceleration flow processor (114) configured to directly process the RF data and generate a flow acceleration therefrom.

17. The apparatus of claim 16, further comprising:
   an image processor (118) that generates an image with the RF data; and
   a rendering engine (120) that visually presents the image and the flow acceleration.

18. The apparatus of any of claims 16 to 17, further comprising:
   an acceleration evaluation processor (116) that derives clinical information from the flow acceleration.

ANA1282-WO (BKM-10-7837-PCT) 12
19. The apparatus of any of claims 16 to 18, wherein the acceleration flow processor determines a temporal flow acceleration from data of the RF data from two different times and a same position.

20. The apparatus of any of claims 16 to 19, wherein the acceleration flow processor determines the flow acceleration by determining a double cross-correlation and determining the flow acceleration from the double cross-correlation.

21. The apparatus of claim 16 to 19 wherein the double cross-correlation is determined based on:

\[ R_x(\tau) = \frac{1}{2L} \sum_{l=-L}^{L} R^{(1)}(l) R^{(1+K)}(l - \tau) \]

where \( R_x(\tau) \) is the double cross-correlation, \( R^{(1)} \) and \( R^{(1+K)} \) are cross-correlation functions, \( L \) is a length of the correlation function, \( K \) is an indication of temporal or spatial distance between the correlation functions, \( l \) is an index, and \( \tau \) is a lag.

22. The apparatus of claim 21, wherein the acceleration flow processor determines temporal flow acceleration based on:

\[ Acc_t = \frac{\tau_{\text{max}} c f_{\text{prf}}^2}{2Kf_s} \]

where \( Acc \) is the flow acceleration, \( c \) is the speed of sound, \( f_{\text{prf}} \) is a pulse-repetition frequency, \( K \) is an intermediate step of correlation functions, \( f_s \) is a sampling frequency and \( \tau_{\text{max}} \) is a lag value where \( R_x(\tau) \) has a maximum value.

23. The apparatus of claim 21, wherein the spatial flow acceleration is determined based on:

\[ Acc_s = \frac{\tau_{\text{max}} c f_{\text{prf}}}{2K\Delta r f_s} \]

where \( c \) is the speed of sound, \( f_{\text{prf}} \) is a pulse-repetition frequency, \( K\Delta r \) is a spatial distance between the two correlation functions \( R^{(1)} \) and \( R^{(1+K)} \), and \( f_s \) is a sampling frequency and \( \tau_{\text{max}} \) is a lag value where \( R_x(\tau) \) has a maximum value.
24. A non-transitory computer readable storage medium encoded with computer executable instructions which when executed by a processor of the computer causes the processor to:

beamform ultrasound data acquired with an ultrasound imaging system producing RF ultrasound data;

determine a double cross-correlation between a first sub-set of data from the RF ultrasound data and a second different sub-set of data from the RF ultrasound data; and
determine a flow acceleration directly from the double cross-correlation.
ABSTRACT

A method for determining a flow acceleration directly from beamformed ultrasound data includes extracting a sub-set of data from the beamformed ultrasound data, wherein the sub-set of data corresponds to predetermined times and predetermined positions of interest, determining the flow acceleration directly from the extracted sub-set of data, and generating a signal indicative of the determined flow acceleration. An apparatus includes a beamformer (112) configured to processes electrical signals indicative of received echoes produced in response to an interaction of a transmitted ultrasound signal with tissue and generate RF data, and an acceleration flow processor (114) configured to directly process the RF data and generate a flow acceleration therefrom.
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