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Abstract

Four specimens in the sub-micrometre range and with different polishing were topographically investigated in five areas over their respective surfaces. Uncertainties were evaluated with and without correction for systematic behaviour and successively analysed by a design of experiment (DOE). Results showed that the correction for systematic behaviour allowed for a lower value of the estimated uncertainty when the correction was adequate to completely recognize the systematic effects. If not, the correction can produce an overestimation of the uncertainty.
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1. Introduction

A manufactured component normally interacts with the environment, where it is intended to be used, through its surface. It is an interface where, as the technology progresses, more and more complex functionalities are resolved. As a consequence, the interest for three dimensional areal characterization is increasing [1–2].

In this context, optical instruments appear more adequate for functionality investigations [2]. Nevertheless, regardless the instrument used, the influence of the measuring process on the sought parameters of the topographical characterisation should be kept below reasonable limits [3].

In the following, an investigation of four specimens in the sub-micrometre range and with different polishing of their respective surfaces is described. The aim was to investigate if the evaluation of the uncertainty can be optimized to the variability of a surface with a control over the instrument influence.

At this purpose, the uncertainties were evaluated with and without correction for systematic behaviours and successively analysed by a design of experiment (DOE).

1.1. Specimens under investigation

The examined specimens are four steel components of cylindrical shape and height about 1 cm. They have polished flat surfaces with nominal diameter of 2.54 cm (two examples are in Fig. 1). Other nominal characteristics are reported in Table 1.

2. Measurements

The specimens were initially measured by a calibrated stylus instrument (Taylor-Hobson Talysurf, FTS) [4], performing 3D measurements in the centre of the surface of each sample under evaluation.

Table 1

<table>
<thead>
<tr>
<th>Sample</th>
<th>Surface finish</th>
<th>Nominal Ra interval (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>Diamond buff (grade 15)</td>
<td>50–76</td>
</tr>
<tr>
<td>T2</td>
<td>320 Grit paper</td>
<td>229–254</td>
</tr>
<tr>
<td>T3</td>
<td>400 Stone</td>
<td>635–711</td>
</tr>
<tr>
<td>T4</td>
<td>400 Dry blast glass</td>
<td>254–305</td>
</tr>
</tbody>
</table>

Table 2

<table>
<thead>
<tr>
<th>Sample</th>
<th>SaFTS (nm)</th>
<th>SqrtFTS (nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>48</td>
<td>61</td>
</tr>
<tr>
<td>T2</td>
<td>133</td>
<td>179</td>
</tr>
<tr>
<td>T3</td>
<td>232</td>
<td>313</td>
</tr>
<tr>
<td>T4</td>
<td>510</td>
<td>646</td>
</tr>
</tbody>
</table>

*The expanded uncertainty stated for the contact instrument in the calibration certificate is 10 nm, for Ra values up to 229 nm, and 24 nm, for Ra values up to 604 nm.*
2.2. Optical measurements

Optical measurements were performed by Olympus LEXT confocal microscope (magnification 100×, numerical aperture 0.95, vertical resolution 10 nm, pixel size 31.5 nm × 31.5 nm).

Considering the surfaces under evaluation of circular shape, the centre of each circle was defined as the origin (0,0) of a local reference system, integral to the sample. Each sample was oriented on the stage of the instrument so that the laser scanning movement was orthogonal to the dominant texture (when it was possible to recognise a dominant movement was chosen to identify the y-axis). The x-axis was set in order to have a right-handed reference system.

With reference to the local reference system, measurements were performed in the central position (0,0), and in the peripheral positions (x,y), (-x,y), (y,x), (-y,x), where |x| = |y| = 6.5 mm.

3. Processing

The investigation was carried out inspecting for amplitude variations by Sq areal parameter. Data extraction was performed by [7], after correcting for the least square plane. No filter was used. Examples of acquired surfaces, one for each type of polishing, are in Fig 2 (3D view). The data were successively examined for outliers by Chauvenet’s criterion.

Table 3 Results of the surface analysis in the central area of the surfaces. Data corrected for systematic behaviour: \( \rho \) is the slope of the model equation. \( U \) is the expanded uncertainty. The reproducibility contributor \( u_{\text{Repr}} \) is also given. Values are in nanometre.

<table>
<thead>
<tr>
<th>Sample (0,0)</th>
<th>( \rho )</th>
<th>( U )</th>
<th>( u_{\text{Repr}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>0.8</td>
<td>49</td>
<td>6</td>
</tr>
<tr>
<td>T2</td>
<td>0.9</td>
<td>160</td>
<td>3.6</td>
</tr>
<tr>
<td>T3</td>
<td>1.2</td>
<td>388</td>
<td>3.1</td>
</tr>
<tr>
<td>T4</td>
<td>0.9</td>
<td>576</td>
<td>3.1</td>
</tr>
</tbody>
</table>

Eventually, the uncertainty was evaluated after correcting for systematic behaviours. An uncertainty evaluation was also assessed without any systematics’ correction. In both cases, traceability was established adjusting the optical measurements in agreement with the contact reference [5–6].

2.2. Correction for systematic behaviour and uncertainty evaluation

The correction for systematics was carried out by a least square fit of the optical measurements as function of the reference measurements. The model equation found consistent for best fitting the experimental data was a straight line with null constant term, i.d.:

\[
\text{Sq} = \rho \text{Sq}_{FTS} + \text{Sq}_{0}
\]

Values of \( \rho \) are in Table 3 and Table 5. Eq. 1 is the calibration equation of the optical measurements as a function of the reference. Inverting Eq. 1, it allows to estimate the reference values from optical ones.

In the case of no correction, traceability was established considering the deviation of the average of the optical measurements from the average of the references (Table 4 and Table 6). In both cases, the evaluated uncertainty was in agreement with [6].

For the uncertainty of the best fit, the contributors considered were: 1) the standard uncertainty for the reference instrument, obtained dividing by 2 the standard deviation of the reference measurements; 2) the reproducibility of the optical measurements; 3) the standard deviation of the optical measurements; 4) the reproducibility of the best fit regression (see Table 3 for (0,0)).

When the correction was not performed, contributors to the uncertainty were: 1) the standard uncertainty for the reference instrument, obtained dividing by 2 the standard deviation of the reference measurements; 2) the reproducibility of the best fit regression; 3) the reproducibility of the optical measurements (see Table 4 for (0,0)); 4) the standard deviation of the optical measurements; 5) the standard deviation of the reference measurements.

Regarding the standard uncertainty of the reference instrument, it should be noted that two different values were available: 10 nm, for Ra values up to 229 nm. This value was related to the specimen T1. T2 and T3 24 nm, for Ra values up to 640 nm. This value was related to the specimen T4.

Table 4 Results of the surface analysis in the central area of the surfaces. Data not corrected for systematic behaviour: no model equation coefficient is specified in this case (\( \rho = 0 \)). \( U \) is the expanded uncertainty. The reproducibility contributor \( u_{\text{Repr}} \) is also given. Values are in nanometre.

<table>
<thead>
<tr>
<th>Sample (0,0)</th>
<th>( \rho )</th>
<th>( U )</th>
<th>( u_{\text{Repr}} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>0</td>
<td>49</td>
<td>6</td>
</tr>
<tr>
<td>T2</td>
<td>0</td>
<td>160</td>
<td>3.6</td>
</tr>
<tr>
<td>T3</td>
<td>0</td>
<td>388</td>
<td>3.1</td>
</tr>
<tr>
<td>T4</td>
<td>0</td>
<td>576</td>
<td>3.1</td>
</tr>
</tbody>
</table>
Coverage factor was calculated using the t-distribution propagation of the uncertainties. (2.08–2.20).

Successively, the uncertainty contributors were combined by applying the usual law for the propagation of the uncertainties.

Finally, the expanded uncertainty was evaluated as the confidence interval of 95%. The relative coverage factor was calculated using the t-distribution with degrees of freedom evaluated by the Welch-Satterthwaite formula (coverage factor in the range 2.08–2.20).

4. Results

![Graph showing residuals](image)

Fig. 3. Residuals of Sq(0,0) after systematics' correction for sample T3. The red straight line is the tendency.

Table 5
Results of the surface analysis in the peripheral areas of the surface. Data corrected for systematic behaviour: \( q \) is the slope of the model equation. \( U \) is the expanded uncertainty. Values are in nanometre.

<table>
<thead>
<tr>
<th>Sample</th>
<th>( q(x,y) )</th>
<th>( Sq(x,y) )</th>
<th>( U(Sq(x,y)) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>0.8</td>
<td>47</td>
<td>28</td>
</tr>
<tr>
<td>T2</td>
<td>1.0</td>
<td>176</td>
<td>35</td>
</tr>
<tr>
<td>T3</td>
<td>1.3</td>
<td>407</td>
<td>46</td>
</tr>
<tr>
<td>T4</td>
<td>0.8</td>
<td>491</td>
<td>65</td>
</tr>
</tbody>
</table>

Table 6
Results of the surface analysis in the peripheral areas of the surface. Data not corrected for systematic behaviour: no model equation coefficient is specified in this case (\( q = 0 \)). \( U \) is the expanded uncertainty. Values are in nanometre.

<table>
<thead>
<tr>
<th>Sample</th>
<th>( q(x,y) )</th>
<th>( Sq(x,y) )</th>
<th>( U(Sq(x,y)) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1</td>
<td>0</td>
<td>47</td>
<td>35</td>
</tr>
<tr>
<td>T2</td>
<td>0</td>
<td>176</td>
<td>35</td>
</tr>
<tr>
<td>T3</td>
<td>0</td>
<td>407</td>
<td>36</td>
</tr>
<tr>
<td>T4</td>
<td>0</td>
<td>491</td>
<td>65</td>
</tr>
</tbody>
</table>

Average results and evaluated expanded uncertainties for the data corrected for systematic behaviour are in Table 3, for the measurements in the central area of the surfaces, and in Table 5, for the measurements in the peripheral areas. In the same tables, the values for the coefficient \( q \) of the model equation are also given. Furthermore, in Table 5, the deviations \( Sq \) of the averages of the peripheral areas with respect to the averages in the central area of the surfaces are indicated. Deviations are defined as

\[
Sq(x,y) = Sq(0,0) - Sq(x,y)
\]

(2)

Analogous average results and evaluated expanded uncertainties for the data without correction are in Table 4 and Table 6 respectively for the area in (0,0) and for the other peripheral areas. No model equation was fitted in this circumstance. This condition is indicated in the tables as \( q = 0 \).

4. Discussion

Inspecting the mean values of the measurements in the central area of the specimens’ surfaces, reported in Table 3 and Table 4, it can be noted that they do not show any variation whether the correction for systematics was performed or not. In other words, in the study case examined, the correction of...
systematics did not influence the mean values. Analysing the uncertainties, instead, larger values are especially shown when the correction of systematics is not performed. Exception is the sample T3 which resulted in a larger expanded uncertainty evaluated after the correction of the systematics.

In Fig. 3, the inspection of the residuals of the regression, related to the sample T3 and used for correcting the systematic behaviour, clearly reveals a residual tendency. In other words, the regression is not able to correct for all the systematics, despite a coefficient of determination of 0.999 and a significance of the regression coefficient over 200.

Indeed, the systematic behaviour cannot always be completely recognised. In such situations only a partial compensation of the systematic error can be achieved. Therefore, the unrecognised systematic effect is a source of bias which may have non-zero expected value and components of uncertainty that may increase the overall evaluated uncertainty [9].

Similar considerations can be done inspecting the mean values of the measurements in the peripheral areas reported Table 5 and Table 6. In particular, the regression in T3(x,y) and in T2(x,-y) was not suitable to correct the systematic behaviour, resulting in an increased evaluated uncertainty.

A DOE was performed on the expanded uncertainties evaluated considering as effects under examination: 1) the polishing type; 2) the evaluation area where the measurements were performed; 3) the correction of systematics.

From the examination of the main effects (Fig. 4), it can be noted that, in average:
1. The evaluated expanded uncertainty is lower when the systematics are corrected.
2. The lowest uncertainty was stated for areas (x,y) and (x,-y). This result is influenced by the choice of the measured area for the reference. To avoid this effect and have a better estimation of the uncertainty, the reference and the optical measurements should be performed and then matched over the same areas.
3. The lowest uncertainty was stated for Diamond buff polishing whilst the highest was for the Dry blast polishing. Nonetheless, the last is an obvious result influenced by a higher uncertainty available in the calibration certificate for the roughness range of 'Dry blast' specimen.

The analysis of the interactions reported in Fig. 5 confirms what already noticed. In average:
1. The higher uncertainty evaluated when the systematics are not corrected is independent from the evaluation area.
2. A lower uncertainty can be obtained for different types of polishing when systematics are corrected (exception is T3; no influence was noticed).
3. The evaluated uncertainty is to be considered not uniform depending on the areas of evaluation and polishing of the surfaces.

4. Conclusions

In conclusion, the investigation evidenced that, in the specific study case investigated, the correction of systematic behaviour in the measurement allowed to evaluate a lower expanded uncertainty, regardless of the type of specimen or evaluation area considered. Nevertheless, when the regression was not adequate to completely recognise the systematic effects, the result concluded in an overestimation of the uncertainty.
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