Planck 2015 results: XXVIII. The Planck Catalogue of Galactic cold clumps

Ade, P. A R; Aghanim, N.; Arnaud, M.; Ashdown, M.; Aumont, J.; Baccigalupi, C.; Banday, A. J.; Barreiro, R. B.; Bartolo, N.; Battaner, E.

Total number of authors: 222

Published in: Astronomy and Astrophysics

Link to article, DOI: 10.1051/0004-6361/201525819

Publication date: 2016

Document Version Publisher's PDF, also known as Version of record


General rights
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights.

- Users may download and print one copy of any publication from the public portal for the purpose of private study or research.
- You may not further distribute the material or use it for any profit-making activity or commercial gain
- You may freely distribute the URL identifying the publication in the public portal

If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately and investigate your claim.
Planck 2015 results

XXVIII. The Planck Catalogue of Galactic cold clumps

Planck Collaboration: P. A. R. Ade 1, N. Aghanim 1, M. Arnaud 1, M. Ashdown 1, A. J. Aumont 1, C. Baccigalupi 1, A. J. Banday 1, R. B. Barreiro 1, N. Bartolo 1, E. Battaner 1, K. Bechtold 1, K. Benabed 1, A. Benoît 1, A. Benoit-Lévy 1, J.-P. Bernard 1, M. Bersanelli 1, P. Bielewicz 1, A. Bonaldi 1, L. Bonavera 1, J. R. Bond 1, J. Borrill 1, F. Bouchet 1, F. Boulanger 1, M. Buchofer 1, C. Burigana 1, R. C. Butler 1, E. Calabrese 1, A. Catalano 1, A. Chamballu 1, H. Chiang 1, P. R. Christensen 1, D. L. Clements 1, S. Colombi 1, L. P. Colombo 1, C. Combet 1, F. Couchot 1, A. Coulaud 1, B. P. Crié 1, A. Curto 1, F. Cuttaia 1, L. Danese 1, R. D. Davies 1, R. J. Davis 1, P. de Bernardis 1, A. de Rosa 1, G. de Zotti 1, R. J. Davis 1, J. A. Tauber 1, L. Terenzi 1, S. Donzelli 1, O. Doré 1, M. Douspis 1, A. Ducouf 1, X. Dupac 1, G. Efstathiou 1, F. Elsner 1, T. A. Enßlin 1, H. K. Eriksen 1, E. Falgarone 1, J. Fergusson 1, F. Finelli 1, F. Formi 1, M. Frailis 1, A. A. Fraisse 1, E. Franceschi 1, A. Frejsel 1, S. Galeotta 1, S. Galli 1, K. Ganga 1, M. Giard 1, Y. Giraud-Héraud 1, E. Gjerlav 1, J. González-Nuevo 1, J. J. González-Nuevo 1, J. Hornstrup 1, W. A. Hornsby 1, K. H. Hovenberger 1, G. Hurier 1, A. H. Jaffe 1, T. Jaffe 1, W. S. Jones 1, C. Juvela 1, E. Keihanen 1, R. Keski-Valtosen 1, J. Knoche 1, M. Kunz 1, H. Kurki-Suonio 1, G. Lagache 1, J.-M. Lamarre 1, A. Lasenby 1, M. Lattanzi 1, C. Lawrence 1, R. Leonardi 1, J. Lesgourgues 1, M. Liguori 1, A. Lueker 1, J. A. McKnight 1, S. M. McLean 1, D. Maino 1, R. J. Mainieri 1, J. M. Maris 1, C. Marshall 1, P. G. Martin 1, E. Martínez-González 1, S. Masi 1, S. Materrese 1, P. Mazzotta 1, P. McGhee 1, A. Melchiorri 1, L. Mendes 1, A. Mennella 1, M. Migliacci 1, S. Mitra 1, M.-A. Miville-Deschênes 1, A. Moneti 1, M. Montier 1, A. Morgan 1, D. Mortlock 1, A. Moss 1, D. Munshi 1, J. A. Murphy 1, P. Naselsky 1, F. Nati 1, P. Nato 1, C. B. Netterfield 1, H. U. Norgaard-Nielsen 1, F. Noviello 1, D. Novikov 1, C. A. Oxborrow 1, F. Paci 1, L. Pagano 1, F. Pajot 1, R. Paladini 1, D. Paoletti 1, F. Piat 1, G. Patanchon 1, J. T. Pearson 1, V. M. Pelkonen 1, O. Perdereau 1, L. Perotto 1, F. Perrotta 1, V. Pettorino 1, P. F. Piccinini 1, M. Piat 1, E. Pierpaoli 1, D. Pietrobon 1, S. Plaszczynski 1, E. Pointecouteau 1, G. Polenta 1, G. W. Pratt 1, G. Prénat 1, S. Prunet 1, J.-L. Puget 1, J. R. Rachen 1, W. T. Reach 1, R. Rebolo 1, J. Reinecke 1, M. Remazeilles 1, C. Renault 1, A. Renzi 1, I. Risaliti 1, G. Rocha 1, C. Rosset 1, M. Rossetti 1, G. Roudier 1, J. A. Rubiño-Martín 1, B. Rusbridge 1, M. Sandri 1, D. Santos 1, M. Savailainen 1, G. Savini 1, D. Scott 1, M. Siffert 1, E. S. Shellard 1, L. D. Spicer 1, V. Stolyarov 1, R. Sudík 1, E. Sunyaev 1, D. Sutton 1, A.-S. Suur-Uski 1, J.-F. Sygnet 1, J. A. Tauber 1, L. Terenzi 1, L. Toffolatti 1, M. Tomasi 1, M. Tristram 1, M. Tucker 1, J. Tuovinen 1, G. Umana 1, L. Valenziano 1, J. Valiviita 1, B. Van Tent 1, P. Vielva 1, F. Villa 1, A. Wade 1, B. D. Wandelt 1, I. K. Wehus 1, D. Yvon 1, A. Zacchei 1, and A. Zonca 1

(Affiliations can be found after the references)

Received 5 February 2015 / Accepted 16 August 2015

ABSTRACT

We present the Planck Catalogue of Galactic Cold Clumps (PGCC), an all-sky catalogue of Galactic cold clump candidates detected by Planck. This catalogue is the full version of the Early Cold Core (ECC) catalogue, which was made available in 2011 with the Early Release Compact Source Catalogue (ERCSC) and which contained 915 high signal-to-noise sources. It is based on the Planck 48-month mission data that are currently being released to the astronomical community. The PGCC catalogue is an observational catalogue consisting exclusively of Galactic cold sources. The three highest Planck bands (857, 454, and 353 GHz) have been combined with IRAS data at 3 THz to perform a multi-frequency detection of sources colder than the local environment. After rejection of possible extragalactic contaminants, the PGCC catalogue contains 13118 Galactic sources spread across the whole sky, i.e., from the Galactic plane to high latitudes, following the spatial distribution of the main molecular cloud complexes. The median temperature of Planck sources lies between 13 and 14.5 K, depending on the quality of the flux density measurements, with a temperature ranging from 5.8 to 20 K after removing the sources with the top 1% highest temperature estimates. Using seven independent methods, distance estimates have been obtained for 5574 sources, which allows us to derive their physical properties such as their mass, physical size, mean density, and luminosity. The PGCC sources are located mainly in the solar neighbourhood, but also up to a distance of 10.5 kpc in the direction of the Galactic centre, and range from low-mass cores to large molecular clouds. Because of this diversity and because the PGCC catalogue contains sources in very different environments, the catalogue is useful for investigating the evolution from molecular clouds to stars.

Key words. ISM: clouds – ISM: structure – local interstellar matter – stars: formation

* Corresponding author: Ludovic Montier, e-mail: Ludovic.Montier@irap.omp.eu

Astronomy & Astrophysics Special feature

Planck 2015 results

DOI: 10.1051/0004-6361/201528189
© ESO 2016

Planck 2015 results

G. Roudier 1

...these cold sources to the order of 10.5 kpc in the direction of the Galactic centre, and range from low-mass cores to large molecular clouds. Because of this diversity and because the PGCC catalogue contains sources in very different environments, the catalogue is useful for investigating the evolution from molecular clouds to cores. Finally, it also includes 54 additional sources located in the Small and Large Magellanic Clouds.
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1. Introduction

The all-sky Planck\(^1\) mission has opened up the possibility of carrying out comprehensive investigations of the Galactic emission components. With its high sensitivity and wide wavelength coverage, Planck provides all-sky maps of the thermal dust emission and, in particular, of the emission arising from cold dust. Because cold dust is mainly associated with dense regions within molecular clouds, these observations are relevant for studies of the early phases of star formation, in particular to explore how star formation depends on the physical conditions provided by the parent cloud. To this end, it is necessary to investigate the spatial distribution and physical properties of dense clumps in different Galactic environments, and this objective can be attained only by extended surveys, which can cover the full range of scales encompassed by the star formation process, i.e., from subkiloparsec to several kpc.

During the past decade, new insights into the study of cold sources have been provided by sophisticated numerical modelling and by the development of sensitive millimetre and submillimetre detectors, operating both from space and from the ground, and with either imaging or spectroscopic capabilities (e.g., Sect. 1 in Planck Collaboration XXIII 2011). By combining the highest frequency channels of the Planck survey (353−857 GHz, 850−350 μm) with the far-infrared IRAS (Neugebauer et al. 1984) data, and by applying a dedicated source detection method, which leverages on the spectral signature of cold sources, we can obtain an all-sky census of the coldest Galactic objects. In particular, the method of Montier et al. (2010) makes it possible to separate cold and warm dust emission components, and to derive the physical properties (flux density, size of the emitting region, temperature) of the cold component. Furthermore, Planck has provided the first uniform submillimetre surveys that cover both the Galactic plane and regions at intermediate and high latitudes, which allows us to expand the physical parameter space probed by the previously known cold sources. The Planck detected sources span a broad range of temperature, mean density, mass, and size. The most compact and nearby sources have a linear diameter of ~0.1 pc. At large distances, though, and because of the limited instrument resolution, many sources have an intrinsic size of tens of parsecs. More importantly, the average Planck cold clump, with a linear diameter of 1 pc, is typically characterized by the presence of substructures, each corresponding to individual cores, as revealed by the Herschel follow-up (Juvela et al. 2010, 2011, 2012; Planck Collaboration XXII 2011; Montillaud et al. 2015). The Herschel observations also highlighted that the Planck sources likely correspond to different evolutionary stages, with half of the targeted fields showing signs of active star formation, as indicated by the presence of mid-infrared point sources. In addition, the Herschel high-angular resolution has allowed us to shed light on the filamentary nature of a substantial fraction of Planck clumps and has shown, in one case out of ten, that the clumps have a cometary shape or a sharp boundary indicative of compression by an external force (Juvela et al. 2012).

As part of the first Planck data release, the sample of the most robust Planck detections has already been delivered to the astronomical community. This Early Cold Clump sample (ECC) included 915 Planck cold clumps (at $T < 14 \text{ K}$) that are distributed over the whole sky (Planck Collaboration VII 2011; Planck Collaboration 2011). We are now providing the entire catalogue of cold sources, i.e., the Planck Catalogue of Galactic Cold Clumps (PGCC), based on the full Planck 2014 data release over the whole sky and shown in Fig. 1.

In this paper, we describe the generation and content of the PGCC catalogue. A detailed analysis of the cold source populations contained in the catalogue will be presented in forthcoming papers. In Sect. 2 we describe the data as well as the source detection and extraction method. In Sect. 3 we discuss the generation of the catalogue, including the applied quality flags for the source selection and the photometric measurements. In Sect. 4 we discuss the source validation process of the detection algorithm, based on a statistical analysis. In Sect. 5 we present the different methods used to derive distance estimates for the clumps. In Sect. 6 we describe the derivation of other physical properties of the sources such as mass and luminosity. Finally, in Sect. 7, we provide details on the cross-matching of the final catalogue with ancillary catalogues and complementary data sets.

2. Source detection and photometry

2.1. Data set

This paper is based on the whole observing time of the Planck mission, corresponding to the 5 all-sky surveys. Here we approximate the Planck beams by using effective circular Gaussians (Planck Collaboration IV 2014; Planck Collaboration VI 2014). The full-width-half-maximum (FWHM) at each frequency channel is given in Table 1. In addition, in this work, we focus on the three highest Planck frequency channels, i.e., 857, 545, and 353 GHz, which are designed to cover the Galactic cold dust emission peak. The 217 GHz band has not been included in our analysis, although it is characterized by an angular resolution comparable to the other bands, and this is for two reasons: i) this band is strongly contaminated by the CO $J = 2 \rightarrow 1$ emission line, as described in Planck Collaboration IX (2014), and this contribution is expected to be significant towards dense regions, given their associations with molecular material; ii) the contamination by the cosmic microwave background may become problematic in this band at high latitude, implying a complex component separation issue. The noise in the channel maps is assumed to be Gaussian with a standard deviation of $1.55 \times 10^{-2}$, $1.49 \times 10^{-2}$ and $1.4 \times 10^{-3} \text{ MJy sr}^{-1}$ at 857, 545, and 353 GHz, respectively (Planck Collaboration I 2014). The absolute gain calibration of High Frequency Instrument (HFI) maps is about 1.2%, 6.08%, and 6.33% at 353, 545, and 857 GHz, respectively (see Table 6 in Planck Collaboration I 2014). Further details on the data reduction, Planck frequency maps and the calibration scheme can be found in Planck Collaboration VI (2014).

The Planck data are combined with the IRIS all-sky data (Miville-Deschênes & Lagache 2005), i.e., a reprocessed version of the IRAS data. As described in Planck Collaboration VII (2011) and Planck Collaboration XXIII (2011), the IRIS 3 THz (100 μm) data have been chosen because they allow us to complement the Planck data. In fact: i) 3 THz is a very good tracer of Galactic warm (~20 K) dust; ii) the emission from small grains does not contribute substantially at this frequency; iii) the IRIS (4.3′) and Planck data angular resolutions are very similar (see Table 1). We note that the IRAS survey coverage presents two gaps, which in total account for 2% of the whole sky. In

---

\(^1\) Planck (http://www.esa.int/Planck) is a project of the European Space Agency (ESA) with instruments provided by two scientific consortia funded by ESA member states and led by Principal Investigators from France and Italy, telescope reflectors provided through a collaboration between ESA and a scientific consortium led and funded by Denmark, and additional contributions from NASA (USA).
Fig. 1. All-sky distribution of the PGCC sources: 13188 Galactic clumps (black dots), plus 54 Large Magellanic Cloud (LMC) and Small Magellanic Cloud (SMC) clumps (grey dots). The source distribution is overlaid on the 857 GHz Planck map, shown in logarithmic scale between $10^{-2}$ to $10^2$ MJy sr$^{-1}$.

Table 1. FWHM of the effective beam of the IRAS and Planck high frequency channel maps.

<table>
<thead>
<tr>
<th>Frequency [GHz]</th>
<th>Wavelength [µm]</th>
<th>FWHM ['']</th>
</tr>
</thead>
<tbody>
<tr>
<td>353</td>
<td>850</td>
<td>4.818 ± 0.024</td>
</tr>
<tr>
<td>545</td>
<td>550</td>
<td>4.682 ± 0.044</td>
</tr>
<tr>
<td>857</td>
<td>350</td>
<td>4.325 ± 0.055</td>
</tr>
<tr>
<td>3000</td>
<td>100</td>
<td>4.300 ± 0.200</td>
</tr>
</tbody>
</table>

IRIS data, these gaps were filled in by using lower angular resolution DIRBE data ($\sim$40'). Because of the discrepancy in resolution between IRIS and DIRBE, these regions have been excluded from our analysis. Furthermore, sources detected by our algorithm close to the location of the gaps were carefully examined, since they might be contaminated by noisy features in the IRIS 3 THz map.

All Planck and IRIS maps have been convolved to the same resolution, 5' FWHM, before performing source detection and extraction.

2.2. Detection method

To detect cold sources in the combined Planck and IRIS 3 THz maps, we applied the CoCoCoDeT detection algorithm presented in Planck Collaboration XXIII (2011), and described in Montier et al. (2010). This algorithm is based on a multi-frequency approach which exploits the specific colour properties of this type of sources. The detection is performed independently at 857, 545, and 353 GHz using the cold residual maps, which are built by subtracting a warm component from each frequency map. This warm component is estimated separately in each pixel by extrapolating a warm template, i.e., the IRIS 3 THz map, to a given Planck frequency $\nu$, using the local average background colour estimated at 3 THz and $\nu$, and computed in an annulus from 5' to 15' centred on the pixel. The catalogues obtained in each of the three Planck bands, 857, 545, and 353 GHz, are then merged by requiring: i) a detection in each band on the cold residual maps; ii) a signal-to-noise ratio (S/N) greater than 4 in all bands; iii) a maximum distance between the centres of the three detections of 5'. These criteria ensure cross-band detection consistency as well as source compactness. More details can be found in Planck Collaboration XXIII (2011).

We emphasize that our method differs from classical detection algorithms that typically perform the detection directly on frequency maps, as for instance is the case for the Planck Catalogue of Compact Sources (PCCS, Planck Collaboration XXVIII 2014). Our method allows a detection in temperature: cold sources show a positive signal in the cold residual maps, while warm sources show a negative signal. More precisely, this technique allows us to enhance sources having a temperature lower than the local background. This does not automatically imply that the detected sources are intrinsically cold: for example, a source could be detected as cold simply because it is seen against a very warm background (or foreground). This is the typical case of objects located along the line-of-sight of active star forming regions. In building the catalogue, this effect has been taken into account, as discussed in Sect. 3.4.

2.3. Photometry

The flux density of the cold clumps has been estimated from the IRIS and Planck bands using the algorithm described in Planck Collaboration XXIII (2011). Here we recall the main steps of the method: i) determination of the clump size and position by means of an elliptical Gaussian fit of the 857 GHz over 3 THz colour ratio map at the location where the S/N is the highest; ii) polynomial fit of the background surface at 3 THz and removal of the cold component from the 3 THz warm template before extrapolation to the Planck bands; iii) aperture photometry in all bands using the elliptical profile. We provide two estimates of the flux density in each band, one for the cold clump and one for its associated warm background. The estimate for the clump is based on the cold residual maps, after subtraction of the warm component, while the warm background flux density is
computed from the warm component, extrapolated from 3 THz and integrated over a solid angle with the same size as the cold clump. The sum of these two values gives the total flux density of the cold clump in the original IRIS and Planck maps. We stress that the cold residual maps used to compute the aperture photometry are the one obtained after subtracting the cold clump component from the warm template at 3 THz.

The uncertainty on the flux density estimates have been obtained by performing Monte Carlo simulations. In particular, for each source we inject one at a time, in an annulus extending from 10′ to 30′ centred on the source itself and in both the IRIS and Planck cold residual maps, artificial sources with the same flux density and elliptical shape. This operation allows us to preserve the instrumental noise and confusion level of the original maps. The uncertainty on the true source photometric measurement is then given by the standard deviation of the flux densities of the artificial sources when the same photometric steps are applied to both the true and artificial sources. We emphasize that our flux density uncertainties are likely slightly conservative, as the confusion arising from injecting artificial sources in the proximity of the true source generates additional noise and this term is included in our calculations. More details can be found in Planck Collaboration XXIII (2011). We have performed a Monte Carlo quality assessment (MCQA) to evaluate the overall quality of our photometric measurements and this is presented in Sect. 4. As in Planck Collaboration XXIII (2011), we assign to the catalogued sources quality flags to indicate the accuracy on the estimated flux densities and sizes, and these flags are used to divide the sources into three categories of increasing flux quality, as described in Sect. 3.1.

We note that a minimum distance of 5′ between two sources was required for detections at 857, 545, and 353 GHz. However, band-merging and elliptical Gaussian fitting both modify the final centroid coordinates of the clumps, which therefore may not longer satisfy the 5′ criterion. Furthermore, elongated clumps may partially overlap even at a distance greater than 5′ between them. Because Galactic very sources are preferentially found highly structured regions of the Galaxy, where confusion is significant, we have to face severe blending issues. After obtaining the elliptical Gaussian profile of all the sources, we compute the overlap between a given source and all its neighbours located within 15′. All sources with a non-zero overlap are flagged (FLUX_BLENDING), and further information is provided, as detailed in Sect. 3.2.

### 3. Catalogue generation

In this section, we describe the final selection of sources, starting from the source list generated by the detection algorithm. In particular, we discuss how we have increased the reliability of the catalogue by rejecting spurious sources and extragalactic contaminants. Finally, we provide details on the catalogue content.

#### 3.1. Selection based on photometric quality

We have seen that the detection algorithm described in Sect. 2.2 has been applied to the combined Planck and IRIS 3 THz data. After rejection of the spurious detections obtained in the proximity of the gaps in the IRAS map, we are left with 13,832 sources. As a first validation step, we have used the quality of the photometric measurements discussed in Sect. 2.3 to identify additional spurious sources. Following this procedure, 428 detections (~3% of the total) are rejected because of highly inaccurate photometry. The typical case of rejected sources at this stage is that of sources with a negative flux density estimate, which can be caused by the presence of stripes in the data. The 13,404 remaining sources have been divided into three categories, according to the quality of their flux density values (see FLUX_QUALITY flag). The three categories are:

- **category 1**: “Reliable flux densities”: sources with flux densities at $S/N > 1$ in both Planck (857, 545, and 353 GHz) and IRIS 3 THz bands, allowing a full characterization of their colour ratio and their temperature, as required for their validation. These sources represent the highest quality sample of the PGCC catalogue, and have FLUX_QUALITY=1.
- **category 2**: “Missing 3 THz flux density”: sources with flux densities $S/N > 1$ in all bands except for the IRIS 3 THz band, where we have obtained only an upper limit. These sources are typically characterized by low flux densities and extremely cold temperatures, and have no detectable counterparts in the infrared. They are potentially interesting very cold clump candidates, and have FLUX_QUALITY=2.
- **category 3**: “Detection only”: sources for which the quality of the elliptical Gaussian fit is very poor, thus no reliable flux density estimate can be obtained. These sources are likely extended or embedded in a complex environment. They have FLUX_QUALITY=3.

We provide the number of sources in each category in the first row of Table 2. After removal of the contaminants, such as sources affected by the presence of nearby hot sources (see Sect. 3.4) or extragalactic objects (see Sect. 3.3), we obtain the final number of sources shown in the last row of the Table. The all-sky distributions of the sources in each FLUX_QUALITY category are shown in Fig. 2.

#### 3.2. Blending issue

A total of 1757 sources are affected by blending, i.e., their flux density estimates have been compromised by the presence of a nearby and partly overlapping source. In this case, the flag FLUX_BLENDING is raised, and an approximate estimation of the contamination level is performed. This is expressed in terms of a relative bias (FLUX_BLENDING_BIAS) of the original flux density estimate in each band, when flux density estimates are available for both involved sources. The median value of this bias is around ~37%, although it varies greatly from one source to another. This bias is only indicative and cannot be used to correct the flux density estimates. A more accurate estimate of these flux densities could be obtained by performing a detailed analysis on individual sources, which, in particular, should take into account...
Fig. 2. All-sky distribution of the PGCC sources according to their FLUX_QUALITY category: “Reliable flux densities” (FQ = 1, top panel), “Missing 3 THz flux density” (FQ = 2, middle panel) and “Detection only” (FQ = 3, bottom panel). Sources located in the LMC and SMC are also shown in light colours.
the local background fluctuations, hence the relative contribution of each source component to the integrated flux density. A visual inspection to the ID cards of the blended sources may help to get an idea of the complexity of each case. For each source impacted by blending, we also provide the catalogue index of the companion source (FLUX_BLENDING_ID) with the angular distance to its centroid (FLUX_BLENDING_ANG_DIST).

3.3. Extragalactic contamination

The goal of the PGCC catalogue is to contain a selection as large as possible of Galactic cold clump candidates. Since the CoCoCoDeT detection algorithm is applied to all-sky maps, it is possible to have contamination from extragalactic objects. Hereafter we describe the three independent methods that we have used to identify and reject this type of contaminants.

The first step consists of a colour-colour selection of “radio-type” objects, characterized by a flat spectral energy distribution (SED) in the submillimetre and millimetre wavelength range. This kind of objects may have been detected by our algorithm because of the flattening of their SED around 857 and 545 GHz, which tends to mimic a cold black body spectrum. In this case, because of the flattening of their SED around 857 and 545 GHz, type “objects, characterized by a flat spectral energy distribution have used to identify and reject this type of contaminants.

The second step consists in cross-correlating the PGCC catalogue with extragalactic catalogues, such as: the Messier (Messier & Niles 1981) catalogue, the NGC (Dreyer 1888) and IC (Dreyer 1895) catalogues of nearby galaxies, and the 3C (Edge et al. 1959; Bennett 1962) and 4C (Pilkington & Scott 1965; Gower et al. 1967) catalogues of quasars. The cross-correlation has been performed using a 5′ radius, leading to 66 found associations between a cold clump and an extragalactic object.

In the last step, we have searched for possible optical counterparts in the Digitized Sky Survey (DSS) data (Djorgovski et al. 2003). The whole sample of cold clump candidates has been visually inspected to look for extended and/or bright sources in DSS images located close to or at the cold clump coordinates. After selecting some 800 sources with potential DSS counterparts, for each of these we have carefully examined ancillary Dame et al. (2001) CO data, extinction maps obtained with the NICER algorithm (Lombardi 2009) and cold residual maps. In addition, we have also searched for possible counterparts in the Planck Low Frequency Instrument (LFI) data. The combination of all these data sets has allowed us to identify 43 sources that are likely of extragalactic origin.

Finally, we have merged the three samples of extragalactic contaminants and rejected 114 unique objects from the initial source list.

The CoCoCoDeT algorithm has also detected sources in the Large Magellanic Cloud (LMC) and the Small Magellanic Cloud (SMC), which have not been rejected from the catalogue. Because of the proximity of these two galaxies, the Planck resolution and sensitivity allow the detection of individual cold clumps, forming a potential very interesting sample. Hence 51 Planck clumps falling inside a radius of 4′:09 centred on the Galactic coordinates (279.03, −33.60), as defined by Staveley-Smith et al. (2003), are flagged (XFLAG_LMC) as part of the LMC, and 3 others falling inside a radius of 2′:38 centred on the Galactic coordinates (302.67, −44.46), following Stanimirovic et al. (1999), are flagged (XFLAG_SMC) as part of the SMC. Remarkably, follow-up observations of the LMC and SMC Planck clump candidates have confirmed the nature of these objects, as discussed in Appendix A.

3.4. Nearby hot source contamination

The detection algorithm CoCoCoDeT (Montier et al. 2010) used to extract the cold clumps from the Planck and IRIS data is designed to detect sources colder than a median background estimated in the neighbourhood of the source. As stressed in Sect. 2.2, this method allows us to detect cold regions embedded in a warm background, but it can also yield detections of extended envelopes of warm sources that appear colder than their environment but are not intrinsically cold. In some extreme cases, a hot source can cause an overestimation of the background temperature in its proximity and thus lead to spurious detections.

In order to investigate this type of contamination, we use the cold residual maps as an indicator of the warm background around the source and look for negative contiguous pixels. By definition, where the cold residual is positive, the relative temperature is colder than the background, and the other way round, i.e., where the residual is negative, the temperature is higher. Thus we can build a list of hot point sources by using the same detection algorithm as for the cold clumps, but this time by applying it to the reverse of the cold residual maps. We then compute the minimum distance between any cold clump candidate and hot source detections in a 15′ radius from the cold clump coordinate centre. This yields 2464 cold-hot associations with distances ranging from 2′:6 to 15′.

We emphasize that the presence of hot sources in the proximity of cold sources does not lead systematically to spurious detections. This kind of association is expected in star formation regions, as both pre- and proto-stellar cores often reside in the same molecular cloud. In fact, the formation of cold and compact condensations may even be triggered by nearby star formation. For this reason, we only reject cold clump detections that are associated with a hot source located inside a 5′ radius from the cold clump coordinate centre (48 sources) and we flag the other 2416 cases while providing the distance between the centre of the cold clump and the hot source (NEARBY_HOT_SOURCE).

3.5. Description of the catalogue content

The final PGCC catalogue contains 13 188 Galactic sources and 54 sources located in the LMC and SMC, divided into three categories of flux density quality (FLUX_QUALITY flag). The number of sources in each category is given in Table 2. The table also provides the number of sources that are flagged due to the presence of nearby hot sources (NEARBY_HOT_SOURCE flag) or because they are located in the LMC and SMC. The all-sky distribution of the PGCC sources, shown in Fig. 1, globally follows the main molecular structures of the Galaxy, as illustrated by comparing with the Planck all-sky CO map in Fig. B.1. The all-sky distribution of the PGCC for each flux density quality category is shown in Fig. 2. The latitude distribution, presented in Fig. 3, shows that the EQ = 1 (coldest candidates) sources are preferentially detected towards the Galactic plane, compared to the EQ = 0 (highest reliability) sources that exhibit a deficit of sources in the Galactic plane. The same effect is observed for the EQ = 3 (detection only) sources, which may be explained by the confusion in those regions.

The columns in the catalogue and their meaning is given in Tables C.1. The distance estimates and related physical
properties are described in Sects. 5 and 6. The PGCC catalogue is available online on the Planck Legacy Archive\(^2\) and on the MuFFinS\(^3\) (Multi Frequency Follow-up Inventory Service) portal, together with 30' × 30' cutouts, respectively, from the IRIS 3 THz, the Planck frequency map, and the Planck cold residual maps.

4. Quality assessment

4.1. MCQA simulations

We have carried out a MCQA to quantify the performance of the detection algorithm applied to the combined IRIS 3 THz and Planck data set. To this end, we have generated all-sky simulations by injecting artificial sources in the IRIS and Planck maps, and then applied the CoCoCoDeT algorithm described in Sect. 2.2. In total, 150000 sources have been injected over the whole sky, divided into 15 sky realizations. Each source is characterized by a temperature, a fixed emissivity spectral index \(\beta = 2\), a flux density at 857 GHz, and an elliptical Gaussian profile (major and minor axis, ellipticity and position angle). The simulated sources are randomly distributed across the sky, using a uniform spatial distribution, at a minimum distance of 12' from the true Planck cold clump centre coordinates.

The synthetic temperatures range from 6 to 20 K, while the synthetic flux densities at 857 GHz follow a uniform distribution in logarithmic scale between 1.5 Jy and 500 Jy, indicating that we inject more faint sources that are effectively detected. Temperatures and flux densities are independently assigned to a value, i.e., no functional relation is assumed between these two quantities. The ellipticity varies between 1 and 2, and \(\theta\) ranges from 5' to 7'.

We note that these simulations do not intend to accurately reproduce the Planck cold clump properties. Their goal is rather to cover entirely the physically acceptable parameter space, in order to allow us to recover the CoCoCoDeT transfer function.

The detection and extraction procedure, described in Sects. 2.2 and 2.3, is then applied to the simulated data set, and a catalogue of detected sources, with corresponding flux densities and FLUX\_QUALITY flag, is built.

4.2. Completeness

Completeness is defined as the ratio of the number of detected sources to the total number of injected sources. Using the Monte Carlo analysis described in the previous section, we have investigated whether the completeness of the catalogue generated with the CoCoCoDeT algorithm depends on temperature, Galactic latitude, flux density and mass.

The top panel of Fig. 4 shows the relation between catalogue completeness and temperature of the injected sources. The total completeness (when including sources with all FLUX\_QUALITY category) is about 80% for input temperatures lower than 10 K, while it drops below 1% for temperatures larger than 17 K. In addition, the total completeness increases to almost 90%, for temperatures below 10 K if we consider only sources with input flux densities \(S_{857} > 15\) Jy (dotted line). This result confirms that CoCoCoDeT is a method optimized to detect cold sources embedded in a warm environment, while rejecting warm sources. We also note that sources flagged with FQ = 3, (i.e., Detection only) are found in correspondence of relatively warm temperatures (between 12 and 18 K), indicating that, as discussed in Sect. 3.1, they might not be cold clumps. On the other hand, the completeness of the sources with FQ = 2 (i.e., Missing 3 THz; flux) increases towards lower temperatures, further suggesting that they are probably very cold. The anti-correlation between the trends of the completeness of sources with FQ = 2 (increasing) and with FQ = 1 (decreasing) below 10 K, is clearly due to the lack of sensitivity of the IRIS 3 THz data. Cold sources will be barely detectable in the IRIS 3 THz band and mostly classified in the FQ = 2 category. We note that the completeness of sources with very low temperature (close to 6 K) is still about 60%, which means that, if these sources indeed exist, our algorithm is able to detect them. Finally, the completeness of the most reliable set of sources (FQ = 1, blue) appears to peak (at 40%) around 12 K, ranging from 17 K to 6 K, i.e., the floor of the temperature distribution of the injected sources. Because the detection efficiency drops to zero beyond 17 K, in the following we limit the discussion to simulated sources with temperatures lower than this threshold.

The middle panel of Fig. 4 illustrates the completeness as a function of Galactic latitude. Outside the Galactic plane, the completeness cumulated over all FQ categories remains quite constant and around 60%, while it drops to 30% for \(|b| < 10\). This effect is expected and due to confusion in the Galactic plane. Sources with FQ = 1 and 2 present a similar behaviour. On the contrary, the simulated sources with FQ = 3 are mainly detected outside the plane, as observed for the real PGCC sources in this flux category (see bottom panel of Fig. 2).

We have also explored the dependence of the completeness on the injected flux density in the IRIS 3 THz and Planck bands. The result is in Fig. 5. The completeness of the FQ = 3 sources increases with flux density, especially at the two highest frequencies. This is indeed the behaviour we expect from relatively warm sources. Conversely, the completeness of the FQ = 2 sources, which are presumably very cold, peaks at bright flux densities in the two lower frequencies, and at faint flux densities (below 1 Jy) at 3 THz, where it has not been possible to get any output flux density estimates. The completeness at 3 THz of the FQ = 1 sources that, by definition, have \(S/N > 1\), is about 20% below the IRIS sensitivity limit (1 Jy), and may appear inconsistent with it. This comes from the fact that completeness in a given band is here defined based on the input source flux density rather than on the output one. If we estimate the completeness by using only the sources for which the recovered flux density rather than on the output one. If we estimate the completeness by using only the sources for which the recovered flux density is consistent with it. This comes from the fact that completeness in a given band is here defined based on the input source flux density rather than on the output one. If we estimate the completeness by using only the sources for which the recovered flux density is consistent with it. This comes from the fact that completeness in a given band is here defined based on the input source flux density rather than on the output one. If we estimate the completeness by using only the sources for which the recovered flux density is consistent with it. This comes from the fact that completeness in a given band is here defined based on the input source flux density rather than on the output one. If we estimate the completeness by using only the sources for which the recovered flux density is consistent with it. This comes from the fact that completeness in a given band is here defined based on the input source flux density rather than on the output one. If we estimate the completeness by using only the sources for which the recovered flux density is consistent with it. This comes from the fact that completeness in a given band is here defined based on the input source flux density rather than on the output one. If we estimate the completeness by using only the sources for which the recovered flux density is consistent with it. This comes from the fact that completeness in a given band is here defined based on the input source flux density rather than on the output one. If we estimate the completeness by using only the sources for which the recovered flux density is consistent with it. This comes from the fact that completeness in a given band is here defined based on the input source flux density rather than on the output one. If we estimate the completeness by using only the sources for which the recovered flux density is consistent with it. This comes from the fact that completeness in a given band is here defined based on the input source flux density rather than on the output one. If we estimate the completeness by using only the sources for which the recovered flux density is consistent with it. This comes from the fact that completeness in a given band is here defined based on the input source flux density rather than on the output one. If we estimate the completeness by using only the sources for which the recovered flux density is consistent with it. This comes from the fact that completeness in a given band is here defined based on the input source flux density rather than on the output one. If we estimate the completeness by using only the sources for which the recovered flux density is consistent with it. This comes from the fact that completeness in a given band is here defined based on the input source flux density rather than on the output one. If we estimate the completeness by using only the sources for which the recovered flux density is consistent with it. This comes from the fact that completeness in a given band is here defined based on the input source flux density rather than on the output one. If we estimate the completeness by using only the sources for which the recovered flux density is consistent with it. This comes from the fact that completeness in a given band is here defined based on the input source flux density rather than on the output one. If we estimate the completeness by using only the sources for which the recovered flux density is consistent with it.
This flux density limit can be converted into a mass detection limit if we assume that all the sources are located at 100 pc from the Sun. The completeness as a function of mass is shown in the bottom panel of Fig. 4. The catalogue appears very incomplete for sources with a mass below 0.1 $M_\odot$, which explains the lower cutoff of the PGCC mass distribution in Fig. 12. At the same time, for sources with FQ = 1 the catalogue is complete at the 20–40% level across the entire mass range, meaning that no mass selection is introduced by CoCoCoDeT. Therefore, the only (significant) bias introduced in the PGCC mass distribution originates from the availability of distance estimates. Finally, the simulated FQ = 2 detections are characterized by a higher degree of completeness for relatively high mass values, as also observed also for the PGCC sources.

### 4.3. Geometric accuracy

By geometry, we mean the ensemble of parameters (e.g., centroid, ellipticity, position angle and equivalent full width half maximum) that describes the location, size and orientation of the source. The accuracy of these parameters is crucial for accurate photometric measurements, as described in Sect. 2.3.

Figure 6 summarizes the catalogue positional accuracy, which we define as the offset between the input and the recovered centroid of the synthetic sources. The cumulative distributions are shown at four confidence levels: 68%, 90%, 95% and 99%. 68% of the sources have a recovered centroid with a 0.2 uncertainty, and 95% with a 0.8 uncertainty. The median of the position offset distribution is 10'''. Thus, despite background confusion, our catalogue appears to contain accurate source coordinates.

We have also checked the accuracy for the other geometric parameters. For this purpose, we have investigated the relation between the ratio of the recovered to injected quantity (OUT/IN) and the S/N. The result is illustrated in Fig. 7.

For each bin in S/N, we have computed the cumulative OUT/IN distributions and corresponding median (solid line): in Fig. 7, each panel shows 68% (light shaded contours) and 95% (dark shaded contours) of the sources at a given frequency. The uncertainty on the recovered position angle (Fig. 7, middle panel) and ellipticity (Fig. 7, bottom panel) is very good, and below 10% for 68% of the sources at S/N > 6. When we include 95% of the sources at S/N > 6, the uncertainty varies between 20 and 30%. We note that for S/N > 10, the uncertainty on the recovered parameters remains fairly constant up to very high S/N. The reconstructed size of the sources, $\theta$, (Fig. 7, top panel) appears more uncertain at all S/N, with an uncertainty of about ±15 to 20% for 68% of the data at S/N > 6, and ±30% of uncertainty when we include 95% of the data. More importantly the recovered $\theta$ is systematically underestimated by about 10% compared to the injected one, due to background. This effect has a direct impact on the photometric accuracy, as discussed in the following section.

### 4.4. Photometric accuracy

Following a procedure similar to the one applied in the case of the geometric parameters, we have estimated the accuracy of the photometric measurements. Accordingly, we have computed the ratio of the recovered (OUT) to injected (IN) flux densities and analysed its behaviour as a function of S/N. We have limited the analysis to sources with FQ = 1 at 3 THz and FQ = 1 and 2 in the Planck bands.

---

Fig. 4. Completeness as a function of the input temperature (top panel), latitude (middle panel), and mass (bottom panel) of the injected sources. For the latitude and mass cases, the input temperature was lower than 17 K. In addition, when considering the dependence of completeness on mass, all the sources are assumed to be at 100 pc from the Sun. Each panel shows the distributions obtained from selecting only the sources in a given FLUX QUALITY category. In particular, FQ = 1, 2 and 3 correspond to the blue, green and pink curves, respectively. Finally, the dotted line in each panel denotes the completeness for the sample of sources with input flux density $S_{157} > 15$ Jy.

Fig. 5. Completeness as a function of the input temperature (top panel), latitude (middle panel), and mass (bottom panel) of the injected sources. For the latitude and mass cases, the input temperature was lower than 17 K. In addition, when considering the dependence of completeness on mass, all the sources are assumed to be at 100 pc from the Sun. Each panel shows the distributions obtained from selecting only the sources in a given FLUX QUALITY category. In particular, FQ = 1, 2 and 3 correspond to the blue, green and pink curves, respectively. Finally, the dotted line in each panel denotes the completeness for the sample of sources with input flux density $S_{157} > 15$ Jy.

Fig. 6. Completeness as a function of the input temperature (top panel), latitude (middle panel), and mass (bottom panel) of the injected sources. For the latitude and mass cases, the input temperature was lower than 17 K. In addition, when considering the dependence of completeness on mass, all the sources are assumed to be at 100 pc from the Sun. Each panel shows the distributions obtained from selecting only the sources in a given FLUX QUALITY category. In particular, FQ = 1, 2 and 3 correspond to the blue, green and pink curves, respectively. Finally, the dotted line in each panel denotes the completeness for the sample of sources with input flux density $S_{157} > 15$ Jy.
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Fig. 5. Completeness (computed on a restricted sample of sources with injected temperature below 17 K) as a function of the injected flux density in the IRAS 3 THz (top left panel) and Planck upper frequency bands, 857 GHz (top right panel), 545 GHz (bottom left panel), and 353 GHz (bottom right panel). It is shown per-category of flux density quality, i.e., FQ = 1, 2 and 3 categories (blue, green and pink, respectively). The completeness is also computed on a more restricted sample of sources with injected temperature below 17 K and with a flux density accuracy better than 50% (dashed lines).

Fig. 6. Density distribution of the positional offsets computed from 100 000 Monte Carlo realizations. Circles show the cumulative distributions at 68% (solid line), 90% (long-dashed line), 95% (dashed line) and 99% (dotted line).

The poorest performance appears to be in the 3 THz band. The S/N has to be as large as 15 for the accuracy to reach a level of about 50% for 68% of the data, while the uncertainty is higher by a factor of 4 if we include 95% of the distribution. At lower S/N (<15), the OUT/IN ratio can reach a factor of 10, while, by definition of FQ = 1, it should be below 2 because of the S_{3000}^{OUT}/σ_{S_{3000}}^{OUT} > 1 constraint. Thus, the uncertainty at 3 THz is severely underestimated during the photometry measurement.

If we compute the ratio of the difference between the recovered and injected flux densities to flux density uncertainty, (S_{3000}^{OUT} - S_{3000}^{IN})/σ_{S_{3000}}^{OUT}, we find a mean value of 5. We interpret this result as due to the fact that, at this frequency, the performance of the photometric measurements is dominated by modelling uncertainties, such as the removal of the warm background. However, this effect does not introduce any bias on the flux density measurements at 3 THz.

The photometric accuracy of the photometry in the Planck bands (second, third and fourth panel from the top in Fig. 8) is much better than at 3 THz. Indeed the uncertainty goes down to less than 10% for 68% of the sources at S/N > 6, once the data are bias-corrected. In fact, the flux densities in the Planck bands are systematically underestimated, i.e., by 10% at low S/N and by 5% at high S/N, as a consequence of the underestimation of θ (see Sect. 4.3), a well-known effect also studied in the framework of both the ERCSC Planck Collaboration VII (2011) and the PCCS Planck Collaboration XXVIII (2014), Planck Collaboration I (2016). This bias is about at the same
level as the flux density uncertainty, thus it is included in the 1σ uncertainty.

5. Distance estimates

In this section we describe the derivation of the distance estimates for the PGCC sources which have been obtained by using four different methods: i) cross-checking with kinematic distance estimates already available; ii) using the optical or near-infrared extinction due to the PGCC sources as an indicator of their distance; iii) associations with known molecular complexes; iv) estimates from the literature.

5.1. Kinematic

The Simon et al. (2006a) and Jackson et al. (2008) catalogues of infrared dark clouds (IRDC) provide kinematic distances
for 497 objects. These distances are obtained by combining the gas observed radial velocity with a Galactic rotation curve, in the assumption of gas circular motion. Accordingly, an observed radial velocity at a given longitude corresponds to a unique Galactocentric distance solution while, at least in the inner Galaxy, two heliocentric distances are allowed. By cross-correlating the PGCC sources with the IRDC catalogues in a 5° radius, we have found 92 associations, mainly located along the Galactic plane. To these sources we have assigned the distance flag DIST_KINEMATIC. We note that, when two heliocentric solutions are available, we always choose the near solution. An arbitrary 25% uncertainty on these distance estimates is adopted. In the following, we will refer to kinematic distances as method [1].

5.2. Optical extinction

Distances derived from optical extinction are based on processing of two independent Sloan Digital Sky Survey (SDSS) photometry-based data sets containing the computed distances and interstellar reddening to each star. The first data set, based on SDSS DR7 photometry and covering 1467 PGCC sources, is that of Berry et al. (2012) who fit reddening and the stellar location. The second data set, from MgGehee (in prep.), makes use of the SDSS DR9 catalogue. This targets a total of 1769 cold clumps and computes the reddening from $g - i$ colour excess, where the intrinsic stellar $g - i$ colour is derived from the reddening invariant indices defined by MgGehee et al. (2005).

Distance moduli values and uncertainties for each cold clump are inferred from analysis of 100 Monte Carlo runs using stars within a 10° radius of the catalogue position. For each realization the distance moduli and $E(B - V)$ reddening of each star are randomly varied assuming normal distributions of $N(0, 0.282^2)$ and $N(0, 0.072^2)$, respectively. These variance values, which are similar for both data sets, were computed by propagating the observed stellar locus width in low extinction $(A_T < 0.05)$ regions and the stated photometric uncertainties through the relations for $E(B - V)$ and $m - M$.

Each of these profiles are processed by a Canny edge detection filter (Canny 1986) with the location of the cold clump set by the distance modulus for which the edge detection signal is maximized. A Gaussian sigma of 0.3 mag in $m - M$ is used in the Canny filter for smoothing and noise reduction. Implicit in this approach is the assumption that there is only a single interstellar cloud along the line-of-sight. For each PGCC source we assign a value and uncertainty to the distance modulus based on the mode and standard deviation of the distribution. This distribution is obtained via kernel density estimation [KDE] on a 0.01 mag grid using the values returned from the Monte Carlo realizations and with the bandwidth of the KDE set by the normal distribution approximation.

We adopted the following prescriptions of MgGehee (in prep.) to build a final selection of robust distance estimates: i) distance estimates obtained with the M dwarf based technique (McGehee, in prep.) towards sources with an extinction $E(B - V) < 0.4$ are rejected; and ii) distance modulus estimates with uncertainties larger than 1.030 and 0.7317, for the Berry et al. (2012) or McGehee (in prep.) methods, respectively, are also rejected. Furthermore we have performed a sanity check on the altitude of the sources, rejecting those with an altitude above or below 2 times the Galactic scale height, which has been recently estimated by Jones et al. (2011) at 119 ± 15 pc.

Two sets of distance estimates are finally provided using optical extinction with SDSS data, depending on the SDSS data version. Hence 1083 sources have been assigned a distance estimate based on the DR7 SDSS data version using the Berry et al. (2012) method [2] (distance flag DIST_OPT_EXT_SDSS_DR7) and 191 sources based on the DR9 SDSS data version using the McGehee (in prep.) method [3] (distance flag DIST_OPT_EXT_SDSS_DR9).

5.3. Near-infrared extinction

By comparing observed stellar colours to the predictions of the Besançon Galactic model (Robin 2003, 2012), we have attempted to infer the most probable three-dimensional extinction distribution along the line-of-sight. The line-of-sight extinction is parametrized using a number of points, each described by a distance and an extinction. These parameters are probed using a Markov chain Monte Carlo (MCMC) method, based on the Metropolis Hastings algorithm with $10^5$ iterations. Modelled stars are reddened using linear interpolation between points and comparison with observations is performed on the colour distribution using a Kolmogorov Smirnov test.

Stars are chosen from the Two Micron All Sky Survey (2MASS, Skrutskie et al. 2006) point source catalogue that lie within the ellipse defining the cold clump, so in the location of the cloud along the line-of-sight should be detectable as a sharp rise in extinction. The resultant extinction vs. distance profile is then analysed to detect the presence of any clouds. The dust density with respect to distance is calculated via the derivative of the extinction distance relation and the diffuse extinction is estimated from the continuum. Any peaks in dust density $3\sigma$ over the diffuse are flagged. If a line-of-sight contains more than one cloud, the one with the highest extinction is chosen and the presence of a second cloud is flagged. Only lines-of-sight with a single detected cloud have been included in the present PGCC catalogue.

The principle of the method is similar to that described by Marshall et al. (2006) and Marshall et al. (2009). The motivation for the change in our case is to provide more robust estimates when stellar density is low, as well as to more fully characterize the uncertainty via the MCMC exploration of the parameter space.

The former version of this method was first applied in Marshall et al. (2009) on the Simon et al. (2006a) MSX catalogue of IRDCs, providing 1218 distance estimates. After cross-correlating the PGCC sources with this IRDC catalogue using a 5° radius, we have found 182 associations, leading to the distance estimates of the method [4] (DIST_NIR_EXT_IRDC field). We have adopted an uncertainty for the distance estimate of 25% following Marshall et al. (2009) prescriptions. The improved algorithm has been then applied to the PGCC sources using 2MASS data. After performing the sanity check on the altitude (as for the optical extinction methods), and including 787 upper limits (marked as negative estimates), this has led to 2810 estimates (method [5], DIST_NIR_EXT field). The uncertainty on these new set of distance estimates is provided individually by the algorithm.

5.4. Molecular complexes

A simple inspection of the all-sky distribution of cold clumps (see Fig. 1) suggests that it follows the distribution of known molecular complexes at intermediate latitude, as it is illustrated
Table 3. Molecular complexes used to assign a distance estimate to the PGCC sources. For more details see Sect. 5.4.

<table>
<thead>
<tr>
<th>Name</th>
<th>l</th>
<th>b</th>
<th>Area [deg²]</th>
<th>Distance [pc]</th>
<th>No.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aquila Serpens</td>
<td>28</td>
<td>3</td>
<td>30</td>
<td>260 ± 55</td>
<td>51</td>
</tr>
<tr>
<td>Polaris Flare</td>
<td>123</td>
<td>24</td>
<td>134</td>
<td>380 ± 40</td>
<td>68</td>
</tr>
<tr>
<td>Camelpopardalis</td>
<td>148</td>
<td>20</td>
<td>159</td>
<td>200 ± 30</td>
<td>19</td>
</tr>
<tr>
<td>Ursa Major</td>
<td>148</td>
<td>35</td>
<td>44</td>
<td>350 ± 35</td>
<td>22</td>
</tr>
<tr>
<td>Taurus</td>
<td>177</td>
<td>-15</td>
<td>-440</td>
<td>140 ± 15</td>
<td>384</td>
</tr>
<tr>
<td>Taurus Perseus</td>
<td>163</td>
<td>-15</td>
<td>440</td>
<td>230 ± 20</td>
<td>224</td>
</tr>
<tr>
<td>t Ori</td>
<td>196</td>
<td>-13</td>
<td>113</td>
<td>400 ± 40</td>
<td>70</td>
</tr>
<tr>
<td>Orion</td>
<td>212</td>
<td>-9</td>
<td>443</td>
<td>450 ± 50</td>
<td>333</td>
</tr>
<tr>
<td>Chamaeleon</td>
<td>300</td>
<td>-16</td>
<td>27</td>
<td>170 ± 15</td>
<td>114</td>
</tr>
<tr>
<td>Ophiuchus</td>
<td>355</td>
<td>17</td>
<td>422</td>
<td>150 ± 5</td>
<td>316</td>
</tr>
<tr>
<td>Hercules</td>
<td>45</td>
<td>9</td>
<td>35</td>
<td>300 ± 75</td>
<td>19</td>
</tr>
</tbody>
</table>

Notes. (1) Bontemps et al. (2010); (2) Loinard (2013); (3) Schlafly et al. (2014); (4) Murdin & Penston (1977); (5) Bertout et al. (1999); (6) Andersson et al. (1991).

in Appendix B. Many of these molecular complexes have distance estimates in the literature. To assign the distance of a complex to a particular cold clump, we have used the all-sky CO Planck map. In particular, we have checked the presence of a given PGCC source inside a molecular cloud, by using a mask generated from the CO map. This method has been applied to 11 molecular complexes listed in Table 3 and located outside the Galactic plane, which allows us to minimize the effect of confusion. Following this procedure, we have obtained 1895 distance estimates (method [6], DIST_MOLECULAR_COMPLEX field) with associated uncertainties.

5.5. Herschel follow-up

As mentioned in the introduction and further discussed in Sect. 7 we have performed a high angular resolution follow-up with the PACS and SPIRE instruments on-board Herschel, in the framework of the Herschel key-programme Galactic Cold Cores (HKP-GCC). This follow-up programme has targeted 349 PGCC sources, for which we have obtained distance estimates from the literature (Montillaud et al. 2015), the most reliable of which (228 sources) are reported in the final catalogue and flagged as DIST_HKP-GCC field. In the following, we refer to this method as method [7].

5.6. Combined distance estimates

We rank all methods by increasing order of confidence level, starting with the kinematic estimates ([1]), which several authors indicate as less reliable than extinction estimates (Foster et al. 2012), due to the distance ambiguity in the inner Galaxy. The estimates derived from optical extinction are ordered as [2] then [3], according to the SDSS data release version (DR7 to DR9). The estimates obtained from the near-infrared extinction come next, starting from those obtained towards IRDCs ([4]), and then considering the ones from the improved algorithm ([5]). The association with molecular complexes ([6]) provides consistent estimates for sources belonging to the same cloud. Finally, the distance estimates derived from the analysis of the Herschel observations appear as the most reliable ([6]).

In the final catalogue we have assigned to each source a unique distance value (DIST), corresponding to the distance estimate with the highest confidence level among the available estimates. This approach allows us to avoid assigning to a source an average distance computed from individual estimates obtained from very different methods. Importantly, we have checked the internal consistency among the available estimates for a given clump using the following relation,

\[ X_D = \frac{1}{C_n^2} \sum_{i,j} \left( \frac{|D_i - D_j|}{\sigma_i + \sigma_j} \right)^2 < 1, \]

where \( n \) is the number of available distances, \( D_i \) and \( D_j \) are the distance estimates and their corresponding standard deviation \( \sigma_i \) and \( \sigma_j \), and \( C_n^2 \) is the number of combinations of pairs between the \( n \) estimates. A value \( X_D < 1 \) indicates that the mean distance between distance estimates is compatible with a \( 1 \sigma \) uncertainty on each estimate. We have used the \( X_D \) parameter to assign a DIST_QUALITY flag to each source. In particular, \( X_D \) can take up the following values:

0. “No estimate”: no distance estimate available;
1. “Consistent”: few estimates are available and consistent within \( 1\sigma \) (\( X_D \leq 1 \));
2. “Single”: one single estimate;
3. “Unconsistent”: few estimates are available, but not consistent within \( 1\sigma \) (\( X_D > 1 \));
4. “Upper limit”: only an upper limit is available.

Following the procedure described above, we have obtained a total of 5574 distance estimates distributed across the whole sky with an associated DIST_QUALITY flag. The method selected for each distance estimate (DIST) is specified with the DIST_OPTION field, which ranges from 0 to 7 (see Table 4). The statistical properties of the distance distribution are shown in Table 4. We emphasize that these distance estimates have been compiled without taking into account the quality of the photometric measurements. In total, there are 4655 PGCC sources with DIST_QUALITY flag equal to 1 and 2. Of these, only 2489 sources have reliable flux densities in all bands (FQ = 1), while 1378 sources have reliable flux densities in the Planck bands, but not at 3 THz (FQ = 2). For more details see Table 5.

The cross-correlation between the DIST_QUALITY and FLUX_QUALITY flags is shown in Table 5, and reveals that
Planck Collaboration: *Planck* 2015 results. XXVIII.

**Fig. 9.** All-sky distribution of the 4655 PGCC sources for which a distance estimate with a DIST_QUALITY flag equal to 1 or 2 is available. The various types of distance estimates are defined as follows: kinematic (purple), optical extinction (blue), near-infrared extinction (green), molecular complex association (orange), and *Herschel* HKP-GCC (red). We also show the distribution of the 664 sources with an upper-limit estimate (DIST_QUALITY=4) provided by the near-infrared extinction method in light green. The regions covered by the molecular complexes are shown as black contours (see Table 3).

**Table 5.** Number of sources with a distance estimate in each category of the DIST_QUALITY and FLUXQUALITY flags.

<table>
<thead>
<tr>
<th>DIST_QUALITY</th>
<th>FLUXQUALITY</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>240</td>
</tr>
<tr>
<td>2</td>
<td>2249</td>
</tr>
<tr>
<td>3</td>
<td>116</td>
</tr>
<tr>
<td>4</td>
<td>335</td>
</tr>
</tbody>
</table>

**Fig. 10.** Distance distribution per type: kinematic, optical extinction, near-infrared extinction, molecular complex association, and *Herschel* HKP-GCC.

only 2489 sources have both reliable distance estimates (DIST_QUALITY=1 or 2) and reliable flux densities in all bands (FQ = 1), while 1378 sources have reliable flux densities in *Planck* bands but not at 3 THz (FQ = 2).

The spatial distribution of the sources having a distance estimate (see Fig. 9) strongly depends on the adopted distance method. Hence, sources with distances derived from optical extinction (blue) mainly follow the SDSS sky-coverage, which presents large stripes over the sky. Distances obtained from associations with molecular cloud complexes present a patchy distribution, mirroring that of the host clouds (orange). The near-infrared extinction estimates (green) are mostly concentrated towards the inner Galactic plane where the density of stars...
is sufficient to provide high extinction contrast, while the near-infrared extinction upper-limit estimates (light green) are spread at larger latitudes for the same reason.

A similar type of consideration applies to the analysis of the statistical distribution of all distance estimates (see Fig. 10). The near-infrared extinction and kinematic methods allows us to probe distant regions (from 1 kpc to 9 kpc) across the Galactic plane. On the contrary, the optical extinction and molecular complex associations methods are only applicable in the nearby Galaxy (up to 1 kpc and 0.5 kpc, respectively). As seen from the north Galactic pole (Fig. 11), the complementarity of the different methods shows clearly. About 88% of the sources with a reliable distance estimate (DIST_QUALITY=1 or 2) lie within 2 kpc from the sun. Therefore, the PGCC catalogue mainly probes the solar vicinity. It is interesting to notice that the distribution of the PGCC sources at larger distance follows at first order the Galactic arms and the molecular ring. This is especially significant for the Perseus arm towards the outer Galaxy and for the Scutum-Centaurus and Norma arms in the inner Galaxy. We conclude this section by emphasizing that, due to the variety of distance estimators, any statistical analysis involving distances or the related quantities, will be affected by severe biases which, given that the catalogue is not flux density complete, are very hard to quantify.

6. Physical parameters

For the Planck Galactic cold clumps we have derived: temperature, column density and, when distance estimates are available, size, mass, mean density and luminosity. The propagated uncertainties on the computed quantities are obtained, for each clump, from $10^5$ Monte Carlo simulations and are provided in two different fashions: i) as $1\sigma$ standard dispersion; ii) as defined by the lower and upper limits of the 68%, 95% and 99% confidence intervals of the Monte Carlo distributions. The latter takes into account the non-Gaussian behaviour of the same Monte Carlo distributions.

Figure 12 illustrates the temperature, column density, size, mass, mean density and luminosity distributions for the PGCC sources with FLUX_QUALITY equal to 1 and 2. We note that sources with $FQ = 1$ have reliable flux densities in both the IRIS 3 THz and Planck bands, which allows the derivation of reliable temperatures and emissivity index, while sources with $FQ = 2$ are likely faint and cold, and their temperatures estimated are obtained using only the three Planck bands and a fixed emissivity spectral index of 2. In the case of physical quantities for which a distance estimate is needed, we also require that DIST_QUALITY is either 1 or 2.

Additionally, we investigated the impact of the individual uncertainties estimated above on the overall source catalogue distribution for each physical quantity. To this end, we have again used a Monte Carlo approach. In this case, for each quantity, we build 10 000 synthetic samples with the same number of sources as the original sample. Then, starting from the computed values, we add random noise based on the uncertainty associated with each source. At this stage, we generate the $1\sigma$ upper and lower contours for each of the 10 000 samples, where the $1\sigma$ limit is estimated based on the median of the distribution. Figure 12 shows, as expected, that the contours follow reasonably well the distribution of the computed values when the uncertainties are relatively small. On the contrary, there is quite a significant departure from these when the uncertainties are large.

6.1. Temperature and emissivity

The source temperatures and the local warm background tempratures have been estimated using the flux density measurements and their corresponding uncertainties in the IRIS 3 THz band and the Planck 857, 545, and 353 GHz channels (see Sect. 2.3). The fits of the SEDs have been performed assuming that the emission can be described as a modified black body,

$$ F_\nu = F_{\nu 0} B_\nu (\nu/\nu_0)^\beta, $$

where $F_\nu$ are the observed flux densities, $\beta$ is the emissivity spectral index, $T$ is the fitted colour temperature, and $F_{\nu 0}$ is the fitted flux density at a reference wavelength $\nu_0$. In Eq. (2) we have assumed that the observed emission is optically thin at frequencies $\nu \leq 3$ THz, that the emissivity spectral index is constant within the fitted wavelength range, and that the source is isothermal. The first two assumptions likely hold, however, the sources are not necessarily isothermal. In particular, the temperature is expected to vary along the line-of-sight due to radiative transfer effects, with lower values in the inner, denser part of the clump than the averaged colour temperature obtained from Eq. (2). The derived column density and mass can then be underestimated up to a factor of 3 (Ysard et al. 2012). For each source, two independent temperature estimates have been obtained, i.e., by fixing the emissivity spectral index, $\beta$, to 2.0, or by letting $\beta$ be a free parameter. These estimates and their uncertainties have been calculated with a MCMC approach, using a Bayesian formulation with flat priors distributions for the temperature, emissivity spectral index (when this is a free parameter), and the amplitude of the fitted modified black body (see Juvela et al. 2013, and references therein). The allowed parameter ranges are: $5.0 < T < 30$ K, $0.5 < \beta < 5.0$ and $F_{\nu 0} > 0.0$.

The MCMC calculations have been made in chunks of $10^7$ iterations. After reaching convergence (following the initial burn-in phase), the parameters have been estimated from the final $5 \times 10^7$ steps. The parameters values quoted in the catalogue correspond to the mean and the marginalized 68% confidence intervals calculated from the MCMC samples. The uncertainty of the MCMC temperature estimate caused by the finite length of the MCMC chain is always negligible.

For sources with $FQ = 1$, we have compared the temperature and emissivity spectral index obtained from $\chi^2$ fits and from the MCMC results, and these are on average within 1%. For sources with the lowest S/N, the $\chi^2$ method tends to give higher $T$ values and lower $\beta$ values than the MCMC technique. This is consistent with the behaviour found in simulations where, when $\beta$ is treated as a free parameter, the joint probability distribution of $T$ and $\beta$ is asymmetric and presents a long tail towards low temperatures and high values of the emissivity spectral index (Juvela & Ysard 2012; Shetty et al. 2009). The standard deviations of the MCMC vs. $\chi^2$ estimates are $\sigma(T) = 0.3$ K and $\sigma(\beta) = 0.08$. Again, these numbers reflect mostly the behaviour of sources with the lowest S/N measurements. In general, the difference between the MCMC and $\chi^2$ estimates are not significant when compared to the uncertainties. The MCMC results have also been compared to $\chi^2$ fits performed over a regular grid with a step $\Delta T = 0.2$ K and $\Delta \beta = 0.05$, where, at each grid position, we fit only the amplitude of the model spectrum. The results are consistent within the uncertainties, confirming that MCMC has correctly localized the absolute minimum across the entire allowed parameter space.

We stress that the temperature estimates of the sources correspond to the temperature of the clump-only after removal of the
Fig. 12. Distribution of the physical properties of the PGCC objects with FQ = 1 (blue) and FQ = 2 (green). The coloured shaded regions provide an estimate of the impact of the individual uncertainties on the statistical distribution at a 1σ dispersion level around the mean value obtained from 10 000 MC realizations (see Sect. 6 for more details). The temperature distribution is shown for two temperature estimates, i.e., using a free emissivity spectral index $\beta$ (solid line) or a fixed $\beta = 2$ (dot-dashed line). The distribution of the intrinsic size, after deconvolution, is shown on the top right panel in dot-dot-dot-dashed line. The distributions of the physical size, mass, mean density and luminosity of the clumps are provided for sources with reliable distance estimates ($\text{DIST}\_\text{QUALITY}=1$ or 2). These distributions are also shown separately for sources at solar distances smaller or larger than 1 kpc from the Sun, in dashed and dotted lines, respectively.
warm background, while the colour temperature is usually associated with the total emission on the line-of-sight. The resulting clump temperature distribution is shown in Fig. 12 for the two categories of sources, with \( FQ = 1 \) and 2. When the emissivity spectral index \( \beta \) is allowed to vary (solid lines), the temperature of the Planck cold clump candidates with \( FQ = 1 \) ranges from 8.6 to 30 K, and actually from 10.5 to 19.9 K when excluding the 2% extreme percentiles, with a peak of the distribution at about 14.5 K. Likewise, when we take \( \beta = 2 \), the distribution is narrower (ranging from 6 to 22.5 K, and from 11.1 to 16.8 K when excluding the 2% extreme percentiles) but still peaks around 14 K. These values are about 1 K higher than the temperature estimates derived in Planck Collaboration XXXIII (2011). This can be ascribed to the change in calibration of the Planck high frequency bands (857 and 545 GHz) with respect to the data used for the Planck Early Papers and the Planck Results 2013 (see Planck Collaboration VIII 2014). The temperature distribution of sources with \( FQ = 2 \) has a peak at lower temperatures, around 13 K, and spans a range of lower temperatures, down to 5.8 K, while it ranges from 8.6 to 22.3 K when excluding the 2% extreme percentiles. This is consistent with the aforementioned hypothesis that these sources are colder than sources with \( FQ = 1 \).

If we compare this actual distribution with the expected temperature completeness of Fig. 4, we find that the temperature distribution of the PGCC sample with \( FQ = 1 \) drops to zero below 9 K, while the expected detection efficiency is still about 15% below 8 K for the same category. Considering now sources with \( FQ = 2 \), about 0.5% of the sample exhibits temperature below 8 K, but no sources below 5.8 K, where the expected completeness reaches almost 45% for the same category. The lower temperature limits at 8.6 and 5.8 K for sources with \( FQ = 1 \) and 2, respectively, appear therefore as physical thresholds, rather than a bias introduced by the detection algorithm. However, it is important to keep in mind that colder sources (below 6 K) may still exist on smaller angular scales.

### 6.2. Size

The geometric parameters of the PGCC sources are derived from the photometric measurements by means of an elliptical Gaussian fit to the 857 GHz cold residual map with an elliptical Gaussian. From the fit, we can estimate: the source centroid, its major and minor axis, emissivity, and position angle. In the catalogue, these quantities are available only for sources with \( FQ = 1 \) or 2.

The distribution of \( \theta \), defined as the geometric mean of the major and minor FWHM, \( \theta = \sqrt{\theta_{maj}\theta_{min}} \), is shown in Fig. 12. The PGCC sources have an average \( \theta \) of 7/5′ (red dashed line), thus appearing slightly extended with respect to the effective beam, \( \theta_{eff} \), at 857 GHz (4.325±0.055, Planck Collaboration I 2014). We have also computed the intrinsic size, \( \theta_{true} \), of the sources by deconvolution of the observed diameter from the effective beam, and yielding an average value of 5/6′. We have obtained an average \( \theta_{true}/\theta_{eff} \) ratio of 1.4, which is consistent with other similar observations, e.g., by BLAST (1.1, Netterfield et al. 2009) and Bolocam (1.5, Enoch et al. 2007). This effect might have to do with the hierarchical structure of the interstellar medium, and to the fact that cold clumps are likely to be characterized by the presence of extended envelopes. We note that, statistically speaking, PGCC sources with \( FQ = 1 \) or 2 have comparable \( \theta \) distributions.

The ellipticity of the sources is defined as

\[
\epsilon = \sqrt{1 - \left( \frac{\theta_{min}}{\theta_{maj}} \right)^2},
\]

(3)

As shown in Fig. 12, PGCC clumps exhibit a distribution of the ellipticity peaking around 0.9 with a median value of 0.83, larger than the average ellipticity of the effective beam at 857 GHz, which is about 0.70 (Planck Collaboration I 2014). While the uncertainty on the major and minor FWHM determination can lead to an artificial elongation of the sources, we estimate that a 45% level of uncertainty is required to produce a median value of the ellipticity of 0.83 instead of 0.7, whereas the effective accuracy of the recovered ellipticity is about 10% (see Sect. 4.3). Therefore, the observed elongation of the PGCC sources cannot be explained by noise alone. Furthermore, we have verified that the position angle of the PGCC sources is not correlated with the Planck scanning strategy. Indeed, for the previous catalogue version, particularly the ECC (Planck Collaboration VII 2011), a statistical analysis revealed that the orientation of the sources was slightly spatially correlated with the scan direction. Such an effect was induced by the instrument transfer function, which at the time was not fully characterized. This issue has been resolved in the public release of Planck data (see Planck Collaboration VII 2014) used to build the present catalogue. About 40% of sources have 0.87 < \( \epsilon < 0.95 \), which translates to axial ratios between 2 and 3. PGCC clumps appear therefore clearly elongated, which may be due to their association with filamentary structures.

For the sources with a reliable distance estimate (DIST_QUALITY=1 or 2), i.e., 2489 and 1378 sources with \( FQ = 1 \) and 2, respectively, we have also derived their linear size. A few things need to be noted regarding the linear size distribution shown in Fig. 12. First of all, this distribution is limited to objects for which a distance estimate is available, and these constitute, as discussed in Sect. 5, a very heterogeneous sample of sources. Secondly, this distribution is strongly influenced by the Planck angular resolution (5′), therefore small (<1 pc) and compact clumps are likely local objects (\( D < 1 \) kpc), while larger objects (a few pc) are likely intrinsically extended structures located at large distances (\( D > 1 \) kpc). Hence, the double-peak pattern of the physical size distribution is strongly correlated with the distance distribution of Fig. 10, and is not likely to be a real feature.

### 6.3. Column density

The column density of the Planck cold clumps has been evaluated following the prescription in Planck Collaboration XXIII (2011).

\[
N_{H_\text{i}} = \frac{S'_\nu/\Omega}{\mu m_i B(T) \kappa_v},
\]

(4)

where \( S'_\nu \) is the flux density per beam at the frequency \( \nu \), which is integrated over the solid angle of the clump defined by \( \Omega = \pi \theta_{min} \theta_{maj}/4 \), \( \mu = 2.33 \) is the mean molecular weight, \( m_i \) is the mass of the atomic hydrogen, and \( \kappa_v \) is the dust opacity. We have adopted the dust opacity from Beckwith et al. (1990), \( \kappa_v = 0.1(\nu/1\text{THz})^2 \text{cm}^2 \text{g}^{-1} \), which is appropriate for the case of dense clouds at intermediate densities. The column density is computed at 857 GHz, close to the 1 THz reference of Beckwith et al. (1990), which allows us to minimize the impact of assuming a fixed emissivity spectral index, \( \beta = 2 \). Changing the emissivity spectral index in the range 1−3 yields up to 15% variations
on the emissivity estimate, which is negligible compared to the intrinsic uncertainty of the emissivity. This is also the Planck-HFI band where the S/N is the highest, and where dust emission remains optically thin. We note that $S_{857}$, integrated over $\Omega$, is half the flux density provided in the catalogue, $S_{857}$, which is the flux density integrated over the whole clump.

The peak column density is defined by

$$ N_{H_2}^{\text{peak}} = \frac{I_\nu}{\mu \nu B_\nu(T) \kappa_\nu}, \quad (5) $$

where $I_\nu$ is the surface brightness measured at the peak, and it can be derived from $N_{H_2}$ by multiplying by 1.38. We stress that these two estimates of the column density are derived for the Planck clumps only after removal of the warm component, which is not what is typically found in the literature.

The $N_{H_2}$ distribution is shown in Fig. 12. This ranges from $6.8 \times 10^{18}$ to $1.2 \times 10^{23}$ cm$^{-2}$, with a median of $3.4 \times 10^{20}$ cm$^{-2}$ and $6.3 \times 10^{20}$ cm$^{-2}$ for sources with $FQ = 1$ and 2, respectively.

Sources with $FQ = 2$ have slightly larger column densities, which is expected if these sources effectively correspond to colder and denser objects. About 80% of the sources have a column density between $1.4 \times 10^{20}$ and $3.7 \times 10^{21}$ cm$^{-2}$, respectively. We emphasize that these column densities are averaged over the size of the clump which, at the Planck resolution, is likely inducing a bias at low values because of beam dilution effects. Indeed, as shown in Planck Collaboration XXII (2011), the Herschel higher angular resolution observations of a sample of PGCC sources have revealed complex substructures, characterized by lower temperatures and higher densities than the parent clump.

### 6.4. Mass and mean density

For sources with a reliable distance estimate, the mass of the clump is given by

$$ M = \frac{S_\nu \, D^2}{\kappa_\nu \, B_\nu(T)}, \quad (6) $$

where $S_\nu$ is the flux density measured at 857 GHz, integrated over the solid angle $\Omega$ defined in Sect. 6.3, $D$ is the distance, $\kappa_\nu$ is the dust opacity defined in Sect. 6.3, and $B_\nu(T)$ is the Planck function for a dust temperature $T$.

The mass distribution shown in Fig. 12, ranges from a few $10^{-2}$ to almost $10^5 M_\odot$, probing a large variety of objects, from cores to giant molecular clouds. We stress that this mass distribution, as the linear size distribution discussed in Sect. 6.2, is biased by our distance sample, which we know being highly heterogeneous (see Sect. 5). This becomes clear when we partition the mass distribution according to distance, in particular by separating sources located closer (dashed line) or further (dotted line) than 1 kpc from the Sun. Furthermore, except for less than 40% of the cases where the distance estimates are obtained from molecular complex association providing highly reliable estimates, the uncertainty on the computed mass is mainly dominated by the uncertainty on the distance, which is about two to three times larger than the uncertainties on the temperature and flux density involved in the calculation. Hence about 84% of sources have mass estimates with a S/N between 1 and 2, and 16% with a S/N above 2. We note also that we have almost reached the theoretical sensitivity limit of Planck to low-mass cold cores, as it has been derived in Sect. 4.2, which is about 0.03 $M_\odot$ for a cold source located at 100 pc and having a column density of $10^{20}$ cm$^{-2}$.

### 6.5. Luminosity

We have computed the bolometric luminosity of the cold clumps as

$$ L = 4\pi D^2 \int S'_\nu \, dv, \quad (7) $$

where $D$ is the distance and $S'_\nu$ is the flux density of the clump modelled as a modified black body function with temperature $T$ and emissivity spectral index $\beta$, as described in Sect. 6.1, and normalized to $S'_\nu$ defined in Sect. 6.3. The integral is taken over the frequency range $300$ GHz $< \nu < 10$ THz, which extends beyond the IRAS and Planck spectral coverage. Any emission at shorter wavelengths is not included in this calculation. From Fig. 12 we note that the luminosity distributions for sources in the $FQ = 1$ and 2 categories are very heterogeneous, ranging from $10^{-2}$ to $10^6 L_\odot$.

Figure 13 illustrates the $L/M$ distribution. This quantity presents the advantage of not depending on distance, thus it can be derived for all the sources in the catalogue. It is often used as an indicator of the evolutionary stage of cold sources. About 73% and 83% of the sample with $FQ = 1$ and 2, respectively, have a $L/M < 1$, which is typical of objects with low degrees of evolution. Interestingly, we find the same proportion when we analyse the $L/M$ distribution (dotted lines) for objects with a reliable distance estimate, suggesting that the sample of sources with distance estimates is statistically representative of the entire sample.

### 6.6. Correlation between physical properties

A summary of the statistical properties of the PGCC cold clumps physical quantities is provided in Table 6, for sources with...
Table 6. Statistical description of the physical properties of the PGCC clumps with FQ = 1.

<table>
<thead>
<tr>
<th>Percentile</th>
<th>$T_c$ [K]</th>
<th>FWHM [']</th>
<th>Size* [pc]</th>
<th>$\epsilon$</th>
<th>$N_{H_2}$ [cm$^{-2}$]</th>
<th>$D^*$ [kpc]</th>
<th>$M^*$ [$M_\odot$]</th>
<th>$n_{H_2}^*$ [cm$^{-3}$]</th>
<th>$L^*$ [L$_\odot$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>min. .......</td>
<td>8.6</td>
<td>3.4</td>
<td>0.14</td>
<td>0.10</td>
<td>6.8 $\times$ 10$^{18}$</td>
<td>0.07</td>
<td>5.1 $\times$ 10$^{10}$</td>
<td>5.3 $\times$ 10$^{7}$</td>
<td>7.6 $\times$ 10$^{-2}$</td>
</tr>
<tr>
<td>first 1% ....</td>
<td>10.5</td>
<td>4.6</td>
<td>0.20</td>
<td>0.36</td>
<td>3.2 $\times$ 10$^{16}$</td>
<td>0.12</td>
<td>1.4 $\times$ 10$^{11}$</td>
<td>1.6 $\times$ 10$^1$</td>
<td>1.4 $\times$ 10$^{-1}$</td>
</tr>
<tr>
<td>first 10% ....</td>
<td>12.1</td>
<td>5.8</td>
<td>0.27</td>
<td>0.61</td>
<td>9.8 $\times$ 10$^{15}$</td>
<td>0.14</td>
<td>4.5 $\times$ 10$^{10}$</td>
<td>6.8 $\times$ 10$^1$</td>
<td>3.6 $\times$ 10$^{-1}$</td>
</tr>
<tr>
<td>median .......</td>
<td>14.5</td>
<td>7.5</td>
<td>0.71</td>
<td>0.83</td>
<td>3.4 $\times$ 10$^{15}$</td>
<td>0.33</td>
<td>3.3 $\times$ 10$^2$</td>
<td>3.0 $\times$ 10$^2$</td>
<td>2.1 $\times$ 10$^0$</td>
</tr>
<tr>
<td>last 10% ....</td>
<td>17.0</td>
<td>9.3</td>
<td>1.91</td>
<td>0.94</td>
<td>1.8 $\times$ 10$^{14}$</td>
<td>0.92</td>
<td>5.9 $\times$ 10$^1$</td>
<td>2.4 $\times$ 10$^3$</td>
<td>6.9 $\times$ 10$^1$</td>
</tr>
<tr>
<td>last 1% .......</td>
<td>19.9</td>
<td>11.0</td>
<td>11.72</td>
<td>0.97</td>
<td>8.6 $\times$ 10$^{13}$</td>
<td>5.51</td>
<td>6.8 $\times$ 10$^2$</td>
<td>1.3 $\times$ 10$^3$</td>
<td>7.5 $\times$ 10$^3$</td>
</tr>
<tr>
<td>max. .......</td>
<td>30.0</td>
<td>13.1</td>
<td>25.16</td>
<td>0.98</td>
<td>8.8 $\times$ 10$^{12}$</td>
<td>10.48</td>
<td>2.6 $\times$ 10$^4$</td>
<td>3.5 $\times$ 10$^4$</td>
<td>7.6 $\times$ 10$^3$</td>
</tr>
</tbody>
</table>

Notes. The statistics of the quantities denoted with (*) have been computed on the subsample of sources having a distance estimate with DIST_QUALITY=1 or 2.

Table 7. Same as Table 6 with FQ = 2.

<table>
<thead>
<tr>
<th>Percentile</th>
<th>$T_c$ [K]</th>
<th>FWHM [']</th>
<th>Size* [pc]</th>
<th>$\epsilon$</th>
<th>$N_{H_2}$ [cm$^{-2}$]</th>
<th>$D^*$ [kpc]</th>
<th>$M^*$ [$M_\odot$]</th>
<th>$n_{H_2}^*$ [cm$^{-3}$]</th>
<th>$L^*$ [L$_\odot$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>min. .......</td>
<td>5.8</td>
<td>2.8</td>
<td>0.15</td>
<td>0.16</td>
<td>1.4 $\times$ 10$^{15}$</td>
<td>0.07</td>
<td>5.0 $\times$ 10$^{10}$</td>
<td>6.4 $\times$ 10$^0$</td>
<td>9.2 $\times$ 10$^{-3}$</td>
</tr>
<tr>
<td>first 1% ....</td>
<td>8.6</td>
<td>4.2</td>
<td>0.19</td>
<td>0.37</td>
<td>4.9 $\times$ 10$^{14}$</td>
<td>0.12</td>
<td>1.4 $\times$ 10$^{11}$</td>
<td>1.4 $\times$ 10$^1$</td>
<td>6.4 $\times$ 10$^{-2}$</td>
</tr>
<tr>
<td>first 10% ....</td>
<td>11.0</td>
<td>5.6</td>
<td>0.28</td>
<td>0.61</td>
<td>1.4 $\times$ 10$^{13}$</td>
<td>0.14</td>
<td>6.1 $\times$ 10$^{10}$</td>
<td>6.4 $\times$ 10$^1$</td>
<td>2.7 $\times$ 10$^{-1}$</td>
</tr>
<tr>
<td>median .......</td>
<td>13.0</td>
<td>7.5</td>
<td>0.95</td>
<td>0.84</td>
<td>6.3 $\times$ 10$^{12}$</td>
<td>0.41</td>
<td>8.7 $\times$ 10$^2$</td>
<td>3.5 $\times$ 10$^2$</td>
<td>3.7 $\times$ 10$^0$</td>
</tr>
<tr>
<td>last 10% ....</td>
<td>15.7</td>
<td>9.7</td>
<td>8.55</td>
<td>0.95</td>
<td>3.7 $\times$ 10$^{11}$</td>
<td>4.38</td>
<td>3.1 $\times$ 10$^3$</td>
<td>2.6 $\times$ 10$^3$</td>
<td>3.3 $\times$ 10$^4$</td>
</tr>
<tr>
<td>last 1% .......</td>
<td>22.2</td>
<td>11.7</td>
<td>15.69</td>
<td>0.98</td>
<td>1.0 $\times$ 10$^{10}$</td>
<td>6.90</td>
<td>1.4 $\times$ 10$^4$</td>
<td>1.2 $\times$ 10$^4$</td>
<td>4.6 $\times$ 10$^4$</td>
</tr>
<tr>
<td>max. .......</td>
<td>30.0</td>
<td>14.5</td>
<td>30.56</td>
<td>0.98</td>
<td>1.2 $\times$ 10$^{13}$</td>
<td>10.16</td>
<td>6.3 $\times$ 10$^4$</td>
<td>2.4 $\times$ 10$^4$</td>
<td>2.9 $\times$ 10$^6$</td>
</tr>
</tbody>
</table>

Notes. The statistics of the quantities denoted with (*) have been computed on the subsample of sources having a distance estimate with DIST_QUALITY=1 or 2. We note that for this class of sources, we only provide an upper limit of the temperature.

7. Ancillary Validation

7.1. Identification with Planck internal catalogues

We have performed a positional cross-correlation of the PGCC catalogue with the other Planck internal catalogues, using a 5′ radius. In particular, we have considered: the Early Cold Cores catalogue (ECC), the Planck Catalogue of Compact Sources (PCCS), the Planck Catalogue of Sunyaev-Zeldovich sources (PSZ), and the Planck Catalogue of High-redshift source candidates (PHZ). The results are summarized in Table 8.

7.1.1. ECC

The Early Cold Cores catalogue contains 915 sources that were detected with high S/N by the Planck Early Mission using the same colour-detection method used for the PGCC catalogue. We find matches in positions for 892 ECC sources. The missing 23 ECC sources have a strong signal in all three detection maps. However, we have deblended the detection maps using the local maxima of the detection signal (see Montier et al. 2010, Sect. 5.2), and adopted the positions of these local maxima for the coordinates of the detections at each frequency.

The individual frequency catalogues have then been merged to create the final catalogue. This last step of band merging has been improved in the final version of the catalogue to ensure a higher degree of compactness of the detected clump across the frequencies. The missing 23 ECC sources do no longer satisfy the compactness criterion. This does not mean that these ECC sources are spurious, rather it suggests that they are slightly more extended than the rest of the sources in the catalogue, hence they are discarded.
7.1.2. PCCS

The PCCS (Planck Collaboration I 2016) contains frequency catalogues in each Planck band. The PCCS detections are obtained from individual frequency maps to which a Mexican Hat Wavelet filter has been applied. This procedure allows removal of extended emission and noise. Because of this data treatment, the S/N of PCCS sources depends on the frequency and on the area of the sky. The detections in each band are divided into two categories depending on the region of the sky: zone 0 corresponds to regions where the reliability of the sources has been quantified, while zones 1 to 3 correspond to filaments, Galactic regions or filaments in Galactic regions, respectively. The second category of PCCS sources is considered to have a lower reliability than the zone 0 sources.

The number of retrieved matches is given in Table 8. In the Table we provide the total number of matches (last column), as well as by FLUX_QUALITY flag (second, third and fourth columns). This is given for each subcategory of the PCCS catalogue: zone 0 and zones 1–3. Since the PCCS catalogue contains warm sources that are rejected from the PGCC catalogue, it is not surprising that we do not find PGCC matches for all the PCCS detections. However, an important fraction of the PGCC sources have a counterpart in the PCCS catalogue, especially in the highest frequency channels, up to 75% in the 857 GHz band when including the zones 1–3 sources. We also note that the proportion of matched sources in the low-frequency channels becomes extremely small (131 in total) and mainly consists of zone-0 sources, which could represent a population of extragalactic radio contaminants that has not been fully rejected. More interestingly, the PGCC detection algorithm requires a detection in all three frequency cold residual maps, while the PCCS only requires single frequency detections. There are 21,182 PCCS sources that are simultaneously detected at 857, 545, and 353 GHz. Of these, 7038 have a match in the PGCC catalogue in a 5′ radius. Thus the PGCC catalogue contains ~45% of new sources not already identified in the PCCS catalogue in the three upper Planck frequencies as cold sources.

7.1.3. PSZ

The Planck Catalogue of Sunyaev-Zeldovich sources (PSZ, Planck Collaboration XXVIII 2016) contains 1653 detections. These are exclusively extragalactic sources, so the overlap between the PSZ and PGCC catalogues is small, i.e., 65 sources. Most of these sources exhibit cold temperature, except one which is warm. Since the CoCoCoDeT algorithm is suited to detect sources whose SED peaks around 857 GHz, it is not expected to be sensitive to the SZ effect from galaxy clusters, which is characterized by a peak at 353 GHz and almost no emission contribution at 857 GHz. Hence it is likely that this sample of 65 matched sources, lying at the limit of the Galactic mask used when building the PSZ catalogue, consists of Galactic cold clumps at intermediate to high latitudes, therefore representing a contaminant for the PSZ catalogue.

7.1.4. PHz

The Planck list of high-z source candidates (PHz, Planck Collaboration Int. XXXIX 2015) is a list of sources detected at high latitude, in the 26% cleanest fraction of the sky, and consists of a sample of high-redshift candidates identified by their “red” colours in the Planck highest frequency bands. By cross-correlating the PGCC and PHz catalogues, we found 15 common

Fig. 14. Correlation plots for: temperature, column density, distance, size and mass. The black dots represent 3867 PGCC sources with a robust distance and flux density estimate. The red dots denote the IRDCs from Simon et al. (2006b).
sources. This result was partly expected, due to the similar spectral behaviour of Galactic cold objects and extragalactic red sources. Nevertheless, at the time of writing the nature of these matches is uncertain and requires further investigation.

7.2. Crosscheck with follow-up observations

7.2.1. Herschel imaging

A subsample of the PGCC sources has been further investigated in the Herschel open time key programme Galactic Cold Cores (hereafter, HKP-GCC). Herschel PACS and SPIRE instruments were used to observe 115 fields at five wavelengths, from 100 μm to 500 μm, with an angular resolution from 12″ to 37″. The fields were selected based on an early version of the PGCC catalogue, and target 349 individual Planck clumps, spanning a wide range in S/N, latitude and temperature.

The sensitivity and resolution of the Herschel instruments (Pilbratt et al. 2010; Poglitsch et al. 2010; Griffin et al. 2010) enable detailed studies of the structure of the clumps and their interplay with their parent clouds. First results of the Herschel follow-up have been presented in Juvela et al. (2010, 2011, 2012) and in Planck Collaboration XXII (2011).

For the purpose of target selection, the Planck cold clumps have been binned according to their Galactic coordinates, their estimated dust colour temperature, and their mass. The bins are identified by the following boundary values: \( l = 0, 60, 120, \) and 180 deg; \(|b| = 1, 5, 10, \) and 90 deg; \( T_{\text{dust}} = 6, 9, 11, \) and 14 K; \( M = 0, 0.01, 2.0, 500, 10^4 \) \( M_\odot. \) Here \( T_{\text{dust}} \) is the clump cold dust temperature. After creating the bins, the targets have been selected using a Monte Carlo technique, in which we have uniformly sampled the sources in the various bins. This procedure allows us to cover entirely the parameter space, including sources at high latitudes and with extreme mass values. The \( M = 0 \) bin has been reserved for sources with no distance estimate.

Interestingly, the selection of the PGCC sources had to avoid areas of the sky covered by other Herschel Key Programmes, such as the Galactic plane for \(|b| < 1^\circ\), which was targeted by the Hi-GAL programme (Molinari et al. 2010), and several nearby clouds that are included in the Gould Belt (André et al. 2010) and HOBYS (e.g., Motte et al. 2010) programmes.

The final selection of 115 fields includes 16 fields at Galactic latitudes above 20 degrees. The median peak column density in these fields is \( N_{\text{H}} = 1.5 \times 10^{21} \text{cm}^{-2} \) (for details on the column density calculation see Juvela et al. 2012). In each follow-up field, the Planck clump coordinates clearly identify a coherent structure in the Herschel surface brightness maps. This is the case even when the surface brightness is below 5 MJy sr^{-1} at 250 μm, suggesting that the CoCoCoDeT algorithm is able to reliably extract very low column density features from the Planck data.

The Herschel data have been used to generate column density and colour temperature maps (Montillaud et al. 2015). Figure 15 shows the pixel-to-pixel two-dimensional distribution of column density vs. temperature. Pixels located within 1σ of the elliptical Gaussian fit of the PGCC sources are defined as IN pixels, and are shown with cyan contours in the figure. They exhibit a much narrower distribution with respect to pixels located outside the PGCC sources, defined as OUT pixels. The IN pixels are mostly found in correspondence of the coldest and

### Table 8. Result of the positional cross-correlation of the PGCC catalogue with the other Planck internal catalogues.

<table>
<thead>
<tr>
<th>Catalogue</th>
<th>Option</th>
<th>( N )</th>
<th>( 1 ) (6993)</th>
<th>( 2 ) (3755)</th>
<th>( 3 ) (2440)</th>
<th>Total (13 188)</th>
</tr>
</thead>
<tbody>
<tr>
<td>ECC</td>
<td>zone 0</td>
<td>915</td>
<td>622</td>
<td>237</td>
<td>55</td>
<td>892</td>
</tr>
<tr>
<td></td>
<td>zone 1–3</td>
<td>4891</td>
<td>55</td>
<td>9</td>
<td>5</td>
<td>69</td>
</tr>
<tr>
<td>PCCS 857</td>
<td>zone 0</td>
<td>43290</td>
<td>5361</td>
<td>2511</td>
<td>1725</td>
<td>9597</td>
</tr>
<tr>
<td></td>
<td>zone 1–3</td>
<td>31694</td>
<td>67</td>
<td>15</td>
<td>12</td>
<td>94</td>
</tr>
<tr>
<td>PCCS 545</td>
<td>zone 0</td>
<td>31068</td>
<td>5010</td>
<td>2412</td>
<td>1596</td>
<td>9018</td>
</tr>
<tr>
<td></td>
<td>zone 1–3</td>
<td>1344</td>
<td>59</td>
<td>17</td>
<td>8</td>
<td>84</td>
</tr>
<tr>
<td>PCCS 353</td>
<td>zone 0</td>
<td>2135</td>
<td>168</td>
<td>15</td>
<td>27</td>
<td>210</td>
</tr>
<tr>
<td></td>
<td>zone 1–3</td>
<td>16842</td>
<td>3963</td>
<td>1836</td>
<td>1129</td>
<td>6928</td>
</tr>
<tr>
<td>PCCS 217</td>
<td>zone 0</td>
<td>2160</td>
<td>106</td>
<td>12</td>
<td>9</td>
<td>127</td>
</tr>
<tr>
<td></td>
<td>zone 1–3</td>
<td>41139</td>
<td>959</td>
<td>748</td>
<td>320</td>
<td>2027</td>
</tr>
<tr>
<td>PCCS 143</td>
<td>zone 0</td>
<td>1742</td>
<td>119</td>
<td>26</td>
<td>20</td>
<td>165</td>
</tr>
<tr>
<td></td>
<td>zone 1–3</td>
<td>2487</td>
<td>545</td>
<td>478</td>
<td>225</td>
<td>1248</td>
</tr>
<tr>
<td>PCCS 100</td>
<td>zone 0</td>
<td>1101</td>
<td>17</td>
<td>23</td>
<td>14</td>
<td>54</td>
</tr>
<tr>
<td></td>
<td>zone 1–3</td>
<td>195</td>
<td>6</td>
<td>8</td>
<td>6</td>
<td>20</td>
</tr>
<tr>
<td>PCCS 70</td>
<td>zone 0</td>
<td>830</td>
<td>6</td>
<td>17</td>
<td>13</td>
<td>36</td>
</tr>
<tr>
<td></td>
<td>zone 1–3</td>
<td>104</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>6</td>
</tr>
<tr>
<td>PCCS 44</td>
<td>zone 0</td>
<td>1435</td>
<td>16</td>
<td>19</td>
<td>18</td>
<td>53</td>
</tr>
<tr>
<td></td>
<td>zone 1–3</td>
<td>125</td>
<td>2</td>
<td>5</td>
<td>6</td>
<td>13</td>
</tr>
<tr>
<td>PCCS 30</td>
<td>zone 0</td>
<td>648</td>
<td>27</td>
<td>8</td>
<td>2</td>
<td>37</td>
</tr>
<tr>
<td></td>
<td>zone 1–3</td>
<td>20534</td>
<td>3946</td>
<td>1890</td>
<td>1165</td>
<td>7001</td>
</tr>
<tr>
<td>PCCS 857x545x357</td>
<td>zone 0</td>
<td>1653</td>
<td>31</td>
<td>16</td>
<td>18</td>
<td>65</td>
</tr>
<tr>
<td>PHz</td>
<td></td>
<td>2151</td>
<td>2</td>
<td>13</td>
<td>—</td>
<td>15</td>
</tr>
</tbody>
</table>
The highest frequency bands of the Planck-HFI instrument provide an extremely powerful tracer of Galactic cold dust. By combining data from the Planck three upper bands with IRAS 3 THz data, we have conducted a multi-frequency compact source detection, and generated the Planck Catalogue of Galactic Cold Clumps (PGCC). A first version of this catalogue was released in 2011, i.e., the Early Cold Core catalogue (ECC), together with the Early Release Compact Source Catalogue (ERSCC).

At that time, 915 sources, selected for their low temperature and high S/N, were made publicly available to the astronomical community. With the present work, we are releasing the whole PGCC catalogue, containing 13188 Galactic sources and 54 cold sources located in the LMC and SMC.

We have applied the CoCoCoDeT algorithm (Montier et al. 2010) to the Planck 857, 545, and 353 GHz maps and to the IRAS 3 THz data. The combined use of these maps allow the separation of the cold and warm emission components, hence the identification of sources colder than their local environment. Through a dedicated analysis, we have removed all possible extragalactic contaminants. In particular, we have cross-correlated the PGCC catalogue with publicly available extragalactic catalogues, leading to the rejection of fewer than one hundred sources, mostly at high Galactic latitude. In parallel, we have also discarded detections, which have turned out to be contaminated by the presence of nearby hot sources. Interestingly, the final catalogue contains 54 sources located in the LMC and SMC. These sources have been kept in the catalogue because the proximity of these dwarf galaxies makes it possible to detect individual clouds with Planck.

The PGCC sources have been divided into three categories, depending on the quality of their flux density estimates. 6993 sources have accurate photometry in both the Planck and IRAS bands. These sources correspond to $\mathrm{FQ}=1$ and are the most reliable in the catalogue. A total of 3755 sources have accurate flux densities in the Planck bands but not in the IRAS 3 THz band. These sources correspond to $\mathrm{FQ}=2$, and are likely so cold that their emission at 3 THz falls below the IRAS detection limit. The last category comprises 2440 sources, and for these no accurate flux density has been measured in at least two bands. These sources correspond to $\mathrm{FQ}=3$ and might be intrinsically very faint or still deeply embedded. Despite the poor photometry, they are considered real detections.

We have combined seven independent methods to assign a distance estimate to 5574 sources. In the PGCC catalogue, for each source we quote all the available distances derived from different methods, however, only the most reliable estimate is used to compute other source physical quantities such as mass and luminosity. Distance estimates from different methods have been compared and validated. Accordingly, we have assigned, to each clump, a DIST_QUALITY flag: 464 sources
have consistent distance estimates (DIST_QUALITY=1); 4191 sources have only one estimate (DIST_QUALITY=2); 255 have incompatible estimates (DIST_QUALITY=3); 664 sources have only distance upper limits (DIST_QUALITY=4). More detailed on this analysis can be found in the on-line version of the PGCC catalogue. The 4655 sources with an accurate distance estimate (DIST_QUALITY=1 or 2) are mainly located in the solar neighbourhood, with about 85% of sources at less than 1 kpc, and 91.4% within 3 kpc from the Sun.

We have obtained the temperature for 10748 sources, using a free (for sources with $FQ = 1$) or fixed ($\beta = 2$, for sources with $FQ = 2$) emissivity spectral index. The catalogue temperature distribution confirms that the PGCC clumps are not only colder than their local environment (as by construction of the catalogue) but, more importantly, that they are intrinsically cold sources, with a median between 13 and 14.5 K, depending on the quality of the flux density measurements. The minimum temperature of the sources in the catalogue is 5.8 K, reached for sources with $FQ = 2$. It is important to emphasize that this value is not a threshold artificially induced by our detection method, which in fact has been shown (through a MCQA analysis) to provide a 60% completeness level at temperatures as low as 6 K. Therefore, we can confidently state that, at least at the Planck angular resolution, no Galactic source is colder than 5.8 K. This is consistent with dust temperature lower limits predicted by radiative modelling of the infrared heating in dense and cold cores (see, e.g., Bernard et al. 1992; Evans et al. 2001; Zucconi et al. 2001) yielding to a dust temperature of about 6 K. This is also in agreement with dust temperature measurements obtained towards dense pre-stellar cores, for example: $6.7 < T_d < 7.5$ K in L183 (Pagani et al. 2004, 2007); $8.2 < T_d < 9.8$ K in B68 (Nielbock et al. 2012) and L1689B (Roy et al. 2014); $T_d \simeq T_g = 5.5$ K in the inner core of L1544 (Crapsi et al. 2007). While heating by cosmic rays has already been suggested to explain the dust temperature lower limit in very obscured medium (Galli & Padovani 2015), this work does not allow us to derive any solid probe of such an effect because of the dilution within the Planck $5^\prime$ beam.

From the flux densities, temperature and distance estimates, we have derived other physical properties of the PGCC clumps, namely: column density, physical size, mass, mean density and luminosity. The column density of the Planck clumps covers almost five orders of magnitude, reaching a value as low as $6.8 \times 10^{18}$ cm$^{-2}$, which can be compared to the sensitivity limit (3 $\times$ 10$^{21}$ cm$^{-2}$) of the MSX absorption measurements used to detect IRDCs (Peretto & Fuller 2010). Hence objects detected in emission by Planck with the CoCoCoDeT algorithm may not be detected in absorption by MSX, meaning that the Planck PGCC sources might represent a larger class of objects than the IRDCs, and might include less dense and/or more deeply embedded objects. Furthermore, the PGCC sources are characterized by a wide range of sizes and mean densities, which is indicative of a variety of astrophysical sources and evolutionary stages. The physical size of the catalogue sources ranges from 0.14 pc to 30.6 pc, i.e., from the typical size of a cold core to the one of a giant molecular cloud. Similarly the mean density spans four orders of magnitude, from 5.3 to $3.5 \times 10^5$ cm$^{-3}$, encompassing the three categories introduced by Williams et al. (2000), which are cores, clumps and clouds.

We emphasize that, although we have adopted the term clump to refer to the generic source in the PGCC catalogue, we are aware that, depending on the distance, some of these sources are in fact cores, either pre- or proto-stellar, while others are giant molecular clouds. The preliminary Herschel and gas tracers follow-ups have confirmed that the PGCC sources are indeed cold and dense environments, but have also shown that they often contain colder substructures (e.g., cores) and even warm components (e.g., YSOs). In the future, other follow-ups of this kind, as well as cross-correlations with already existing ancillary data sets (e.g., Herschel, WISE or AKARI), will become necessary to shed light on the exact nature of the Planck clumps.

We believe that the PGCC catalogue, covering the whole sky, hence probing wildly different environments, represents a real goldmine for investigations of the early phases of star formation. These include, but are not limited to: i) studies of the evolution from molecular clouds to cores and the influence of the local conditions; ii) analysis of the extreme cold sources, such as the most massive clumps or those located at relatively high latitude; iii) characterization of the dust emission law in dense regions and the role of the environment. All these topics will be discussed in forthcoming publications.
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Appendix A: LMC – SMC

As noted in Sect. 3.3, the PGCC catalogue includes 51 sources located within a 4.09 radius of the Large Magellanic Cloud (LMC), and three sources within a 2.38 field centred on the Small Magellanic Cloud (SMC). Of the 51 sources in the LMC, 42 sources have FQ = 1 or 2, while 9 are considered only poor detections. In the SMC, two sources have a good FLUX_QUALITY flag and only one is detected.

At the distance of the Magellanic Clouds ($D_{\text{LMC}} = 50.1 \text{kpc}$, $D_{\text{SMC}} = 61.7 \text{kpc}$, Walker 2012; Hilditch et al. 2005), the working resolution of the Planck and IRAS maps (5") corresponds to spatial scales of ~80 pc, which is comparable to the characteristic size of giant molecular clouds (GMCs) in the Milky Way (~50 pc, e.g., Blitz 1993). Magellanic PGCC sources are therefore quite different objects to Galactic PGCC sources, but they are still of considerable interest for studying the early phases of star formation. Firstly, the Planck data provide a census of cold material in the vicinity of the Magellanic Clouds that is independent of previous observations of HI and CO emission, the standard tracers of neutral interstellar gas in external galaxies. Secondly, PGCC sources in the Magellanic Clouds constitute a useful comparison sample to local GMCs with low levels of star formation, since the galactic environment hosting the cold molecular material is quite distinct. The clouds span a small but appreciable range of subsolar metallicities (0.2 to 0.5, Russell & Dopita 1992), and have dust-to-gas mass ratios that are ~3 to 10 times lower than the value in the solar neighborhood (Gordon et al. 2014). They are also low-mass systems, with shallower gravitational potentials and lower levels of shear than the normal disc galaxies.

Of the 51 PGCC sources detected towards the LMC, 34 are located within the field surveyed by NANTEN at 2′ resolution for CO emission in the LMC (Fukui et al. 2008), while 27 sources are located inside the region observed by the higher resolution (45′′) MAGMA LMC survey (Wong et al. 2011). All of these 27 sources exhibit CO emission that is well-detected by MAGMA, with peak integrated $^{12}\text{CO} J = 1 \rightarrow 0$ intensities brighter than MAGMA’s 4σ sensitivity limit (~1.2 K km s$^{-1}$). Dedicated follow-up observations of the remaining Magellanic PGCC sources with the Mopra Telescope have detected CO emission associated with a further 15 PGCC sources in the LMC, but none of the three SMC sources (Hughes, in prep.). Figure A.1 shows the spatial distribution of all PGCC sources in the Magellanic Clouds. The spatial distribution of PGCC sources in the LMC is clearly not random: only one PGCC source is detected at high stellar surface densities ($\Sigma_* > 100 \text{Mpc}^{-2}$) even though many CO clouds are detected there, while there are four PGCC sources that appear to be aligned in an east-west direction along the southern periphery of the LMC. These sources were previously noted in the dust property maps obtained by combining the IRAS and the Planck data as regions of low temperature and high dust column density.

In the LMC, the CoCoCoDeT algorithm therefore seems to be an efficient tool for identifying cold molecular material. After re-scaling for the lower dust-to-gas ratio in the LMC and accounting for mismatches between the intrinsic source size and the Planck and Mopra beam widths, the catalogued masses of the LMC PGCC sources are in good agreement with the masses derived from the Mopra CO data. A more detailed investigation of the spatial distribution and physical nature of the LMC PGCC sources will be presented in Hughes (in prep.).
Appendix B: Correlation with CO map

In Fig. B.1 we overlay the all-sky distribution of the PGCC Galactic clumps to the Planck $^{12}$CO $J = 1 \rightarrow 0$ all-sky map (see Planck Collaboration XIII 2014). As expected, for a large majority of the PGCC sources, their location coincides with a $^{12}$CO $J = 1 \rightarrow 0$ transition. This is especially true in the Galactic disc. At high latitude, objects appear less associated with a CO signature, although this is likely due to the limited sensitivity of the Planck CO map. A further analysis is required to investigate whether the PGCC sources are associated with CO clumps, or only with diffuse CO emission.

Appendix C: Catalogue content

We detail in Table C.1 the content of the PGCC catalogue with a short description of each keyword. This information is also available and maintained up-to-date in the Planck Explanatory Supplement available at the following address: http://wiki.cosmos.esa.int/planckpla/index.php/Main_Page
Table C.1. PGCC catalogue columns.

<table>
<thead>
<tr>
<th>Column name</th>
<th>Unit</th>
<th>Identification</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>NAME</td>
<td></td>
<td>Source name</td>
<td></td>
</tr>
<tr>
<td>SNR</td>
<td></td>
<td>Maximum S/N over the 857, 545, and 353 GHz Planck cold residual maps</td>
<td></td>
</tr>
<tr>
<td>SNR_857</td>
<td></td>
<td>S/N of the cold residual detection at 857 GHz</td>
<td></td>
</tr>
<tr>
<td>SNR_545</td>
<td></td>
<td>S/N of the cold residual detection at 545 GHz</td>
<td></td>
</tr>
<tr>
<td>SNR_353</td>
<td></td>
<td>S/N of the cold residual detection at 353 GHz</td>
<td></td>
</tr>
<tr>
<td>GLON</td>
<td>[deg]</td>
<td>Galactic longitude based on morphology fitting</td>
<td></td>
</tr>
<tr>
<td>GLAT</td>
<td>[deg]</td>
<td>Galactic latitude (deg) based on morphology fitting</td>
<td></td>
</tr>
<tr>
<td>RA</td>
<td>[deg]</td>
<td>Right ascension (J2000) in degrees transformed from (GLON, GLAT)</td>
<td></td>
</tr>
<tr>
<td>DEC</td>
<td>[deg]</td>
<td>Declination (J2000) in degrees transformed from (GLON, GLAT)</td>
<td></td>
</tr>
<tr>
<td>DEC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SNR_353</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIST_KINEMATIC_SIG</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIST_KINEMATIC</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIST_NIR_EXT</td>
<td>[kpc]</td>
<td>Distance estimate [1] using kinematics</td>
<td></td>
</tr>
<tr>
<td>DIST_NIR_EXT_DR7</td>
<td>[kpc]</td>
<td>Distance estimate [2] using optical extinction on SDSS DR7</td>
<td></td>
</tr>
<tr>
<td>DIST_NIR_EXT_DR7_SIG</td>
<td>[kpc]</td>
<td>Distance estimate [2] using optical extinction on SDSS DR7</td>
<td></td>
</tr>
<tr>
<td>DIST_NIR_EXT_DR9</td>
<td>[kpc]</td>
<td>Distance estimate [3] using optical extinction on SDSS DR9</td>
<td></td>
</tr>
<tr>
<td>DIST_NIR_EXT_DR9_SIG</td>
<td>[kpc]</td>
<td>Distance estimate [3] using optical extinction on SDSS DR9</td>
<td></td>
</tr>
<tr>
<td>DIST_IRDC</td>
<td>[kpc]</td>
<td>Distance estimate using near-infrared extinction towards IRDCs</td>
<td></td>
</tr>
<tr>
<td>DIST_IRDC_SIG</td>
<td>[kpc]</td>
<td>Distance estimate using near-infrared extinction towards IRDCs</td>
<td></td>
</tr>
<tr>
<td>DIST_MOLECULAR_COMPLEX</td>
<td>[kpc]</td>
<td>Distance estimate [6] using molecular complex association</td>
<td></td>
</tr>
<tr>
<td>DIST_MOLECULAR_COMPLEX_SIG</td>
<td>[kpc]</td>
<td>Distance estimate using molecular complex association</td>
<td></td>
</tr>
<tr>
<td>DIST_HKP_GCC</td>
<td>[kpc]</td>
<td>Distance estimate [7] from the Herschel key-programme Galactic cold cores</td>
<td></td>
</tr>
<tr>
<td>DIST_HKP_GCC_SIG</td>
<td>[kpc]</td>
<td>Distance estimate from the Herschel HKP-GCC</td>
<td></td>
</tr>
<tr>
<td>DIST_Option</td>
<td>[0–7]</td>
<td>Option of the best distance estimate used in other physical properties</td>
<td></td>
</tr>
<tr>
<td>DIST_QUALITY</td>
<td>[0–4]</td>
<td>Quality Flag of the consistency between distance estimates</td>
<td></td>
</tr>
<tr>
<td>DIST</td>
<td>[kpc]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIST</td>
<td>[kpc]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIST_MOLECULAR_COMPLEX</td>
<td>[kpc]</td>
<td>Distance estimate [6] using molecular complex association</td>
<td></td>
</tr>
<tr>
<td>DIST_MOLECULAR_COMPLEX_SIG</td>
<td>[kpc]</td>
<td>Distance estimate using molecular complex association</td>
<td></td>
</tr>
<tr>
<td>DIST_HKP_GCC</td>
<td>[kpc]</td>
<td>Distance estimate [7] from the Herschel key-programme Galactic cold cores</td>
<td></td>
</tr>
<tr>
<td>DIST_HKP_GCC_SIG</td>
<td>[kpc]</td>
<td>Distance estimate from the Herschel HKP-GCC</td>
<td></td>
</tr>
<tr>
<td>DIST_Option</td>
<td>[0–7]</td>
<td>Option of the best distance estimate used in other physical properties</td>
<td></td>
</tr>
<tr>
<td>DIST_QUALITY</td>
<td>[0–4]</td>
<td>Quality Flag of the consistency between distance estimates</td>
<td></td>
</tr>
<tr>
<td>DIST</td>
<td>[kpc]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIST</td>
<td>[kpc]</td>
<td></td>
<td></td>
</tr>
<tr>
<td>DIST_MOLECULAR_COMPLEX</td>
<td>[kpc]</td>
<td>Distance estimate [6] using molecular complex association</td>
<td></td>
</tr>
<tr>
<td>DIST_MOLECULAR_COMPLEX_SIG</td>
<td>[kpc]</td>
<td>Distance estimate using molecular complex association</td>
<td></td>
</tr>
<tr>
<td>DIST_HKP_GCC</td>
<td>[kpc]</td>
<td>Distance estimate [7] from the Herschel key-programme Galactic cold cores</td>
<td></td>
</tr>
<tr>
<td>DIST_HKP_GCC_SIG</td>
<td>[kpc]</td>
<td>Distance estimate from the Herschel HKP-GCC</td>
<td></td>
</tr>
<tr>
<td>DIST_Option</td>
<td>[0–7]</td>
<td>Option of the best distance estimate used in other physical properties</td>
<td></td>
</tr>
<tr>
<td>DIST_QUALITY</td>
<td>[0–4]</td>
<td>Quality Flag of the consistency between distance estimates</td>
<td></td>
</tr>
</tbody>
</table>
### Column name | Unit | Description
--- | --- | ---
TEMP_CLUMP | [K] | Temperature of the clump with $\beta$ as a free parameter
TEMP_CLUMP_SIG | [K] | 1$\sigma$ uncertainty on the clump temperature with $\beta$ free
TEMP_CLUMP_LOW1 | [K] | Lower 68% confidence limit of the clump temperature with $\beta$ free
TEMP_CLUMP_UP1 | [K] | Upper 68% confidence limit of the clump temperature with $\beta$ free
BETA_CLUMP | | Spectral index $\beta$ of the clump
BETA_CLUMP_SIG | | 1$\sigma$ uncertainty (from MCMC) on the emissivity spectral index $\beta$ of the clump
BETA_CLUMP_LOW1 | | Lower 68% confidence limit of the emissivity spectral index $\beta$ of the clump
BETA_CLUMP_UP1 | | Upper 68% confidence limit of the emissivity spectral index $\beta$ of the clump
TEMP_BETA2_CLUMP | [K] | Temperature of the clump with $\beta = 2$
TEMP_BETA2_CLUMP_SIG | [K] | 1$\sigma$ uncertainty on the temperature of the clump with $\beta = 2$
TEMP_BETA2_CLUMP_LOW1 | [K] | Lower 68% confidence limit of the temperature of the clump with $\beta = 2$
TEMP_BETA2_CLUMP_UP1 | [K] | Upper 68% confidence limit of the temperature of the clump with $\beta = 2$
TEMP_WBKG | [K] | Temperature of the warm background with $\beta$ as a free parameter
TEMP_WBKG_SIG | [K] | 1$\sigma$ uncertainty on the temperature of the warm background with $\beta$ as a free parameter
TEMP_WBKG_LOW1 | [K] | Lower 68% confidence limit of the temperature of the warm background with $\beta$ free
TEMP_WBKG_UP1 | [K] | Upper 68% confidence limit of the temperature of the warm background temperature with $\beta$ free
BETA_WBKG | | Spectral index $\beta$ of the warm background
BETA_WBKG_SIG | | 1$\sigma$ uncertainty on the spectral index $\beta$ of the warm background
BETA_WBKG_LOW1 | | Lower 68% confidence limit of the emissivity spectral index $\beta$ of the warm background
BETA_WBKG_UP1 | | Upper 68% confidence limit of the emissivity spectral index $\beta$ of the warm background
NH2 | [cm$^{-2}$] | Column density $N_{\text{H}_2}$ of the clump
NH2_SIG | [cm$^{-2}$] | 1$\sigma$ uncertainty on the column density of the clump
NH2_LOW[1, 2, 3] | [cm$^{-2}$] | Lower 68%, 95% and 99% confidence limit of the column density
NH2_UP[1, 2, 3] | [cm$^{-2}$] | Upper 68%, 95% and 99% confidence limit of the column density
MASS | [$M_\odot$] | Mass estimate of the clump
MASS_SIG | [$M_\odot$] | 1$\sigma$ uncertainty on the mass estimate of the clump
MASS_LOW[1, 2, 3] | [$M_\odot$] | Lower 68%, 95% and 99% confidence limit of the mass estimate
MASS_UP[1, 2, 3] | [$M_\odot$] | Upper 68%, 95% and 99% confidence limit of the mass estimate
DENSITY_SIG | [cm$^{-3}$] | Mean density of the clump
DENSITY_LOW[1, 2, 3] | [cm$^{-3}$] | Lower 68%, 95% and 99% confidence limit of the mean density estimate
DENSITY_UP[1, 2, 3] | [cm$^{-3}$] | Upper 68%, 95% and 99% confidence limit of the mean density estimate
SIZE | [pc] | Physical size of the clump
SIZE_SIG | [pc] | 1$\sigma$ uncertainty on the physical size estimate of the clump
SIZE_LOW[1, 2, 3] | [pc] | Lower 68%, 95% and 99% confidence limit of the physical size estimate
SIZE_UP[1, 2, 3] | [pc] | Upper 68%, 95% and 99% confidence limit of the physical size estimate
LUMINOSITY | [$L_\odot$] | Luminosity of the clump
LUMINOSITY_SIG | [$L_\odot$] | 1$\sigma$ uncertainty on the luminosity of the clump
LUMINOSITY_LOW[1, 2, 3] | [$L_\odot$] | Lower 68%, 95% and 99% confidence limit of the luminosity
LUMINOSITY_UP[1, 2, 3] | [$L_\odot$] | Upper 68%, 95% and 99% confidence limit of the luminosity

### Flags
- NEARBY_HOT_SOURCE | [arcmin] | Distance to the closest hot source
- XFLAG_LMC | [0, 1] | 1 if part of the LMC
- XFLAG_SMC | [0, 1] | 1 if part of the SMC
- XFLAG_ECC | [0, 1] | 1 if present in the ECC
- XFLAG_PCCS_857 | [0, 1] | 1 if present in the PCCS 857 GHz band
- XFLAG_PCCS_545 | [0, 1] | 1 if present in the PCCS 545 GHz band
- XFLAG_PCCS_353 | [0, 1] | 1 if present in the PCCS 353 GHz band
- XFLAG_PCCS_217 | [0, 1] | 1 if present in the PCCS 217 GHz band
- XFLAG_PCCS_143 | [0, 1] | 1 if present in the PCCS 143 GHz band
- XFLAG_PCCS_100 | [0, 1] | 1 if present in the PCCS 100 GHz band
- XFLAG_PCCS_70 | [0, 1] | 1 if present in the PCCS 70 GHz band
- XFLAG_PCCS_44 | [0, 1] | 1 if present in the PCCS 44 GHz band
- XFLAG_PCCS_30 | [0, 1] | 1 if present in the PCCS 30 GHz band
- XFLAG_PSZ | [0, 1] | 1 if present in the PSZ
- XFLAG_PHZ | [0, 1] | 1 if present in the PHZ
- XFLAG_HBP_GCC | [0, 1] | 1 if present in the Herschel HKP-GCC