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Abstract

We consider an important generalization of the vehicle routing problem with time windows in which a fixed cost must be paid for accessing a set of edges. This fixed cost could reflect payment for toll roads, investment in new facilities, the need for certifications and other costly investments. The certifications and investments impose a cost for the company while they also give unlimited usage of a set of roads to all vehicles belonging to the company.

This violates the traditional assumption that the path between two destinations is well-defined and independent of other choices. Different versions for defining the edge sets are discussed and formulated. Both the multigraph case and the direct path case are described and MIP-formulations of the problem is presented for both cases. A solution method based on branch-and-price-and-cut is applied to the direct path case. The computational results show that instances with up to 40 customers can be solved in reasonable time, and that the branch-cut-and-price algorithm generally outperforms CPLEX.

Figure 1: Main road net in Switzerland. To access all the red edges, a vignette needs to be paid. A transportation company may choose to avoid the toll roads and only use the ordinary highways.

1 Introduction

In certain real-life situations the cost of a connection does not entirely depend on the cost of the individual links (edges). Frequently, in real life, a fee must be paid by the company for allowing its vehicle to access roads, areas, bridges or other. Such a fee may in some cases only be required to be paid once by
the company and is in such cases independent of the number of vehicles accessing any edge in the set. Companies routing in an area with many ferry connections may pay to access a set of ferries owned by a company at a monthly rate or at a reduced price. Here, it is important to determine which ferry companies it is most profitable to use. The same applies to toll roads and bridges, where some countries charge a company based tax for accessing all freeways in the country (see Figure 1). In war zones or areas of unrest a company may need to get a certification allowing its vehicles to travel on certain protected roads or to enter certain protected zones. Even though in some cases the access is to be paid only for the vehicle accessing the edge set the company will often wish to sign up all its vehicles for robustness and easy administration purposes. Yet another situation where a set of edges can be accessed at a fixed cost is in cases where there is an option of investing in a facility. In such problems, referred to as location-routing problems, there is often a fixed charge connected to a facility and location. Nagy and Salhi [20] give an extensive survey of location-routing problems covering many different routing problems combined with facility location problems. Belenguer et al. [2] recently presented a branch-and-cut method for the location routing problem which apart from considering multiple depots, can be seen as a special case of the model presented in this paper. In all of the mentioned cases there is a fixed charge for accessing a set of edges. For the case shown in Figure 1 there may be both an edge belonging to an edge set and an edge with no additional cost connecting the same pair of nodes. A graph where multiple edges exist between two nodes is called a multi-graph.

The problem of minimizing the overall cost when planning routes which have a cost associated with sets of edges is in this paper investigated as a generalization of the well known problem of routing vehicles with capacity and service time window restrictions (VRPTW).

In traditional VRPTW problems, it is assumed that the cost of an edge is well-defined and independent of other decisions. This assumption seldom holds in practice, but the literature on VRPTW somehow has overseen this fact.

In the version of the VRPTW considered here the edges of the graph belong to different edge sets. Once the cost of accessing the edge set is paid all vehicles can access the edges in the edge set. However, there might still be a price associated with each of the edges used. Note that the price for accessing the edge set is paid at most once. This cost has an influence on all the routes since once the access price is paid the edges can be accessed by another vehicle without paying the access price again. This makes the cost of the different vehicle routes interdependent. We will denote the considered problem an edge set vehicle routing problem with time windows (ESVRPTW). In Figure 2 an example of a network with the edges partitioned into different edge sets is shown. Figure 2 a) shows the entire set of edges, and b) and c) show accessible edges when paying for different combinations of two edge sets. Clearly the ESVRPTW is NP-hard as it is a generalization of the VRPTW. Even though edges refers to bidirectional links and directional arcs generally are used for the VRPTW this does not change the problem as the arcs representing the two directions of the edge are both assigned to the same edge set.

We will in this paper present a general model for the ESVRPTW and a Danzig-Wolfe decomposition. We then consider a simplified version of the problem, where only direct edges between two nodes may be used. This problem occurs when planning transportation of dangerous goods. To avoid unnecessary hazard, the time on the roads should be kept as short as possible, and, in particular, the vehicles are not allowed to enter a city (node) except if they have an actual delivery. The problem also occurs when transporting goods between different countries. In this case the cost of custom clearance depends on the start and origin nodes, and cannot be circumvented by passing through other countries (nodes). In a future paper we will consider the more general version, where multiple edges exist between each pair of nodes (representing alternative paths in the original road graph).

The paper is organized as follows. In the following section we give a rough overview of literature for the vehicle routing problem with time windows and describe relevant results that can be used for solving the ESVRPTW. Section 3 presents a general MIP model for the ESVRPTW and the decomposition of the problem into a master and subproblem is described. In Section 4 we consider a simplified variant of the ESVRPTW where only direct edges between two nodes may be used and a MIP model for this case is presented. In Section 5 the solution method, decomposition, and valid inequalities are described. In Section 6 various extensions of the ESVRPTW model are discussed. In Section 7 the test instances are described. Section 8 reports computational results, and finally the paper is concluded in Section 9 with a
Figure 2: Accessible edges in a graph; (a) paying for all three edge sets at total cost 1200, (b) paying for first and second edge set at total cost 700, (c) paying for first and third edge sets at total cost 800

discussion of general multi-edge VRP problems.

2 Literature review

To the best of our knowledge, the problem of routing vehicles with an edge set cost has not yet been investigated in the published literature. However, the underlying problem, the vehicle routing problem with time windows (VRPTW), has been extensively studied. The vehicle routing problem was introduced in 1959 by Dantzig and Ramser in [6] as the truck dispatching problem. Many different exact and heuristic methods have been applied to the problem. The basis of the research in this paper is in the exact methods. In 1981 Christofides et al. [4] presented a decomposition generating $g$-routes for the capacitated VRP. One of the first exact methods for the VRPTW was by Kolen et al. [16] using the ideas presented in [4] and applying them to the VRPTW. This was later included in a branch-and-price method by Desrochers et al [9].

In 1987 a benchmark suite was presented for the VRPTW [22] making it easy to compare solution methods and the research society has been enticed by the problem of solving these tests. Recently there has been a strong development in solution times and problem sizes solved to optimality. In 1999 Kohl et al. [15] and Cook and Rich [5] both applied branch-cut-and-price to the VRPTW.

Some of the most recent developments in solving the VRPTW are described in [1], [8],[12], and [14]. Both Jepsen et al. [12] and Baldacci et al. [1] use the valid cuts summarized by Lysgaard et al. [19] to separate candidate edge sets for branching. Even though the cuts in [19] are implemented for the capacitated vehicle routing problem (CVRP) they may be used for the VRPTW, as the solutions to the VRPTW are a subset of the solution to the corresponding CVRP. Jepsen et al. [12] implemented a branch cut and price algorithm with a label-setting bi-directional algorithm for elementary shortest paths developed by Righini and Salani [21]. Jepsen et al. added the subset-row (SR) inequalities on the master problem variables and modified the subproblem to include the reduced cost from these inequalities. These SR inequalities are included by both Desaulniers et al. [8] and Baldacci et al. [1] in their algorithms.

Desaulniers et al. in 2008 [8] further improved the results by using Tabu search for finding improving routes in the subproblem and generalized the $k$-path inequalities originally formulated by Kohl et al. [15].

Baldacci et al. [1] introduce an enumeration framework. The master problem is solved using a subgradient optimization algorithm and enumeration is done by solving an ESPPRC where standard dominance is limited. To improve the dominance a lower bound for the completion of each label is found using the so-called $ng$-routes.

In this paper we formulate the ESVRPTW and solve it using the solution method used by Jepsen et al.
[12] on the VRPTW as this method can be easily adapted to solve the ESVRPTW.

3 Multigraph Model

Our mathematical model is based on the 3-index model for the VRPTW presented in Jepsen et al. [12]. In the VRPTW we may pre-calculate the cheapest cost $c_{ij}$ of traveling from node $i$ to node $j$, and ignore the underlying road network hereafter. This is, as mentioned in section 1, not the case in the general ESVRPTW problem, since the cheapest cost $c'_{ij}$ depends on the set of edges available, and hence there are multiple paths between two nodes.

In the multigraph version of the ESVRPTW there can be several edges between two nodes in the graph. These edges must belong to different edge sets as two edges between the same two nodes in the same edge set would dominate each other so that one can be removed in pre-processing. Let $c'_{ij}$ be the edge cost of using the edge $(i, j)$ belonging to a set $r$. Notice that the edge cost may vary depending on which set $r$ the edge belongs to.

Given the following sets:

- $R$: The set of all edge sets
- $C$: The set of customers, where $C_r$ denotes the customers covered by the edges in set $r \in R$
- $V$: The set of nodes representing the customers in $C$ and the depot defined as 0
- $A$: The set of arcs $(i, j) \in V$, where $A_r$ is the set of arcs $(i, j)$ belonging to the set $r \in R$
- $K$: The set of vehicles, where $|K| \leq |C|$ as usual for VRPTW problems

The variables are defined as:

- $x_{ij}^{rv}$: Binary variable indicating if the arc $(i, j) \in A_r$ is used by vehicle $v \in K$
- $y_r$: Binary variable which is one if an edge from edge set $r \in R$ is used and zero otherwise
- $t^v_i$: The time vehicle $v$ visits $i \in V$.

The parameters are defined as:

- $D$: The capacity of the vehicles
- $d_i$: The demand which must be delivered to node $i \in V$. The demand at the depot is zero
- $a_i$: The availability time for customer $i \in C$. Note that $a_i \geq 0$.
- $b_i$: The required completion time for customer $i \in C$ with $b_i \geq a_i$
- $\theta_{ij}^r$: The time it takes to travel from $i \in C$ to $j \in C$ on arc $(i, j) \in A_r$.
- $c_{ij}^r$: The cost of using an arc $(i, j) \in A_r$
- $c_r$: The cost of accessing the arcs in edge set $r \in R$

A model (MGM) for the multigraph case of the ESVRPTW can now be formulated. Since the problem is a generalization of the VRPTW the model presented here for the ESVRPTW is the standard VRPTW model presented in the survey by Kallehauge [13], with an additional set of constraints used to formulate the edge set costs. The cost of the edge sets are inserted into the objective. In the presented model the assumption is that each edge belongs to exactly one edge set, however, alternatives to this assumption are discussed in Section 6.

\[
\text{MGM}: \quad \min \sum_{r \in R} \sum_{v \in K} \sum_{(i, j) \in A_r} c_{ij}^r x_{ij}^{rv} + \sum_{r \in R} c_r y_r
\]
of constraints in (13) is not satisfied for edges entering every customer: constraints (2). However, by formulating a new edge set of constraints similar to the constraints (13) of type (13) cannot entirely replace the constraints of type (13). Constraints (2) also ensure that the capacity of a vehicle is not exceeded. Constraints (6) ensure that the edges used by the vehicles. Constraints (2) ensure that if an edge, in a edge set, is used then the cost of the edge set must be accounted for. Note that due to the minimization objective and the constraints (2) the integrality of the $x_{ij}^v$ variables implies integral $y_r$ variables. Constraints (3) ensure that every customer is visited. Constraints (4) ensure that all vehicles start and end their journey at the depot. Constraints (5) ensure that vehicles arriving at a customer also leaves the same customer. Constraints (6) ensure that the capacity of a vehicle is not exceeded. Constraints (7) ensure that customers are visited in their respective time window. Finally, constraints (8) find the time of vehicle $v$ at customer $i$. If vehicle $v$ does not visit customer $i$ any time can be chosen. Constraints (8) also ensures that the route is simple. The variables $x_{ij}^v$ and $y_r$ are in (9) and (10) defined to be binary and the variable $t_i^v$ is in (11) defined to be a positive real number. Note that constraints (8) can be replaced by the linear constraints:

$$t_i^v + \theta_{ij}^v - t_j^v \leq M(1 - x_{ij}^v) \quad \forall \, v \in V, \, v \in K$$

Where $M$ must be selected so that it is greater than the duration of any route.

### 3.1 Tightening the edge set constraints

In the ESVRPTW each customer must be visited exactly once. This requirement is ensured by constraints (3) and can be used to tighten the constraints in (2). Since each customer is visited once, we know that if several edges belonging to the same edge set leave the same customer then at most one of them can be used, and if one of them is used then the cost of the edge set must be accounted for. See Figure 3 for an illustration.

From this observation we can construct the constraints:

$$\sum_{v \in K} \sum_{j \in C \cap \{i,j\} \in A_r} x_{ij}^v \leq y_r \quad \forall \, r \in R, \, i \in C$$

In this case the integrality of the $x$ variables again imposes the integrality of the $y$ variables and the number of constraints in (13) is $|C||R|$. Note that constraints (13) do not apply to the depot as more than one edge belonging to an edge set may leave the depot. Therefore the constraints of type (13) cannot entirely replace the constraints (2). However, by formulating a new edge set of constraints similar to the constraints (13) for edges entering every customer:

$$\sum_{v \in K} \sum_{j \in C \cap \{i,j\} \in A_r} x_{ji}^v \leq y_r \quad \forall \, r \in R, \, i \in C_r,$$
Figure 3: Illustration of the bound on outgoing edges. At most one of the arcs \((i, j)\) and \((i, h)\) can be used, therefore \(y_1\) must always be greater than the sum of the outgoing arcs of \(i\) in edge set 1.

then all edges will be covered by the two constraints \((13)\) and \((14)\) and they can therefore replace the constraints \((2)\). Thereby the constraints \((2)\) can be replaced by \(2|C||R|\) constraints or less. These tighter constraints will in Section 5 and onwards replace constraints \((2)\) in the model.

4 Direct path model

As mentioned in Section 1 an important variant of the ESVRPTW occurs when transporting dangerous goods or when transporting goods between countries. In this case only the direct connection between nodes \(i\) and \(j\) may be used. Letting \(c_{ij}\) denote the cost of using arc \((i, j)\) \(\in A\) we get the model \((\text{DPM})\):

\[
\text{DPM} : \quad \min \sum_{v \in K} \sum_{(i, j) \in A} c_{ij} x_{ij}^v + \sum_{r \in R} c_r y^r \quad (15)
\]

s.t.

\[
\sum_{v \in K} \sum_{(j, i) \in A} x_{ji}^v \leq y_r \quad \forall r \in R, i \in C_r \quad (16)
\]

\[
\sum_{v \in K} \sum_{(j, i) \in A} x_{ij}^v \leq y_r \quad \forall r \in R, i \in C_r \quad (17)
\]

\[
\sum_{v \in K} \sum_{(j, i) \in A} x_{ij}^v = 1 \quad \forall i \in C \quad (18)
\]

\[
\sum_{j : (j, i) \in A} v_x^{v_j} = \sum_{j : (i, j) \in A} x_{ij}^v = 0 \quad \forall i \in C, \forall v \in K \quad (19)
\]

\[
\sum_{(i, j) \in A} d_i x_{ij}^v \leq D \quad \forall v \in K \quad (20)
\]

\[
a_i \leq t_i^v \leq b_i \quad \forall i \in V, v \in K \quad (22)
\]

\[
(t_i^v + \theta_{ij}) x_{ij}^v - t_j^v \leq 0 \quad \forall v \in K, (i, j) \in A \quad (23)
\]

\[
x_{ij}^v \in \{0, 1\} \quad \forall (i, j) \in A \quad (24)
\]

\[
y_r \in \{0, 1\} \quad \forall r \in R \quad (25)
\]

\[
t_i^v \in \mathbb{R}_+^\times \quad \forall i \in V, v \in K \quad (26)
\]

Note, that the main difference between the model \(\text{MGM}\) and the model \(\text{DPM}\) is that the \(r\) index on the variable \(x_{ij}^v\), cost parameter \(c_r^v\) and time parameter \(\theta_r^v\) is removed in the latter model. Here the tighter constraints \((13)\) and \((14)\) are replacing the constraints \((2)\) in the above model.
As before the constraints (23) can be replaced by linear constraints:

\[ t_i^v + \theta_{ij} - t_j^v \leq M(1 - x_{ij}^v) \quad \forall \ v \in K, (i, j) \in A \]  

(27)

Where \( M \) is a large constant greater than the duration of any route.

5 Solution method

The branch-cut-and-price method has with success been applied to the VRPTW and the best results for finding exact solutions to the problem have been produced using this method (see e.g. Jepsen et al. [12], Desaulniers et al. [8] and Baldacci et al. [1]). Since the ESVRPTW is a generalization of the VRPTW the solution methods for the VRPTW may successfully be applied to the direct path case of the ESVRPTW (model DPM). Therefore we have applied the BCP algorithm to the DPM using cuts for the original formulation of the VRPTW presented by Fukasawa et al. in [11] and by Lysgaard et al. [19] for the CVRP. This corresponds to the algorithm developed by Jepsen et al. [12] for the VRPTW. Jepsen et al. also introduced the Subset Row valid inequalities into the master problem formulation. We will later argue that these cuts can with the same benefits be applied to the DPM.

Both models for the ESVRPTW can be decomposed into a master and pricing problem similar to the Dantzig-Wolfe decomposition of the standard model for the VRPTW, where the pricing problem is to find an elementary shortest path problem with some resource constraints. In Sections 5.1 to 5.5 the solution method for the DPM will be described. In Section 5.6 it is discussed how this decomposition and solution method can be applied to the MGM.

5.1 Master Problem

The master problem (DPMM) for ESVRPTW is similar to the standard VRPTW master problem using the decomposition presented by Desrochers et al. [9]. However, the cost of the edge sets are kept in the master problem and these costs will be reflected in the dual variables from the solution of the linearly relaxed master problem.

\[
\text{DPMM : } \min \sum_{p \in P} \sum_{(i,j) \in A} c_{ij} \alpha_{ijp} \lambda_p + \sum_{r \in R} c_r y_r
\]  

(28)

s.t. \[
\sum_{p \in P} \sum_{j:(i,j) \in A_r} \alpha_{ijp} \lambda_p \leq y_r \quad \forall i \in C, \forall r \in R
\]  

(29)

\[
\sum_{p \in P} \sum_{i:(j,i) \in A_r} \alpha_{ijp} \lambda_p \leq y_r \quad \forall i \in C, \forall r \in R
\]  

(30)

\[
\sum_{p \in P} \sum_{i:(i,j) \in A} \alpha_{ijp} \lambda_p = 1 \quad \forall j \in C
\]  

(31)

\[
\lambda_p \in \{0,1\} \quad \forall p \in P
\]  

(32)

\[
y_r \in \{0,1\} \quad \forall r \in R
\]  

(33)

The set \( P \) contains routes satisfying the time window constraints and the capacity constraints. When \( \lambda_p \) is one then route \( p \in P \) is used and \( \lambda_p \) is zero otherwise. The constant \( \alpha_{ijp} \) is one if the edge \( (i,j) \in A \) is used by the route \( p \) and zero otherwise. Constraints (29) and (30) corresponds to the constraints (13) and (14) which ensure that access to the edge set is paid if an edge from the edge set is used in one of the selected routes. Constraints (31) ensure that every customer is visited exactly once by the set of routes selected. The master problem can be recognized as a set partitioning problem with side constraints. It is important to note that the constraints (29) and (30) do not change the domain of valid solutions but only affect the value of the solutions.
5.2 Pricing problem

The linear relaxation of the master problem can be solved through delayed column generation. The pricing problem then becomes an elementary shortest path problem with resource constraints. Let $\phi'_{ir} \in \mathbb{R}_0^-$ be the dual variables of constraints (29) and let $\phi_{irr} \in \mathbb{R}_0^+$ be the dual variables of constraints (30). Let $\pi_j \in \mathbb{R}$ for $j \in C$ be the dual variables of constraint (31) and let $\pi_0 = \phi'_{ir} = \phi_{irr} = 0$. Then, the reduced cost for a route in the pricing problem becomes:

$$
\bar{c}_p = \sum_{(i,j) \in A} c_{ij} \alpha_{ijp} - \sum_{(i,j) \in A} \pi_j \alpha_{ijp} - \sum_{r \in R} \sum_{(j,i) \in A_r} \phi'_{ir} \alpha_{ijp} - \sum_{r \in R} \sum_{(i,j) \in A_r} \phi_{irr} \alpha_{ijp}
$$

This can be transformed to a elementary shortest path problem with resource constraints (ESPPRC) where each edge $(i, j)$ has the cost $\bar{c}_{ij} = c_{ij} - \pi_j - \sum_{r \in A_r} (\phi_{ir} + \phi'_{ir})$. The resource constraints in our problem are the capacity constraint and the time window constraints. Per definition of the elementary shortest path problem, each customer is visited at most once. A label setting algorithm can be used to solve the problem to optimality.

The label setting algorithm will at each node have a set of labels representing a path from the depot to the node. A label is in our implementation represented by a triple containing: a pointer to the label of the previously visited node, a number that indicates the time consumption, and a number indicating the capacity consuption.

To reduce the number a dominance test is used to remove labels not leading to the optimal solution. Let $\hat{c}(L)$ be the cost of the path represented by label $L$ and let $\hat{d}(L)$ and $\hat{t}(L)$ be respectively the capacity and time consumption. Let $v$ be the node and let $\eta(L)$ be the set of feasible partial paths from $v$ to the depot. A label $L'$ is dominated by another label $L''$ if:

$$
\hat{c}(L'') \leq \hat{c}(L')
$$

$$
\hat{d}(L'') \leq \hat{d}(L')
$$

$$
\hat{t}(L'') \leq \hat{t}(L')
$$

$$
\eta(L') \subseteq \eta(L'')
$$

We use the state of art methods for solving the ESPPRC based on the bidirectional shortest path algorithm presented by Righini and Salani [21].

The dominance criteria developed and presented by Desaulniers et al. [7] for removing all labels which are not efficient Pareto optimal, given that the resources are additive or the function on them is monotone, can be used here. However, when introducing the SR cuts developed by Jepsen et al. [12] the objective is no longer additive and the function used is not monotone. In [3] Blander Reinhardt and Pisinger cover several different ESPPRCs with objectives containing functions which are not monotone.

Before running the label setting algorithm, a time window reduction, as described by Desrochers et al. [9], is performed to speed up the label setting algorithm. The ESPPRC is NP-hard in the strong sense (Dror [10]), therefore it is desirable to try to find improving paths without solving the ESPPRC to optimality. For this purpose a simple heuristic has been implemented. Only if the heuristic does not find any improving paths, the ESPPRC is solved to optimality using a label setting algorithm. The heuristic is based on a greedy approach, always extending the label with the lowest cost.

5.3 Branch-cut-and-price

Branch-cut-and-price algorithms have with success been applied to several transportation problems, hence we solve the DPMM using this approach. The branch-cut-and-price algorithm runs through the following steps, starting with the root node as the only unprocessed node:

Step 1: Choose an unprocessed node. If several unprocessed nodes exist the node with the lowest lower bound is selected. If the lower bound of a node is above the upper bound then the node will be removed from the unprocessed node list.
Step 2: Solve the LP relaxed master problem. Update the lower bound.

Step 3: Search for routes with negative reduced cost using heuristic methods. If any route is found with negative reduced cost then add columns to the master problem and go to step 2. The heuristic used is a simple greedy approach.

Step 4: Solve the pricing problem, formulated as an elementary shortest path problem with resource constraints, to optimality. If routes with negative reduced cost are found then add them to the master problem and go to step 2. If no routes with negative reduced cost are found then the lower bound of the node is updated. If the updated lower bound is above the global upper bound then the node is deleted. Go to step 1.

Step 5: If any violated cuts are found then add them to the master problem and go to step 2.

Step 6: Mark the node as processed. If the solution to the LP relaxed master problem is integral then update the upper bound. If the solution is fractional then branch and add the children to the list of unprocessed nodes. Go to step 1.

Note that time window reduction, as described by Desrochers et al. [9], is applied in the pricing problem. This will also eliminate infeasible arcs. The applied branching rules are described in more details in the next subsection.

5.4 Cuts

As can be seen from the algorithm in Section 5.3, cuts are added to the master problem in Step 5 of the algorithm. If the added cuts are valid inequalities derived from the original formulation, the DPM, then the dual can be transferred directly to the cost of the arcs. Such cuts could be capacity inequalities, strengthened capacity inequalities, framed capacity inequalities, strengthened comb inequalities, multi star inequalities and generalized large multi star inequalities. However, if the cuts added are expressed in the path variables the dual cost can be more complicating to transfer as the dual of the constraints may be activated not only by a single edge but a combination of edges. However, the subset row cuts have with success been introduced into the master problem variables by Jepsen et al. [12]. The authors also developed a method of handling the reduced cost of a route for the ESPRRC where the objective function is not strictly in- or de- creasing as a result of the reduced cost achieved from the Subset Row cuts.

5.4.1 Valid Inequalities in the original form

Many valid inequalities have been developed for the VRPTW. These valid inequalities will also be applicable for ESVRPTW as the ESVRPTW does not change the set of feasible solutions but only changes the objective function. Valid inequalities for the VRPTW are described in e.g. [11], [17] and [19]. The valid inequalities in the original form applied are, as mentioned previously, the capacity inequality, the strengthened capacity inequality, the framed capacity inequality, the strengthened comb inequality, the multi star inequality and the generalized large multi star inequality. These inequalities have all been developed for the capacitated vehicle routing problem CVRP but also apply to the VRPTW. However, since they are developed for the CVRP they do not include the time window restrictions to possibly tighten inequalities. The separation algorithm used in our implementation is the one described by Lysgaard et al. [19] and accessible in the framework developed by Lysgaard [18].

5.4.2 Valid Inequalities expressed using the master problem variables

Jepsen et al. [12] introduced the Subset-Row (SR) inequalities to generate cuts in the set partitioning formulation of the master problem with the path variables $\lambda$. The SR inequalities are inspired by the clique and odd hole inequalities for the set-packing problem. The undirected conflict graph $G'(P, E)$ is defined as follows: Each column is a node in $G'$ and an edge in the graph $G'$ represents a conflict between the two nodes (columns) it connects. A conflict appears, in the case of VRPTW and also ESVRPTW, if two columns $p$ and $q$ both have an edge leaving the same customer. This means that the nodes representing $p$
and \( q \) in the conflict graph \( G' \) has an edge connecting them if there is a customer which is visited by both the path in \( p \) and the path in \( q \).

Clearly for a fully connected subgraph \( \hat{P} \subseteq G' \) (also called a clique) it is true that
\[
\sum_{p \in \hat{P}} \lambda_p \leq 1
\]
Because otherwise two conflicting nodes (columns) would be selected.

For a cycle of nodes \( \bar{P} \) in the conflict graph \( G' \) it must hold that
\[
\sum_{p \in \bar{P}} \lambda_p \leq \left\lfloor \frac{|\bar{P}|}{2} \right\rfloor
\]
as two neighboring nodes cannot be visited without introducing a conflict in the original problem.

Since restricting a node visit corresponds to a row (constraint) in the master problem then a conflict in the conflict graph corresponds to one or more conflicting rows. This lead to the name \textit{subset row inequalities}.

The inequalities are not based on the edges directly but on the route variables and formulated as follows:
\[
\text{SR:} \quad \sum_{p \in \hat{P}} \left( \frac{1}{k} \sum_{i \in S} \alpha_{ip} \right) \lambda_p \leq \left\lfloor \frac{|S|}{k} \right\rfloor \tag{40}
\]
Where \( S \) is a subset of the constraints (31), \( k \) is a positive integer less than or equal to \( |S| \) and
\[
\alpha_{ip} = \sum_{(i,j) \in \delta^+(i)} \alpha_{ijp}
\]
The \( SR \) inequalities are cuts on the \( \lambda_i \) variables which are used to cut away some of the region which is feasible in the linear relaxation of the master problem but not feasible to the integer master problem.

The inequalities (40) are clearly not affected by the constraints (29) and (30) and therefore they can also be introduced into the master problem for the ESVRPTW presented in Section 5.1. Moreover the effect of introducing the SR cuts into the ESVRPTW should be the same as in the VRPTW as the set of feasible solutions does not differ between the ESVRPTW and the VRPTW.

The problem with these inequalities is that the dual of each inequality can not be mapped directly to the cost of the individual edges. Using the notation from Jepsen et al. [12] we let the dual variable of an \( SR \) inequality be \( \sigma \). We can then formulate the dual cost of a route \( p \) as
\[
\hat{c}_p = \bar{c}_p - \sigma \left( \sum_{i \in S} \sum_{(i,j) \in \delta^+(i)} \alpha_{ijp} \right) \frac{1}{k}
\]
Note that the dual variable \( \sigma \) is not activated before at least \( k \) nodes in the set \( S \) have been visited.

Therefore to introduce the reduced cost of these constraints into the pricing problem the ESPPRC needs to be modified. As mentioned in Section 5.2, the ESPPRC is solved with a label-setting algorithm using dominance for the time, load and cost criteria. Let \( L \) be a label at a node \( v \) so that each label \( L \) at \( v \) represents a path from the depot to \( v \). The usual dominance criteria which holds for additive costs is that a label is dominated if there exists another label at the same node where all criteria are less than or equal to the dominated labels criteria values. However, this does not hold for the reduced cost introduced by the \( SR \) inequalities. One label may be better than the other even if the labels have the same or worse cost. In our implementation we use \( k = 2 \) and \( |S| = 3 \), meaning that we include cuts which do not allow two or more routes to visit two nodes from a set of three customers.

To solve the ESPPRC with the dual cost from the \( SR \) inequalities, Jepsen et al. [12] modified the dominance rule for the cost criteria in the label setting algorithm which is used when solving the ESPPRC.
In the case where the cost of cut \( q \) has been accounted for in a label \( L_i \) and not accounted for in a dominated label \( L_j \), the dominance rule for the cost of two labels at the same node becomes:

\[
\hat{c}(L_i) - \sum_{q \in Q} \sigma_q \leq \hat{c}(L_j)
\]

where \( Q \) represents a subset of the SR cuts for which the route represented by \( L_i \) has visited two nodes in the SR cut, and the route represented by \( L_j \) has not visited two nodes in the SR cut, and \( \sigma_q < 0 \).

The dominance rules for the cost, capacity and time constraints are the standard dominance rules given by Desaulniers et al. [7] as the functions are nondecreasing. For further details see Jepsen et al. [12].

5.5 Branching

In most algorithms for the VRPTW branching is performed on the arc variables remaining after preprocessing. We have chosen to do branching on the edge set variables as well. Since the number of edge set variables is comparably small, branching on the edge set variables can significantly reduce the number of free arc variables at a node and thereby reduce the number of nodes in the search tree. In addition, the branching of Fukasawa et al. [11] is implemented which branches on the number of vehicles servicing a set of nodes/customers. This branching can be formulated by letting \( S \subset C \) be a subset of the set of arcs remaining after preprocessing and one branch is \( \sum_{v \in K} \sum_{(i,j) \in \delta^+(S)} (x_{ij}^v + x_{ji}^v) = 2 \) where \( \delta^+(S) \) is the edges leaving the set \( S \) and the other branch where at least two vehicles services the set \( S \) is represented by constraints \( \sum_{v \in K} \sum_{(i,j) \in \delta^+(S)} (x_{ij}^v + x_{ji}^v) \geq 4 \). To separate candidate sets the Lysgaard cut library [18] is used. From preliminary tests it was clear that branching on the edge set variables tended to improve the solution time for the problem significantly.

5.6 Multigraph Version

In the multigraph version of the ESVRPTW there can be several edges between two nodes in the graph. These edges must belong to different edge sets as two edges between the same two nodes in the same edge set would dominate each other so that one can be removed in preprocessing. In this section the
decomposition of the path based model for the multigraph case of the ESVRPTW is presented (see model MGM).

Using a similar branch-cut-and-price method as presented for the direct path ESVRPTW, the path based master problem (MGMM) can be formulated as:

\[
\text{MGMM: } \min \sum_{r \in R} \sum_{p \in P} \sum_{(i,j) \in A} c_{ij} \alpha_{rjp} \lambda_p + \sum_{r \in R} c_r y_r
\]

subject to:

\[
\sum_{p \in P} \sum_{j : (j,i) \in A_r} \alpha_{rjp} \lambda_p \leq y_r \quad \forall i \in C, \forall r \in R
\]

\[
\sum_{p \in P} \sum_{j : (i,j) \in A_r} \alpha_{rjp} \lambda_p \leq y_r \quad \forall i \in C, \forall r \in R
\]

\[
\sum_{r \in R} \sum_{p \in P} \sum_{(i,j) \in A} \alpha_{rjp} \lambda_p = 1 \quad \forall i \in C
\]

\[
\lambda_p \in \{0, 1\} \quad \forall p \in P
\]

\[
y_r \in \{0, 1\} \quad \forall r \in R
\]

Note that the only difference between the above model and DPMM is the index of the \( \alpha^r_{rjp} \) parameter and the \( c_{rji} \) cost parameter.

As for the direct path ESVRPTW the linear relaxation of the multigraph ESVRPTW master problem MGMM can be solved through delayed column generation with ESPPRC as the pricing problem.

![Figure 5: Transformation of a multi-graph to an ordinary graph in the ESPPRC subproblem. Nodes i and j have three intermediate edges in the multi-graph so we introduce \( j', j'' \) as auxiliary nodes. The cost of the edges \( c_{ij}, c_{ij'} \) and \( c_{ij''} \) is the original cost of the first to the third edge between \( i \) and \( j \) in the multigraph. The same applies to the travel time, where \( \theta_{ij}, \theta_{ij'} \) and \( \theta_{ij''} \) is the original travel time on the three edges. Note that \( c_{ij'}, c_{ij''}, \theta_{ij'}, \theta_{ij''} \) are all zero.](image)

When solving the ESPPRC we transform the multigraph to an ordinary graph by using an auxiliary node for each extra connection between two nodes. A graphical example of this is shown in Figure 5. The edge \((i, j)\) is the first edge in the multigraph and the paths \((i, j', j)\) and \((i, j'', j)\) corresponds to the second and third edge between the nodes \(i\) and \(j\).

In a future paper we will extend the presented cuts to the multigraph version of the problem and implement them in a branch-cut-and-price framework.

### 6 Closely related formulations and problems

Several variants of the ESVRPTW exist. So far it has been assumed that edges only belong to one edge set, however situations occur where an edge may belong to more than one edge set. If an edge may belong to more than one edge set, the charge for using it can follow various rules, as discussed in the sequel.

In the simplest variant, the cost of using an edge must be paid for all the edge sets the edge belongs to. This case occurs if several pieces of equipment are needed to use the edge, or if several permissions are
needed to cross the edge. This problem can be formulated using constraints (13) and (14) with the only difference that an edge may be included in more than one constraint for each node.

### 6.1 Edges belonging to multiple edge sets

Assume that for an edge belonging to several edge sets, the access cost only needs to be paid for one of the edge sets containing the edge. This occurs when various bundled discount deals give access to the same connection. In such a case it is important to determine which deal to pay for so that the least money is spent overall. This variant of the problem can be modeled by replacing constraints (13) and (14) with the following constraints:

\[
\sum_{v \in K} x^v_{ij} - \sum_{\{r \mid r \in R \land (i,j) \in A_r\}} y_r \leq 0, \quad \forall (i,j) \in A,
\]

(48)

The constraint is very similar to constraints (2); however, in this case the integrality of the \(x^v_{ij}\) variables does not necessarily imply integrality of the \(y_r\) variables. Note that when replacing constraints (29) and (30) with:

\[
\sum_{p \in P} \alpha_{ijp} \lambda_p \leq \sum_{\{r \mid r \in R \land (i,j) \in A_r\}} y_r, \quad \forall (i,j) \in A,
\]

(49)

representing the (48) constraints in the master problem then each edge \((i,j)\) in the ESPPRC subproblem will have cost \(c_{ij} - \pi_j - \rho_{ij}\) where \(\rho\) is the dual variable for the constraints (48). This will not add any complications to the ESPPRC algorithm as the cost of a path remains additive and the non additive cost introduced by the SR cuts are handled as in the VRPTW.

### 7 Test data

Following the tradition of the VRP, the test data are based on the Solomon instances [22] making it possible to relate our results to the existing literature. We have generated test instances based on the RC201 to RC204 instances by assigning subsets of edges to disjoint edge sets, and associating a fixed cost with each edge set. For the RC201 to RC204 Solomon instances different categories of test instances have been constructed. The instances can be grouped into two categories:

1. **random edge sets**: In these instances, the edges in each edge set are randomly selected. These instances should reflect a toll on accessing bridges, tunnels or ferries. These facilities are randomly scattered in the plane, but frequently a set of facilities is run by the same operator.

2. **spanning tree edge sets**: In these instances the selected edges form cheap spanning graphs of a randomly selected subset of nodes. Each subset of nodes consists of half of the total number of nodes. This case should reflect payment of toll on motorways. Motorways usually form a spanning network covering the main cities in a country.

In all test cases, each edge is assigned to at most one edge set. Moreover exactly one edge connects each pair of nodes. Thus the test cases all represent the direct path case of the ESVRPTW.

For each Solomon instance, test instances containing 3, 5 and 8 edge sets were generated, each having an associated cost for accessing the edge set.

For the **random edge sets** instances, 50% of the edges are assigned to edge sets with an additional cost. For each combination of Solomon instance and number of edge sets, test instances were generated with the costs of an edge set calculated as \(\beta = 5\%\) of the average cost of the edges in the edge set multiplied by the number of nodes cover by edges in the edge set.

In the case of **spanning tree edge sets**, the cost of a given edge set is chosen as the most expensive edge in the graph minus the average value of the edges in the given edge set. This implies that edge sets containing cheaper spanning trees (i.e. fast transportation times) are more costly than the edge sets containing more expensive spanning trees.

The construction of the edge sets and costs is in both cases generated so that the edge sets are likely to be attractive. For the spanning tree edge sets the cost function is selected differently than from the random
Table 1: RC201-RC204 instances with 20 customers, random edge sets. \( R \) is the number of edge sets, while \( R^* \) is the number of selected edge sets in an optimal solution. If the algorithm has not terminated within 7500 seconds it is indicated with "-". The best running time for each instance is marked with a "*". C indicates that the cuts implemented in [18] are used, SR indicates that SR-cuts are used, while C+SR indicates that both families of cuts are used.

<table>
<thead>
<tr>
<th>instance</th>
<th>( R )</th>
<th>( R^* )</th>
<th>( \text{CPLEX} )</th>
<th>( \text{bcp C+SR} )</th>
<th>( \text{bcp C} )</th>
<th>( \text{bcp SR} )</th>
<th>( \text{bcp} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>rc201</td>
<td>3</td>
<td>1297</td>
<td>1.22(1)</td>
<td>1.16(1)</td>
<td>1.22(3)</td>
<td>1.40(2)</td>
<td></td>
</tr>
<tr>
<td>rc201</td>
<td>5</td>
<td>4539</td>
<td>*0.06</td>
<td>1.09(1)</td>
<td>1.23(4)</td>
<td>1.18(3)</td>
<td>1.18(2)</td>
</tr>
<tr>
<td>rc201</td>
<td>8</td>
<td>4878</td>
<td>*0.09</td>
<td>1.62(2)</td>
<td>1.52(1)</td>
<td>1.66(3)</td>
<td>1.71(4)</td>
</tr>
<tr>
<td>rc202</td>
<td>3</td>
<td>3723</td>
<td>473.82</td>
<td>*13.55(1)</td>
<td>14.86(2)</td>
<td>16.85(3)</td>
<td>21.76(4)</td>
</tr>
<tr>
<td>rc202</td>
<td>5</td>
<td>4120</td>
<td>200.19</td>
<td>10.26(2)</td>
<td>*9.40(1)</td>
<td>11.71(4)</td>
<td>11.51(3)</td>
</tr>
<tr>
<td>rc202</td>
<td>8</td>
<td>4166</td>
<td>25.54</td>
<td>*9.96(1)</td>
<td>10.13(2)</td>
<td>17.06(4)</td>
<td>11.75(3)</td>
</tr>
<tr>
<td>rc203</td>
<td>3</td>
<td>3371</td>
<td>1</td>
<td>*29.07(1)</td>
<td>29.19(2)</td>
<td>30.30(3)</td>
<td>54.01(4)</td>
</tr>
<tr>
<td>rc203</td>
<td>5</td>
<td>3635</td>
<td>2</td>
<td>*44.34(1)</td>
<td>44.66(2)</td>
<td>47.71(3)</td>
<td>58.24(4)</td>
</tr>
<tr>
<td>rc203</td>
<td>8</td>
<td>3545</td>
<td>2</td>
<td>*75.54(1)</td>
<td>81.25(2)</td>
<td>88.53(3)</td>
<td>100.63(4)</td>
</tr>
<tr>
<td>rc204</td>
<td>3</td>
<td>3148</td>
<td>1</td>
<td>*130.83(1)</td>
<td>147.04(3)</td>
<td>183.59(4)</td>
<td>136.88(2)</td>
</tr>
<tr>
<td>rc204</td>
<td>5</td>
<td>3414</td>
<td>2</td>
<td>*123.00(1)</td>
<td>205.80(3)</td>
<td>153.72(2)</td>
<td>308.24(4)</td>
</tr>
<tr>
<td>rc204</td>
<td>8</td>
<td>3215</td>
<td>1</td>
<td>*100.40(3)</td>
<td>*43.06(1)</td>
<td>119.16(4)</td>
<td>54.43(2)</td>
</tr>
</tbody>
</table>

Average Rank | 1.50 | 2.00 | 3.25 | 3.17 |

edge sets as more expensive spanning trees would otherwise have an more expensive edge set cost making them very unattractive compared to the less expensive ones. Such a situation would be unlikely in a free market.

For the Solomon instances RC201 to RC204, test cases were generated with 15, 20, 30 and 40 customers.

### 8 Results

The program has been implemented in C++ using the COIN bcp library and CLP as the linear programming solver. The tests have been run on a Linux machine with a 64 bit Intel Xeon 2.67 GHz CPU. The CPLEX used for the CPLEX test runs is version 12.1 with all default cuts turned on. The edge set constraints have been implemented in the framework for vehicle routing problems with time windows by Jepsen et al. [12] provided to us by the authors. On the RC201 - RC204 tests with 20 customers we have tested the effect of running branch-cut-and-price with the cuts implemented in [18] only, the SR cuts [12] only, both the cuts from [18] and SR cuts, and without any cuts. In Table 1 the solution times for the four algorithms and for CPLEX are shown. In about half of the instances, CPLEX is not able to solve the routing problem within the time limit of 7500 seconds. For all four branch-and-price and branch-cut-and-price algorithms the solution was found within 500 seconds. We have ranked the results of the four branch-cut-and-price algorithms by solution times. For the objective value of the optimal solution is given in the column "objective" and the number of edge sets payed access to in the optimal solution is given in the column "sets".

In Table 1 the rank of a solution is stated in parenthesis after the solution time. The average of the ranks is calculated for each solution algorithm and shown in the last line of Table 1.

It is seen that CPLEX is the fastest for the three RC201 instances, while the branch-cut-and-price algorithm using both VRPTW cuts implemented in [18] and SR cuts is the fastest for seven instances. The plain branch-and-price algorithm is fastest for two instances while the remaining branch-cut-and-price algorithms using only one of the two described cut families are fastest on none of the instances. The ranking average clearly shows that the branch-cut-and-price algorithm using both the cuts from [18] and SR cuts has the best average rank. Therefore the branch-cut-and-price algorithm used for the tests in Tables 2, 3 and 4 includes the cuts implemented in [18] and SR cuts.

In Tables 2, 3 and 4 the optimal solution of the ESVRPTW problem is presented together with the number of edge sets payed for access to and the amount payed for edge set access in the optimal solution. Moreover a the cost having to pay if the problem was solved not considering the edge set and solved as a VRPTW. Each instance is solved using CPLEX and branch-cut-and-price using the cuts from [18] and the SR cuts and in Tables 2, 3 and 4 the lower bound at the root node and the number of branching nodes processed are reported along with the solution time.

Tables 2 and 3 consider test instances with random edge sets. In Table 2 and Table 3 it is seen that the branch-cut-and-price with both the cuts from [18] and SR cuts often has a significantly reduced running
Table 2: RC201-RC204 instances with 30 customers, random edge sets. \([R]\) is the number of edge sets, while \(R^*\) is the number of selected edge sets in an optimal solution. If the algorithm has not terminated within 7500 seconds it is indicated with "-". The best running time is marked with a "\(*\)".

<table>
<thead>
<tr>
<th>instance</th>
<th>opt sol with set cost</th>
<th>opt sol without set cost</th>
<th>CPLEX</th>
<th>Bcp SR+L</th>
</tr>
</thead>
<tbody>
<tr>
<td>test</td>
<td>( [R] )</td>
<td>total cost</td>
<td>( R^* )</td>
<td>route set</td>
</tr>
<tr>
<td>rc201 3</td>
<td>7100</td>
<td>3</td>
<td>4904</td>
<td>2196</td>
</tr>
<tr>
<td>rc201 5</td>
<td>7173</td>
<td>2</td>
<td>5669</td>
<td>1504</td>
</tr>
<tr>
<td>rc201 6</td>
<td>7665</td>
<td>3</td>
<td>5727</td>
<td>1958</td>
</tr>
<tr>
<td>rc202 3</td>
<td>8660</td>
<td>4</td>
<td>4891</td>
<td>769</td>
</tr>
<tr>
<td>rc202 5</td>
<td>8886</td>
<td>2</td>
<td>4382</td>
<td>1504</td>
</tr>
<tr>
<td>rc202 8</td>
<td>5915</td>
<td>2</td>
<td>4434</td>
<td>1481</td>
</tr>
<tr>
<td>rc203 3</td>
<td>5144</td>
<td>1</td>
<td>4375</td>
<td>769</td>
</tr>
<tr>
<td>rc203 5</td>
<td>5429</td>
<td>1</td>
<td>4643</td>
<td>786</td>
</tr>
<tr>
<td>rc203 8</td>
<td>5821</td>
<td>2</td>
<td>4340</td>
<td>1481</td>
</tr>
<tr>
<td>rc203 9</td>
<td>4847</td>
<td>1</td>
<td>4108</td>
<td>739</td>
</tr>
<tr>
<td>rc204 4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>rc204 8</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 3: RC201-RC204 instances with 40 customers, random edge sets. \([R]\) is the number of edge sets, while \(R^*\) is the number of selected edge sets in an optimal solution. If the algorithm has not terminated within 7500 seconds it is indicated with "-". The best running time is marked with a "\(*\)".

<table>
<thead>
<tr>
<th>instance</th>
<th>opt sol with set cost</th>
<th>opt sol without set cost</th>
<th>CPLEX</th>
<th>Bcp SR+L</th>
</tr>
</thead>
<tbody>
<tr>
<td>test</td>
<td>( [R] )</td>
<td>total cost</td>
<td>( R^* )</td>
<td>route set</td>
</tr>
<tr>
<td>rc201 3</td>
<td>8660</td>
<td>2</td>
<td>6590</td>
<td>2070</td>
</tr>
<tr>
<td>rc201 5</td>
<td>9431</td>
<td>3</td>
<td>6321</td>
<td>3110</td>
</tr>
<tr>
<td>rc201 8</td>
<td>10064</td>
<td>3</td>
<td>7196</td>
<td>2688</td>
</tr>
<tr>
<td>rc202 3</td>
<td>7805</td>
<td>1</td>
<td>6769</td>
<td>1036</td>
</tr>
<tr>
<td>rc202 5</td>
<td>8518</td>
<td>2</td>
<td>6440</td>
<td>2078</td>
</tr>
<tr>
<td>rc202 8</td>
<td>8755</td>
<td>2</td>
<td>6771</td>
<td>1984</td>
</tr>
<tr>
<td>rc203 3</td>
<td>7098</td>
<td>1</td>
<td>6062</td>
<td>1036</td>
</tr>
<tr>
<td>rc203 5</td>
<td>7120</td>
<td>1</td>
<td>6162</td>
<td>958</td>
</tr>
<tr>
<td>rc203 8</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>rc204 4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>rc204 8</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 4 contains the test results for instances RC201 to RC204 with spanning tree edge sets. For the RC201 instances, CPLEX finds the solutions within seconds and always much faster than the branch-cut-and-price algorithm. Moreover note that the lower bound at the root node is often better using CPLEX on the RC201 instances. This may be due to the default CPLEX cuts such as cover, clique, Gomory fractional, multi commodity flow cuts which can not be used when using branch-cut-and-price.

In Table 2 there are two instances with 30 customers which cannot be solved within 7500 seconds using the branch-cut-and-price algorithm. However, more than half of the instances cannot be solved by CPLEX within the time limit of 7500 seconds. For the RC201 to RC204 instances with 40 customers shown in Table 3 only the RC201 instances were solved by CPLEX within the time limit, and 9 instances were not solved by the branch-cut-and-price algorithm within the time limit. Notice, that most of the instances not solved by CPLEX within the time limit were solved by branch-cut-and-price. More than half of the instances were solved by branch-cut-and-price in less than 300 seconds (5 minutes).

Table 2 and Table 3 show the running time for instances generated from RC201 to RC204 with respectively 30 customers and 40 customers. The running times in Table 2 show that the branch-cut-and-price for most of the instances runs much faster than CPLEX. The same is true for the running times in Table 3 when only considering instances where at least one of the algorithms terminated within the time limit.

Table 4 contains the test results for instances RC201 to RC204 with spanning tree edge sets. For the RC201 instances, CPLEX solves the instances within a second and considerably faster than the branch-cut-and-price algorithm. For the RC201 to RC204 instances the branch-cut-and-price algorithm solves the problem faster than CPLEX. The last instance has not been solved within the time limit by any of the algorithms. In general the branch-cut-and-price algorithm solves considerably more problems to optimality than CPLEX within the given time limit. This result is in accordance with observations for the VRPTW.

One could also have chosen to solve the problem by brute-force enumerating all subset of the edge sets \( R \),
and for each subset to solve the corresponding VRPTW with the branch-cut-and-price algorithm. There are 2^{R_1} combinations to be considered, and each time the VRPTW algorithm must be run. For |R_1| = 3 the VRPTW algorithm must be run 8 times, while for |R_1| = 10 it must be run 1024 times. To get an estimate of the running times, using this approach, we have used the VRPTW algorithm to solve one of the 2^{R_1} combinations and then estimated how long it would take to run it 2^{R_1} times. Since some combinations of groups may lead to an infeasible problem we consider the combination where all sets are selected.

For the instance RC201 with 30 customers it took 0.5 seconds to solve the problem for one combination of the edge sets. A rough estimate indicates that it will take around 4 seconds for |R_1| = 3; and around 128 seconds for |R_1| = 8. This indicates that for a small number of subsets it is faster to solve the a VRPTW for each combination of edge sets, while for a large number of subsets it is better to solve the ESVRPTW.

We also tested the instance RC203 with 30 customers. In this case it took 3.6 seconds to solve one combination of edge sets. A rough estimate indicates that it would take around 29 seconds to solve the problem for |R_1| = 3; and around 922 seconds to solve the problem for |R_1| = 8.

We expect that the more groups are present in the problem the more advantageous it is to solve the ESVRPTW. The implemented branch-cut-and-price branches on the group variables first and thereby can eliminate combinations of groups using upper bounds provided by other combinations. This synergy is not achieved when running the combinations individually.

### 9 Conclusion

The vehicle routing problem with time windows and fixed costs for accessing an edge set (ESVRPTW) has been presented in this paper. To the best of our knowledge, it is the first time this type of problem has been
investigated. A mathematical model has been presented for the ESVRPTW. We have applied the branch-cut-and-price method to the problem and shown that including the SR cuts and the cuts implemented in Lysgaard [18] for the VRPTW and CVRP improves the solution times for this problem. Many related routing problems may with advantage be implemented this way using the extensive research available for the CVRP and the VRPTW. These problems are often solved using heuristic methods. Although the heuristic solution methods are very useful and relevant in real life applications it is also important for the evaluation of the heuristics to have access to some optimal solutions.

On a more general level the paper has opened the door to considering VRPTW problems completely differently than in previous literature. Previous papers on VRPTW assume that the shortest path between two destinations is well-defined and unique, making it possible to abstract from the underlying graph. However, this assumption seldom holds in practice, and the here presented model is only one example of such models. One could also imagine problems where multiple edges (roads) are present between each pair of nodes, having different cost and time. For instance, driving along a freeway imposes a higher cost but shorter travel time in comparison to using a highway. In our future work, we will look deeper into these variants of VRPTW.
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