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Abstract

This thesis contains a theoretical approach to specific problems in catalysis and is based
upon fundamental concepts from thermodynamics and density functional theory calcula-
tions. It investigates the already existing and well established process of hydrodesulfur-
ization and a novel process of synthesizing dimethyl carbonate electrochemically.

Hydrodesulfurization is an industrial refining process in which sulfur is removed from
oil in order to reduce SO2 emissions. The study on hydrodesulfurization involves deter-
mining the active sites and their atomic scale structure for the industrially used cobalt
promoted MoS2 catalyst. Reactivity of a series of model molecules, found in oil prior to
desulfurization, is studied on cobalt promoted MoS2. Such an approach has the potential
to explain the underlying processes involved in the removal of sulfur at each specific site
of the catalyst. The goal is to identify which sites are active towards specific molecules
and in getting insight to what the ideal catalyst should look like in terms of morphology.

Dimethyl carbonate is an environmentally benign compound that can be used as a
solvent and precursor in chemical synthesis or as a fuel and fuel additive. It can replace
different toxic compounds that are nowadays used as precursors for various reactions.
An electrocatalytic process for synthesizing dimethyl carbonate is studied as part of this
thesis. Producing dimethyl carbonate electrochemically makes it possible to avoid using
hazardous chemical processes currently used. It is found that noble metals can be used
as electrocatalysts for the synthesis of dimethyl carbonate, significantly lowering the po-
tential when using copper instead of gold. Besides being active, copper was found to be
selective towards dimethyl carbonate. A non-selective catalyst will yield unwanted co-
products, causing the need for additional separation techniques to extract pure dimethyl
carbonate after synthesis. This in return increases the production cost of dimethyl car-
bonate.

This thesis is another step in the collective effort to make today’s fuels and chemicals
environmentally friendlier and creating new, efficient and clean technologies for chemical
and fuel production.
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Resumé

Denne afhandling indeholder en teoretisk tilgang til specifikke problemer indenfor kata-
lyse og er baseret på fundamentale koncepter fra termodynamikken og tæthedsfunktional-
teori beregninger. Afhandlingen behandler den velkendte afsvovlingskatalytiske process
og en hidtil ukendt elektrokemisk fremstillingsmetode af dimethylkarbonat.

Afsvovling er en industriel raffineringsproces hvori svovl bliver fjernet fra olie, således
at SO2 emission minimeres. Studiet i afsvovlingskatalyse er udført for at finde og forstå
de aktive katalytiske sites og dermed den atomare stuktur for den industrielle koboltak-
tiverede MoS2 katalysator. Reaktiviteten for en rkke modelmolekyler, der findes i olien
inden svovlen fjernes, undersøges på den koboltaktiverede MoS2 katalysator. Den funda-
mentale fremgangsmetode anvendt her, har potentiale til at bestemme de underliggende
processer, som fører til svovlfjernelsen ved hvert enkelt specifikt katalytisk site. Målet
er herved at identificere hvilke katalytiske sites der er aktive for hvert af de enkelte mo-
lekyler og derved få indsigt i hvorledes den ideelle katalysator bør se ud i forhold til
morfologien.

Dimetylkarbonat er et miljøvenligt kemikalie der kan bruges som opløsnings-middel
og til at danne udgangspunkt for anvendelser, både indenfor kemiske synteser, men også
som brændstof eller som tilsætningsstof i brændstoffer. Indefor kemisk syntese kan di-
methylkarbonat afløse giftige kemikalier som nutildags bruges som reaktanter i forskelli-
ge processer. I denne afhandling undersøges en elektrokemisk fremstillingsmetode af di-
methylkarbonat. Hvis dimethylkarbonat bliver produceret elektrokemisk kan man undgå
at bruge farlige kemiske processer, som i dag anvendes til at producere dimethylkarbo-
nat. Det bliver vist at ædelmetaller kan bruges som elektrokatalysatore til at produce
dimethylkarbonat, og yderligere viser det sig at anvendes kobber frem for guld bliver po-
tentialet til at drive reaktionen kraftigt reduceret. Ud over at kobber er mere aktiv overfor
dimethylkarbonat processen er den også mere selektiv. En ikke-selektiv katalysator vil
danne uønskede biprodukter, hvilket gør at man skal separere produkterne for at få ren
dimethylkarbonat. Dette vil i sidste ende øge prisen for den elektrokemiske fremstilling
af dimethylkarbonat.

Denne afhandling er endnu et skridt i en fælles indsats for at kunne fremstille brænd-
stof og kemikalier på en mere miljøvenlig måde og er derved et skridt imod en grøn
omstilling af teknologierne til fremstilling af kemikalier og brændstof.
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Outline

The following is a brief description of the main chapters of the thesis.

Chapter 1 gives a short motivation regarding the importance of making fuels and chem-
ical processes used nowadays cleaner and more efficient. It also introduces the
non-chemist readers to the concept of green chemistry, catalysis, electrocatalysis,
hydrodesulfurization, hydrogen evolution and the chemistry of dimethyl carbonate.

Chapter 2 explains the theory behind the computer simulations used in this thesis. It
enables the reader, who is not familiar with density functional theory or other com-
putational chemistry methods, to grasp the concepts on a higher level of abstrac-
tion.

Chapter 3 explains the process of converting the calculated energies into values that can
be used to describe catalytic processes. It describes fundamental concepts from
thermodynamics such as internal energy, enthalpy, entropy and Gibbs free energy.
Advanced concepts that make it possible to analyze complex catalytic processes in
terms of a few simple parameters are also introduced.

Chapter 4 is a summary of the research papers that I have written or contributed to as co-
author during my Ph.D. study. The goal of this chapter is to give a qualitative and
descriptive overview of the individual studies contained in each paper and linking
them together in a full picture. This should make it easier to understand the articles
which the reader is encouraged to read in chapter 5.

Chapter 5 includes the research papers written as part of the Ph.D. study.

Chapter 6 contains additional studies in progress.
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Chapter 1

Introduction

Very different stories are presented when asking people belonging to my parents’ and
grandparents’ generation about their daily lives when they were children. As a reference,
the reader should know that I was born in 1990. While the oldest among them did not
have access to electricity, today’s generations could not imagine a day passing by without
using some sort of electronic device. This drastic change in daily life is surely attributed
to the exponential increase of technological prowess of our civilization. Such progress
was made possible by exploiting fossil fuels (coal, gas, oil) for over 100 years. Although
leading to great things such as electricity, more food, cars, computers, the Internet and
video games, exploiting this energy rich source also led to clear consequences for our
planet. The atmospheric levels of CO2, a greenhouse gas, are now larger than ever in
recorded history [1–3]. Greenhouse gases are essential for keeping Earth at mild and
comfortable temperatures as they trap part of the infra-red radiation (heat), coming from
the Sun. Add more of these gases in the atmosphere and more heat is trapped, leading to
global warming [4]. Increasing the temperature of the planet also disturbs the sensitive
carbon cycle, especially for oceans in which a large quantity of CO2 is dissolved [5, 6].
Increasing the temperature of the ocean makes it less capable of dissolving gases such
as CO2. This means that warmer oceans lead to more CO2 in the atmosphere and more
CO2 in the atmosphere leads to warmer oceans. Increasing the temperature of earth also
leads to thawing of permafrost which releases methane, a much stronger greenhouse gas
than CO2 [7–10], as well as the melting of polar icecaps that leads to higher sea levels,
thus, endangering coastal cities and entire countries [11–13]. All things considered, it
seems that there is a vicious cycle in which increasing the concentration of greenhouse
gases in the atmosphere increases the rate at which their concentration in the atmosphere
increases. Besides CO2, large quantities of SO2 and NOx gases are released by the com-
bustion of fossil fuels [14–16]. These gases pose a threat to both the flora and fauna of
our ecosystems by creating acid rain and decreasing the quality of air [17, 18].

Using renewable energy sources [19, 20] such as solar [21–25] or wind [26, 27] for
the production of electricity could be a way to avoid using fossil fuels. Unfortunately,
using renewable energy sources to satisfy the entire energy need of our civilization is
presently not feasible. By switching to renewable energies we would need to store energy
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2 Chapter 1. Introduction

in batteries or in fuels for use when the Sun is not shining or winds are not blowing.
Lithium-ion batteries have proven to be quite reliable for electronic devices and vehicles
that traverse short ranges (up to a couple of hundreds kilometers) [28–32]. For aviation
and heavy duty machinery some sort of high energy density fuel is required [19]. One
popular ideology is the hydrogen society [33–35] where hydrogen gas can be used as fuel
in fuel cells [36–39], yielding water as product. This eliminates CO2 and other unwanted
gases as long as the hydrogen gas was initially made from a clean energy source such
as solar or wind. The hydrogen fuel itself can be made by water electrolysis [40–43],
in other words, by splitting water into hydrogen and oxygen by using electricity in an
electrolyser. One issue with hydrogen is that electrolysers and fuel cells require expensive
and very rare elements as electrodes, making the hydrogen society presently unfeasible
[44]. Another idea is a closed carbon cycle in which there would be a controlled amount
of carbon cycling in our atmosphere as CO2. Carbon could be collected from air as
CO2 which could then be transformed into fuels electrochemically [45–48]. The use of
these fuels would lead to waste CO2, thus, closing the cycle. Harvesting CO2 as well as
reducing it electrochemically to fuels is at present not technologically feasible.

It was believed in previous decades that the exploitation of nuclear energy from fission
processes (cleaving a large atomic nucleus into smaller nuclei) could satisfy global energy
needs without CO2 emissions, although there is still the issue of nuclear waste. There are
ample resources of uranium and other nuclear fuels on earth as well as novel methods that
allow a wider range of isotopes to be used. This in principle makes nuclear energy, if not
a renewable energy source, an energy source that can last for very long time scales [19].
Due to various nuclear disasters and meltdowns in the past decades various countries
have been moving away from nuclear power. Although it seems like fission will not be
satisfying global energy needs, the fusion process could. In fusion, two smaller nuclei
are merged into a larger one [19]. The same process powers stars throughout the universe
by fusing hydrogen atoms into helium. Merging two nuclei into one requires tremendous
amounts of energy to begin with, requiring very high temperatures. This in return makes
it very hard to design such a reactor, find materials for it and keep it running [49]. Because
of that, nuclear energy from fusion reactors is nowadays still in its infancy. The next
big project for nuclear fusion is the International Thermonuclear Experimental Reactor
(ITER), a fusion reactor being built in France [50].

It is clear that we will still heavily depend on fossil fuels in the years to come, thus,
damaging our planet even more. Such a situation calls for the development of technolo-
gies that decrease the impact of using fossil fuels on the environment, in other words,
an effort of making fossil fuels more environmentally friendly. The catalytic process of
hydrodesulfurization is an example of such an effort. Performed in refineries, it reduces
the concentration of sulfur in fuels which in return decreases SO2 emissions [51, 52].
The elementary chemistry of hydrodesulfurization is discussed further in this thesis.

A slightly different story from fuel production and fuel refining is the production of
chemicals. Today, a large number of chemicals are produced in hazardous processes
from various toxic precursors. It is often the case that the amount of desired products is
several orders of magnitude lower than the amount of reactants due to the formation of
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co-products [53]. These large amounts of unwanted co-products, caused by poor selec-
tivity of the process, have to be separated from the desired products. In cases where there
is no practical application of such co-products they are discarded as waste, thus, poten-
tially harming the environment. Due to this, there is an effort towards developing novel
atom-efficient processes that involve harmless reagents, in other words, non-hazardous
processes selective towards wanted products. This concept is called green chemistry [53–
57]. The processes following the principles of green chemistry are often called green
processes or green reactions and reagents that are used in such processes are similarly
called green reagents [55]. The concept of green chemistry and the ideas associated to
it are described in the next section. A green process of electrocatalytically producing
dimethyl carbonate, a green reagent, was studied and is presented in this thesis.

1.1 Green chemistry
In the beginning of 1990s the concept of green chemistry was formulated as the design of
chemical processes to reduce or eliminate the use of hazardous substances and avoid the
formation of unwanted or undesirable waste products [54–57]. Green chemistry can also
be defined as the development of processes that lead to economic profit while at the same
time being benign towards the flora and fauna of our planet. Design is the most important
aspect of green chemistry as it leads to novelty, efficiency and sustainability. The twelve
principles of green chemistry were introduced in the 1990s as design guidelines for new
chemical processes. These twelve principles were formulated as follows [56]:

1. Prevention. It is better to prevent waste than to treat or clean up waste after it has
been created.

2. Atom Economy. Synthetic methods should be designed to maximize the incorpo-
ration of all materials used in the process into the final product.

3. Less Hazardous Chemical Syntheses. Wherever practicable, synthetic methods
should be designed to use and generate substances that possess little or no toxicity
to human health and the environment.

4. Designing safer chemicals. Chemical products should be designed to affect their
desired function while minimizing their toxicity.

5. Safer Solvents and Auxiliaries. The use of auxiliary substances (e.g., solvents,
separation agents, etc.) should be made unnecessary wherever possible and in-
nocuous when used.

6. Design for Energy Efficiency. Energy requirements of chemical processes should
be recognized for their environmental and economic impacts and should be mini-
mized. If possible, synthetic methods should be conducted at ambient temperature
and pressure.
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7. Use of Renewable Feedstocks. A raw material or feedstock should be renewable
rather than depleting whenever technically and economically practicable.

8. Reduce Derivatives. Unnecessary derivatization (use of blocking groups, protec-
tion/deprotection, temporary modification of physical/chemical processes) should
be minimized or avoided if possible, because such steps require additional reagents
and can generate waste.

9. Catalysis. Catalytic reagents (as selective as possible) are superior to stoichiomet-
ric reagents.

10. Design for Degradation. Chemical products should be designed so that at the end
of their function they break down into innocuous degradation products and do not
persist in the environment.

11. Real-time analysis for Pollution Prevention. Analytical methodologies need to
be further developed to allow for real-time, in-process monitoring and control prior
to the formation of hazardous substances.

12. Inherently Safer Chemistry for Accident Prevention. Substances and the form
of a substance used in a chemical process should be chosen to minimize the poten-
tial for chemical accidents, including releases, explosions, and fires.

1.2 Catalysis
Catalysis is the phenomenon of increasing reaction rates by adding materials, called cata-
lysts, into the reactor where the reaction occurs [53, 58–60]. A catalyst increases the rate
of a reaction without being consumed by it. Besides giving high reaction rates, a good
catalyst also avoids unwanted products by being selective towards desired products. Cat-
alysts speed up reactions by bringing the reactants in a configuration from which it is
favorable for them to react. During a chemical reaction reactants have to pass through a
transition state before being converted to products. The transition state can be thought of
as an activated complex with the amount of energy needed for product formation. Using
a catalyst decreases the energy required to form the activated complex. A simple scheme
explaining this concept is shown in figure 1.1.

If the activated complex is to decompose to products, an amount of energy called the
activation energy, Ea, is required. In case the reactants collide and form an activated com-
plex with an energy lower than the activation energy, the complex will shortly after break
up into the initial reactants. On the other hand, if the activated complex has an energy
value equal or greater than the activation energy, the activated complex will shortly after
turn into the products. Using a catalyst leads to a decrease in the activation energy which
in return increases the rate of the reaction. In other words, a lower activation energy of a
given reaction makes it easier for the reactants to react and form products. One can think
of this as trying to throw tennis balls over two different walls. The first wall is very tall
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Figure 1.1: Scheme showing that the use of a catalyst lowers the activation energy of a
reaction. Adapted from Pauling’s general chemistry [60].

and represents the situation with no catalyst, while the second wall is shorter and repre-
sents the situation when using a catalyst. It is obviously easier to throw the tennis ball
over the short wall than the tall wall. This also means that when throwing balls over each
wall for the same period of time with the same effort, one will throw more balls over the
short wall than the tall wall. In such an analogy the height of each wall represents the
activation energy of the uncatalyzed (tall wall) and catalyzed (short wall) reaction. The
effort with which the ball is thrown represents the temperature at which the reaction is
preformed as well as the attempt frequency (number of collisions of the reactants), while
the number of balls that were successfully thrown over the wall represents the rate or
turnover frequency of the reaction (number of successful conversions from reactant to
product in a given period of time on a given catalyst surface area).

In order to describe catalysis further let us introduce the mathematical expression for
the reaction rate constant of an elementary step of a reaction:

k = Ae�Ea=(kBT ) (1.1)

This is known as the Arrhenius expression [53, 58–60]. A is the attempt frequency and it
indicates how many collisions or attempts of the reactants reacting into products there are
in a given period of time, Ea is the activation energy, kB is the Boltzmann constant and T is
the temperature at which the reaction is occurring. The rate of the reaction or the turnover
frequency is proportional to the reaction rate constant. It can be seen from equation
1.1 that larger activation energies lead to smaller reaction rate constants which in return
leads to a low reaction rate or turnover frequency. As the reaction rate constant changes
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exponentially with the activation energy, even small changes of the activation energies
lead to significant changes in the reaction rate constant and reaction rate. One can think
of the exponential part, e�Ea=(kBT ), in equation 1.1 as a weight parameter which defines
how many of the reactant collisions or reaction attempts result in a successful reaction.
According to this, higher activation energies lead to a higher weight on unsuccessful
collisions. Suppose the activation energy of a given reaction was 0. In that case the
exponential part of equation 1.1 becomes 1. This means that all the collisions of reactants
or attempts at reacting lead to a successful conversion of reactants to products. From this
mathematical analysis one can clearly see the idea behind catalysis. By using a catalyst
that will minimize the activation energy of a given reaction it is possible to significantly
increase the rate of a reaction, thus, it is not surprising that the chemical industry is
largely based on catalytic processes. About 85-90 % of all chemical products are made
in catalytic processes such as cracking and hydrotreating of oil, various polymerization
processes, steam reforming, methanation, ammonia synthesis and oxidation of various
gases in car exhausts [53].

Catalysis occurs in a very wide length scale [53]. As such, catalysis is studied by a
wide community of engineers and scientist from various fields such as chemistry, physics
and material science. On a macroscopic scale, catalysis occurs in reactors that make up
an operating process plant or a lab setup. At this scale engineers design reactors and
control process parameters in order to optimize the yield of the process. At the millimeter
scale, catalysis occurs on catalyst pellets for which it is important to optimize the shape,
porosity and strength so that they can cope with the conditions inside the reactor. On
the micrometer scale, in the pores of a support material, the catalytically active particles
are found. On this scale the parameters of interest are the shape, structure and size of the
active particle and their relation to catalytic activity. The smallest and fundamental length
scale of catalysis is the atomic scale (angstroms). Here, the focus is on understanding
reactions in terms of breaking and forming bonds with the goal of finding the underlying
physical and chemical rules of catalysis and later using this knowledge to design future
catalysts. This is the length scale of catalysis studied in this thesis.

Catalysis can be divided into various sub-disciplines depending on the nature of the
catalyst itself [53, 58–60]. The most common distinction is between homogeneous, het-
erogeneous and biocatalysis. In homogeneous catalysis, both the catalyst and reactants
are in the same phase. Most commonly the catalyst and reactants are in liquid phase.
In biocatalysis, catalysts are called enzymes. These are large proteins with very specific
shapes which allow selectivity towards specific reactions as this is very important in bio-
logical systems. In heterogeneous catalysis the catalyst is solid while the reactants are in
gas or liquid phase. The solid catalyst serves as a surface for the reactants to adsorb onto
and react further, in that way decreasing activation energies.

As an example, heterogeneous catalysis on the atomic scale can be described using
the following hypothetical reaction:

A2 + 2B$ 2AB (1.2)

A molecule in gas phase, A2, reacts with two atoms in gas phase, B, to give two molecules



1.2. Catalysis 7

Figure 1.2: Diagram of a hypothetical reaction catalyzed by a solid catalyst.

in gas phase, AB. Let us write a series of elementary steps that add up to the considered
reaction. Elementary steps can be thought of as reactions that cannot be simplified further
by dividing them into multiple steps. The first step of the hypothetical reaction will be
the dissociation of an A2 molecule on the surface of a solid catalyst into two A atoms.
This type of elementary surface reaction mechanism is called the Langmuir-Hinshelwood
mechanism. In the second step, one B atom will adsorb directly on one of the A atoms
formed in the previous step, in that way forming AB. This type of elementary surface
reaction mechanism is called the Eley-Rideal mechanism. This step happens twice to
give two AB molecules. The two elementary steps can be written as follows:

A2 + 2� $ 2A� (1.3)
B + A� $ AB +� (1.4)

Here, � represents a site on the surface of the catalyst. If � is in the superscript of a given
species it means that it is adsorbed. For example, A� is an A species adsorbed on the
surface. A hypothetical diagram for the process is given in figure 1.2. It can be seen from
this example how the use of a catalyst enables a different reaction path to be taken, a path
that facilitates the conversion from reactants to products.

As can be seen from figure 1.2, in order to describe a given catalytic process we
are dealing with energies of various configurations of atoms and molecules. Chapter
2 explains how these energies can be calculated by using supercomputers and software
implementation [61, 62] (computer code) of various theoretical concepts, more precisely,
herein, density functional theory is used.
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Chapter 3 explains how the calculated energies can be used in order to qualify differ-
ent catalysts in terms of activity as well as quantifying rates of reactions. It introduces
concepts related to catalysis such as adsorption energies, surface equilibrium, surface
coverage, adsorption isotherms, kinetics and scaling relations.

1.3 Electrocatalysis
Electrocatalysis is very similar to heterogeneous catalysis in terms of how the surface
of the solid catalyst enables an alternative reaction path to be taken. The difference is
that, in electrocatalysis, energies of various elementary steps can be controlled by apply-
ing a potential difference on the electrodes (electrocatalysts) [53, 58]. This is possible
if the reaction mechanism consists of elementary steps that are redox reactions. In re-
dox reactions, reactants get reduced or oxidized and there is an exchange of ions and
electrons. Therefore, electrocatalysis is closely related to electrochemistry. Not all of
the elementary steps in an electrocatalytic process have to be potential dependent steps
(electrochemical steps). Some steps may be potential independent (chemical steps) as
well.

Figure 1.3: Diagram of a hypothetical electrocatalytic process at no potential (solid) and
with an applied potential needed to drive the reaction (dash).

To get a better idea on how electrocatalysis differs from standard heterogeneous catal-
ysis, consider the following reaction:

AB + C$ AC +(B+ + e�) (1.5)
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One can see that an ion and electron pair have been formed as part of this process. This
makes it a potential dependent, or electrochemical, reaction. Let us assume the following
elementary steps:

C +� $ C� (1.6)
AB +� $ A�+(B+ + e�) (1.7)

A�+ C� $ AC + 2� (1.8)

The first elementary step is a simple chemical adsorption step. In the second elementary
step a molecule, AB, is oxidized and A is adsorbed on the surface while B becomes a
cation. In the third elementary step A and C adsorbed on the surface combine to form
AC. Figure 1.3 shows a diagram for such a process. By applying a potential it is possible
to affect the chemical potential of the ion-electron pair in the second elementary step.
This in return lowers the energy difference for the electrochemical step as seen in figure
1.3. One can also notice that applying potential does not change the energy of the first
elementary step since it is not an electrochemical step. When no potential is applied
the electrochemical step is uphill, which means that it is unfavorable for it to occur.
Since it is not favorable for the electrochemical step to occur, no product will be formed.
By applying potential, the position of the electrochemial step on the diagram is tuned.
Therefore, a potential that is sufficient enough to make the electrochemical step, and in
return the entire process, energetically favorable (downhill in energy) needs to be applied.
From this picture one can see the true power of electrocatalysis as it is possible to perform
reactions that were energetically unfavorable to begin with.

In chapter 3 it is explained how to take potential into account when studying electro-
catalytic processes computationally, which is important when studying the electrochem-
ical synthesis of compounds such as dimethyl carbonate.

1.4 Chemistry of dimethyl carbonate
Dimethyl carbonate (DMC) is an organic compound which is, at standard conditions, a
flammable and colorless liquid with appearance similar to methanol [63–65]. It is used
as a precursor and solvent in chemical synthesis but it can also be used as an electrolyte,
fuel and fuel additive [63, 64, 66, 67]. The structure of DMC is shown in figure 1.4.

Figure 1.4: Structure of DMC.

DMC is considered a green reagent with the potential to replace toxic compounds
which are nowadays used in various chemical processes, for example, it is possible to re-
place phosgene, dimethyl sulfate and methyl iodide which are used for carbonylation and
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methylation reactions with alternative reactions using DMC [63–65, 68]. Using DMC
results in a much cleaner, atom efficient and less hazardous process, complying with the
principles of green chemistry. The following are examples of processes using dimethyl
sulfate ((CH3)2SO4), methyl iodide (CH3I) and phosgene (COCl2):

PhOH +(CH3)2SO4 + NaOH $ PhOCH3 + NaCH3SO4 + H2O (1.9)
PhOH + CH3I + NaOH $ PhOCH3 + NaI + H2O (1.10)

2ROH + COCl2 + 2NaOH $ ROCOOR + 2NaCl + 2H2O (1.11)

The following are examples of DMC (CH3OCOOCH3) substituting the toxic compounds:

PhOH + CH3OCOOCH3 $ PhOCH3 + CO2 + CH3OH (1.12)
ROH + CH3OCOOCH3 $ ROCOOCH3 + CH3OH (1.13)

Here, Ph denotes a phenyl group and R denotes a hydrocarbon chain.
Besides the methylation and carbonylation reactions shown above, DMC can also be

used as precursor for the synthesis of aromatic polycarbonates [69–71]. DMC can be also
used as an oxygenating agent in fuels, reducing vehicle emissions that are associated to
environmental and health risks [72]. This is possible due to the high oxygen content in
DMC as well as its good blending properties.

The method of producing DMC has changed throughout the years. The most notable
process until the 1980s was phosgenation of methanol:

COCl2 + CH3OH $ ClCOOCH3 + HCl (1.14)
ClCOOCH3 + CH3OH $ CH3OCOOCH3 + HCl (1.15)

where the first reaction is fast and the second is slow. Producing DMC by phosgenation is
a hazardous process, thus, an alternative method of producing DMC is required. A newer
chemical method of producing DMC by avoiding the use of phosgene was developed by
the Italian company Enichem1. This method involves a catalytic reaction of methanol
with carbon monoxide and oxygen:

2CH3OH + CO +
1
2

O2$ CH3OCOOCH3 + H2O (1.16)

Another chemical method used nowadays, developed by the Japanese Ube Industries,
includes carbonylation of methyl nitrite using a palladium based catalyst:

2NO +
1
2

O2 $ N2O3 (1.17)

2CH3OH + N2O3 $ 2CH3ONO + H2O (1.18)
2CH3ONO + CO $ CH3OCOOCH3 + 2NO (1.19)

1Nowadays called Syndial.
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Other methods of producing DMC include transesterification of ethylene carbonate or
urea, direct synthesis from methanol and carbon dioxide and alkylation of metal carbon-
ates with organic halides [63–65, 68, 72].

Chemical methods of synthesizing DMC often include toxic precursors, waste prod-
ucts and explosive mixtures of carbon monoxide and oxygen, thus, failing at being clas-
sified as green processes. This calls for the development of a novel process of producing
DMC that can avoid the use of hazardous chemicals or mixtures. Although usually re-
quiring expensive electrocatalysts and an applied potential to operate, electrochemical
methods avoid hazardous reaction conditions and satisfy the principles of green chem-
istry if the electricity comes from a renewable energy source like solar or wind.

It was shown that DMC can be made electrochemically using gold as the electrocat-
alyst material and applying a high potential [73, 74]:

2CH3OH + CO$ CH3OCOOCH3 + H2 (1.20)

Additional methods for producing DMC involving more complex catalysts or reactor
designs were also reported [75–82]. As part of this thesis, density functional theory
simulations and experiments were performed in order to understand this electrocatalytic
synthesis of DMC at the atomic scale, with the goal of finding a selective and efficient
electrocatalyst.

1.5 Hydrodesulfurization catalysis
Hydrodesulfurization (HDS) is a catalytic process used to remove sulfur from oil [51,
52, 83]. The purpose of removing sulfur is to reduce SO2 emissions that result from the
combustion of sulfur containing fuels.

We can describe hydrodesulfurization with the following reaction:

RSH + H2$ RH + H2S (1.21)

Here, R is the main body of an organic molecule. We can see that, in HDS, an organic
molecule containing sulfur reacts with hydrogen. The product of the reaction is an or-
ganic molecule with no sulfur and hydrogen disulfide. The process is performed at high
temperatures (500-700 K) and high pressures (30-130 atm) with a high ratio of partial
pressure of hydrogen to hydrogen disulfide. Reaction 1.21 seems very simple, but the
complete mechanism of HDS is very complicated and its complexity increases with the
complexity of the molecule that is being desulfurized [84–86].

Two reaction pathways have been proposed for HDS in the literature [84–86]. Let us
define these reaction pathways and further illustrate them using the HDS of ethenethiol
as example.

Direct desulfurization (DDS). In this pathway, the least amount of hydrogen required
for removing sulfur from the sulfur containing organic molecule is used. The ex-
ample for ethenethiol goes as follows:

CH2CHSH + H2$ CH2CH2 + H2S (1.22)
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It can be seen that the carbon-sulfur (C-S) bond of ethenethiol is cleaved by using
only one molecule of hydrogen. In other words, the C-S bond of ethenethiol is
cleaved after an initial hydrogenation step in which a hydrogen atom is transfered
(from the catalyst’s surface) to ethenethiol.

Hydrogenation (HYD). In this pathway, multiple hydrogenation steps are performed
prior to the cleavage of the C-S bond. Using ethenethiol as example:

CH2CHSH + H2 $ CH3CH2SH (1.23)
CH3CH2SH + H2 $ CH3CH3 + H2S (1.24)

One can see that ethenethiol is initially turned into ethanethiol by hydrogenation.
After that, ethanethiol is desulfurized directly. It is hypothesized that hydrogena-
tion enables the molecule to interact with the catalyst in a way that facilitates the
cleavage of the C-S bond with respect to the non-hydrogenated molecule.

HDS is performed by using MoS2 particles promoted by cobalt (CoMoS) or nickel
(NiMoS) as catalyst [87–101]. MoS2 particles have a triangular shape2, exposing the
101̄0 edge, also called the M-edge. Promoting MoS2 particles with nickel or cobalt
truncates the triangular particles along the 1̄010 edge, also called the S-edge. This leads
to hexagonal CoMoS or NiMoS particles as shown in fiugre 1.5.

Figure 1.5: Model of unpromoted (left) and cobalt or nickel promoted (right) MoS2
particles. Blue and yellow spheres represent molybdenum and sulfur atoms respectively,
while orange spheres represent cobalt or nickel.

It was shown that the edges of MoS2 and promoted MoS2 particles have edges with
metallic character [102, 103]. These edges appear is bright brims around the MoS2 plane
when studied with scanning tunneling microscopy [87, 90–92, 99, 101]. Various theoret-
ical and experimental studies suggest that it is the edges of such particles that are active

2Hexagnoal MoS2 particles have also been reported [101].
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towards desulfurization while the basal plane is believed to be inert [85–89, 93, 94, 98–
101, 104–106]. Although there are strong indications that HDS occurs on the edges, the
exact mechanism of HDS is still not thoroughly understood. It is not completely clear
whether sulfur vacancies at the edges are needed to perform desulfurization or if it is pos-
sible for molecules to get desulfurized simply by interacting with the brim. Furthermore,
the role of corner sites has been largely overlooked until recent. These are some of the
topics addressed in this thesis.

1.6 Hydrogen evolution
The hydrogen evolution reaction (HER), also known as hydrogen reduction reaction is an
electrochemical half reaction in which protons are reduced into hydrogen [42, 107–109].
The HER is performed in acidic media by using platinum as catalyst material or in alka-
line media by using less noble metals such as nickel. The HER most commonly occurs
as the cathodic reaction during water electrolysis but it can occur as the cathodic reaction
of other electrochemical processes, for example, during oxidation of sulfur dioxide to
sulfuric acid [110]. Using water electrolysis in acidic media as an example, both half
reactions can be written as follows:

C : 4(H+ + e�)$ 2H2 (1.25)
A : 2H2O$ O2 + 4(H+ + e�) (1.26)

C + A : 2H2O$ 2H2 + O2 (1.27)

In hydrogen evolution, as in all electrochemical processes, the reduction reaction occurs
on an electrode called cathode (C) while the oxidation reaction occurs on an electrode
called anode (A). The two half reactions together result in the water splitting reaction
(C+A).

The catalytic mechanism of the HER has been discussed in various studies and the
following elementary reactions were determined as part of the HER mechanism:

Volmer : (H+ + e�)+�$ H� (1.28)
Tafel : 2H�$ H2 + 2� (1.29)

Heyrovsky : H�+(H+ + e�)$ H2 +� (1.30)

Here, * represents a site on the surface of the catalysts [108]. The first step in the HER
is the so called Volmer step in which a proton-electron pair forms a hydrogen on the
surface. In the second step of the HER, hydrogen is formed. This occurs through either
the Tafel or the Heyrovsky reaction or perhaps through both. In the Tafel reaction, two
adsorbed hydrogen atoms diffuse on the catalytst’s surface and they form a hydrogen
molecule upon meeting. This mechanism of evolving hydrogen is the electrochemical
version of the already mentioned Langmuir-Hinshelwood mechanism in heterogeneous
catalysis. In the Heyrovsky reaction, a proton from the electrolyte adsorbs directly onto
a hydrogen atom already adsorbed on the surface of the catalyst and gets reduced to
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hydrogen gas. This mechanism of evolving hydrogen is the electrochemical version of
the already metnioned Eley-Rideal mechanism in heterogeneous catalysis.

It can be seen from these mechanisms that adsorbed hydrogen (H�) is the only surface
intermediate in the entire process. Based on the qualitative rule of Sabatier, an optimal
catalyst for a given process should not interact with the reactants too strongly or too
weakly. The interaction should be an intermediate one. It was established that, in the
context of the HER, the Sabatier principle means that the optimal catalyst for the HER
should neither bind hydrogen too strongly nor too weakly. Thus, the adsorption free
energy of hydrogen under the conditions of the HER (298 K and 1 bar) should be 0 eV
[107, 111]. This makes it possible to computationally search for good HER catalysts as
the adsorption energy of hydrogen is the only value that needs to be calculated.

Due to the recent computational and experimental efforts it was found that MoS2 and
similar sulfides can be used as HER catalysts [111–117]. This holds great promise for
the HER as such catalysts, that are often also used for HDS, are a potential replacement
for platinum as electrocatalyst, one that is much cheaper and more abundant.



Chapter 2

Density functional theory

Density functional theory (DFT) is a method for calculating the ground state energy of
an interacting system by mapping it to a simpler non-interacting system. But what does
this mean and how does it look in practice? Imagine a black box that can take input
from a user and, after some time, produce a result. The user does not have to know
anything about what goes on inside the black box, except that it is performing some
complex calculations. In DFT, the user sets up a system of atoms by defining the element
associated to each atom (atomic number) as well as the position of each atom. This, along
with some parameters that can be thought of as defining the precision and speed of the
calculation, is the input for the black box. After the black box performs the calculation,
the user is given a number. This number is the ground state energy of the system.

2.1 Schrödinger equation

At the atomic scale, the world is built out of negatively charged electrons and various
types of positively charged nuclei. These basic particles interact by Coulomb (electro-
static) interactions. As illustrated in figure 2.1, using a hydrogen molecule as example,
the electrons repel other electrons, nuclei repel other nuclei while nuclei and electrons
attract each other.

The fundamental postulate of quantum mechanics is that a wavefunction, Y , exists
for any system. Appropriate operators, û acting on the wavefunction return observable
properties, e, of the system [118]:

ûY = eY (2.1)

The operator that returns the energy of a system, E, is called the Hamiltonian operator,
Ĥ [118–120]:

ĤY = EY (2.2)

15
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Figure 2.1: Interactions in a system of nuclei and electrons.

This is the Schrödinger equation1. The Hamiltonian operator:
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includes, in order of appearance, a kinetic energy term for the electrons, a kinetic energy
term for the nuclei, a nuclei-electron attraction potential energy term, a nuclei-nuclei
repulsion potential energy term and an electron-electron repulsion potential energy term.
Here, i and j run over all the electrons, I and J run over all the nuclei, frig is a set of
electron coordinates, fRIg is a set of nuclear coordinates, m is the mass of an electron,
MI is the mass of a nucleus I, e is the charge of an electron, ZI is the atomic number of a
nucleus I, and h̄ is the reduced Planck constant.

Atomic nuclei are much heavier than individual electrons2, thus, the electrons re-
spond to changes in their surroundings faster than nuclei. This makes it possible to
approach the equations governing quantum systems by separately solving the electronic
part and finding the lowest energy state (ground state) for fixed positions of the atomic
nuclei [118–120]. Such separate treatment of the electrons and nuclei is called the Born-
Oppenheimer approximation. After the Born-Oppenheimer approximation and by using
some shorthand notation the electronic Hamiltonian can be written as:
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where the first term is the kinetic energy of the electrons, the second term is the electron-
nuclei interaction and the last term is the electron-electron repulsion.

Thinking about the electron-electron repulsion term, one can realize that each elec-
tron in the system depends on all the other electrons of the system and the electrons

1Time independent form.
2Protons and neutrons are �1800 times the mass of an electron.
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cannot be treated individually3 [118–120]. The wavefunction depends on 3N electron
coordinates, 3 coordinates for each of the N electrons. A single water molecule contains
10 electrons and the wavefunction is a 30-dimensional function. This is the reason why
the Schrödinger equation is very complex and difficult to solve and the wavefunction dif-
ficult to work with for any system with more than one electron. In catalysis one works
with complex molecules and surfaces as well as molecules adsorbed on surfaces in sys-
tems containing even hundreds of atoms. Solving the Schrödinger equation and working
with the wavefunction in this context is seemingly impossible.

The wavefunction is interpreted in terms of probability by squaring it, jY j2 = Y �Y ,
where Y � is the complex-conjugate of Y . This quantity, referred to as probability density
or simply density, represents the probability that a set of N electrons has a given set of
coordinates, frig [118–121]. Integrating the density over a region of space, t , gives the
probability, Pt , of finding the system inside of t :

Pt =
Z

t

jY j2dt (2.5)

In terms of individual electron wave functions, y i, the density can be expressed as:

n = 2å
i

y �i y i (2.6)

Here, n is the density, i goes over all the individual electron wave functions occupied by
electrons. The term inside the summation represents the probability that an electron in
an individual wave function is located at a given position, r. The factor of two appears
because two electrons4 occupy each orbital. The electron density, n, is a function of
three coordinates regardless the number of electrons and it contains a great amount of
information contained in the the full wave function [118–121]. The electron density is
the central object in DFT.

2.2 Hohenberg-Kohn theorems

The Hohenberg-Kohn theorems describe how it is possible to use the electron density as
the central object for solving the Schrödinger equation [118–120, 122].

Theorem I: the ground state energy is a unique functional of the electron density5.

Theorem II: the electron density that minimizes the energy of the functional is the
ground state electron density.

3A simple approximation to the full wavefunction is to express it as the product of single electron
wavefunctions, Y = y 1y 2 : : :y N , this is known as the Hartree product.

4Of opposite spin according to the Pauli exclusion principle.
5A functional is similar to a function, it takes a function as input and returns a number.



18 Chapter 2. Density functional theory

The first theorem means that there is a single ground state electron density corre-
sponding to a ground state wave function. The ground state electron density uniquely
determines the properties of a quantum system, including the energy. The importance of
this theorem is that it shows that it is possible to find the ground state energy by working
with the electron density (function of 3 variables) instead of the full wavefunction (func-
tion of 3N variables). Therefore, to find the ground state energy of a water molecule
the problem is reduced from 30 dimensions to 3 dimensions. Although it shows that a
functional of the electron density can be used to get the ground state energy, the theorem
does not say what the functional form is.

The second theorem prescribes a way of finding the ground state energy if the func-
tional form is known. This can be achieved by varying the electron density until the
energy from the functional is minimized.

The functional described by the Hohenberg-Kohn theorems can be written in terms
of single electron wavefunctions:

E[fy ig] = Eknown[fy ig]+EXC[fy ig] (2.7)

where fy ig is a set of single electron wavefunctions. The functional form was split into a
term that is known, Eknown[fy ig], and the rest of the unknown contributions, EXC[fy ig],
called exchange-correlation functional. The known part can be written as:
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with the terms, appearing in order, being the electron kinetic energies, the Coulomb in-
teractions between the electrons and the nuclei, the Coulomb interactions between pairs
of electrons, and the Coulomb interactions between pairs of nuclei.

2.3 Kohn-Sham equations
Kohn and Sham showed that the ground state electron density can be found by solving a
set of equations in which each equation only involves a single electron [118–120, 123]6:

�
�

h̄2

2m
Ñ2 +V +VH +VXC

�
y i = eiy i (2.9)

where V is the interaction between an electron and the atomic nuclei, VH is the Hartree
potential and VXC is the exchange-correlation contribution to the single electron equa-
tions. The Hartree potential is defined as:

VH = e2
Z n0

jr� r0j
d3r0 (2.10)

6The solution of the Kohn-Sham equations are single electron wave functions depending on 3 spatial
variables.
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and it describes the Coulomb repulsion between the electron in one of the Kohn-Sham
wavefunctions and the total electron density. This also means that the Hartree poten-
tial includes a self-interaction contribution since the electron in one of the Kohn-Sham
wavefunctions is also contained in the total electron density. In other words, VH includes
interaction between the electron and itself. Correction to this self interaction is included
in VXC. VXC is obtained as a functional derivative of the exchange-correlation energy,
EXC:

VXC =
dEXC

dn
(2.11)

Figure 2.2: Diagram illustrating the iterative process of solving the Kohn-Sham equa-
tions self-consistently. nT is the trial density, nC is the calculated density, s defines the
deviation or accuracy when comparing nT and nC.

To solve the Kohn-Sham equations, the Hartree potential is required. To obtain the
Hartree potential, the electron density is required. To get the electron density, single
electron wavefunctions are needed. To obtain single electron wavefunctions the Kohn-
Sham equations have to be solved. This circular problem is solved using the following
iterative algorithm, further illustrated in figure 2.2:

1. An initial trial density is defined.

2. The Kohn-Sham equations are solved using the trial density and the single electron
wavefunctions are found.

3. The electron density is calculated from the single electron wavefunctions.

4. The calculated density is compared to the initial density. If they are the same,
within some deviation s , self-consistency is reached and the density corresponds
to the ground state electron density which can be used to compute the ground state
energy. Otherwise, the initial electron density is updated and the iterative process
starts again from step 2.
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2.4 Exchange-correlation functional
In order to solve the Kohn-Sham equations, the exchange-correlation functional must
be specified. The exchange-correlation functional is unknown, but it can be derived for
a homogeneous electron gas. The homogeneous electron gas can be thought of as a
cloud of electrons that has constant electron density for all points in space [119, 120].
Real systems have variations in the electron density so the homogeneous electron gas
might appear to be of limited value. Still, the homogeneous electron gas provides a
simple way to solve the Kohn-Sham equations. At each point in a system of interest, the
exchange-correlation potential is set to be the known exchange-correlation potential of
the homogeneous electron gas using the electron density of the system of interest:

VXC = V el: gas
XC [n] (2.12)

Such an approximation uses the local density to define the exchange-correlation func-
tional, thus, it is called the local density approximation (LDA). The LDA makes it pos-
sible to define and solve the Kohn-Sham equations but the result from these equations
does not exactly correspond to the solution of the Schrödinger equation since the true
exchange-correlation functional was not used.

The LDA is not the only functional used for DFT calculations. The most common set
of functionals, particularly popular in computational catalysis, use information about the
local electron density as well as the local gradient in the electron density. The approach of
using the local gradient of the electron density is called generalized gradient approxima-
tion (GGA). There are many ways to include information for the gradient of the electron
density, thus, there is a large number of GGA functionals [119, 120]. Different func-
tionals give different results and some are better at describing particular properties than
others. Therefore, the exchange correlation functional used in DFT calculations is often
picked based on the problem being solved. Results contained in this thesis were obtained
using the RPBE functional which is particularly good at describing chemisorption ener-
gies [124] and the BEEF-vdW [125] which can also capture long range vdW interactions
[126–128].

A hierarchy of functionals that gradually include more and more physical information
exists and GGA is only a step towards chemical accuracy7. Naturally, including more
information leads to greater accuracy but also to longer computation times.

7Describing all these methods is not the topic of this thesis as the main focus is on catalysis. The reader
interested in these methods can find more information from various sources [118–120].
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Computational approach to catalysis

This chapter describes how to use energies calculated from DFT simulations to obtain
values used for describing catalytic properties. Additional concepts from catalysis as
well as frameworks that make it possible to qualify and quantify catalytic properties in
terms of simple parameters are presented.

3.1 Reaction energies
In order to describe how to calculate simple reaction energies from DFT, consider the
following hypothetical reaction:

AB + CD$ AC + BD (3.1)

Here, two molecules react to give two different molecules. In order to calculate the
reaction energy, in other words, the change in energy when the reactants are converted to
products, one first needs to perform four DFT calculations. These four DFT calculations
consist of calculating the energy of each individual molecule in the reaction. Once these
energies have been calculated it is possible to calculate the reaction energy by subtracting
the sum of the reactant energies form the sum of the product energies as follows:

DE = EAC +EBD� (ECD +EAB) (3.2)

Here, Ex is the energy of a molecule x calculated from DFT [58, 119]. The calculated
reaction energy, DE, describes the energy gained (DE < 0) or energy required (DE > 0)
when going from reactants to products at zero kelvin1.

Similarly, it is also possible to calculate reaction energies for adsorption reactions,
in other words, adsorption energies of various species [58, 119]. This is essential for
heterogeneous catalysis and electrocatalysis as these phenomenons occur on surfaces.
Consider the following adsorption reaction:

A +�$ A� (3.3)
1Without taking in account the zero point energy.

21
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where � represents a site on the catalyst surface. The adsorption energy is calculated as:

DEads = EA��EA�E� (3.4)

In general, the adsorption energy of any molecule can be calculated as:

DEads = Emol+sur f �Emol�Esur f (3.5)

Here, Emol+sur f is the calculated energy for a molecule adsorbed on a surface, Emol is
the calculated energy of a molecule and Esur f is the calculated energy of the catalyst’s
surface without a molecule adsorbed on it. Therefore, to calculate adsorption energies,
one needs to set up three systems and perform three calculations, a surface, a molecule
and a combination of the two (molecule adsorbed on the surface).

3.2 Potential energy diagram
When studying a number of reactions, for example, a series of elementary steps, it is
useful to construct a potential energy diagram (PED). Let us assume that reaction 3.1 is a
catalytic reaction occurring on the surface of a solid catalyst. Additionally, let us assume
the following mechanism:

AB + 2� $ A�+ B� (3.6)
CD + 2� $ C�+ D� (3.7)
A�+ C� $ AC + 2� (3.8)
B�+ D� $ BD + 2� (3.9)

Using DFT, it is possible to calculate a reaction energy, DE, for each elementary reaction
as described earlier. By plotting the energies one obtains a PED. A hypothetical PED
for the process above is shown in figure 3.1. Adding all the elementary steps together
results in equation 3.1, therefore, according to Hess’s law [59]2, summing the reaction
energies of all the elementary steps results with the same reaction energy as calculated
with equation 3.2. This also means that the difference between the first and last line on
the PED corresponds to the energy calculated from equation 3.2.

From the PED one can already roughly see whether the catalysis will work on a sim-
ulated surface. The first line in the example shown in figure 3.1 is the energy level of the
reactants. The reactants are usually chosen as chemical reference and are consequently
set to zero. One can see that all the steps are downhill in energy. Such a picture indicates
that the conversion from AB and CD to AC and BD will be energetically favorable on the
simulated surface. This is true as long as there is not a single energy level significantly
uphill in energy so that it cannot be overcome by thermal energy (kBT ) at the operating
conditions [53, 58].

2The energy change during the complete course of a chemical reaction is the same whether the reaction
is made in one step or in several steps.
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Figure 3.1: An example of a potential energy diagram for a hypothetical process.

It is important to mention that a PED as the one shown in figure 3.1 contains only
thermodynamic data. This means that one can only see whether the process is thermo-
dynamically favorable. Even if the process is thermodynamically favorable it is still
possible for the process to be limited by kinetics [53, 58–60]. Between any two energy
levels on the PED there is a energetic barrier associated to the activation energy required
to pass through the transition state (form an activated complex with sufficient energy). If
this barrier is sufficiently high, the process will be limited by unfavorable kinetics even
though the thermodynamics might be favorable. It is possible to update the PED with
these barriers by calculating the transition state energies between each level [58, 119].
Although calculating transition state energies gives a complete picture of the catalysis,
doing so is sometimes not very practical since calculating transition state energies is often
quite difficult and computationally demanding [58, 119, 129–131].

Energies calculated from DFT as well as the reaction energies obtained from them
correspond to zero kelvin3. No catalytic process is performed at zero temperature. Fur-
thermore, besides elevated temperatures, catalytic processes are often performed at el-
evated pressures with different partial pressures of the involved species. To construct
energy diagrams that better describe real catalytic processes the electronic energies cal-
culated from DFT have to be corrected with zero point energy, enthalpy and entropy
contributions [53, 58, 119]. This in return gives free energies and the energy diagram
constructed using free energies is called a free energy diagram. The following section
explains how to obtain free energies from the electronic energies calculated in DFT.

3Without zero point energy corrections.
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Regardless of not giving the full picture, simple PEDs are a good staring point for
learning whether a catalyst could be useful for a given process. Looking at differences
between two or more PEDs or between two or more simple reaction energies is often
enough to determine energy trends for a series of catalysts. This is true because the
contributions to the free energy do not change significantly by changing the catalyst. If a
complete picture is required, energies are turned to free energies and further calculations
of transitions state energies are performed [58, 119, 129–131].

3.3 From energy to free energy
In order to transform zero kelvin energies calculated with DFT into free energies that
match a given set of temperatures and pressures relevant for the process that is being
modeled, a series of contributions have to be added to the calculated zero kelvin energy.

The first correction is due to the Heisenberg uncertainty principle [58, 59, 119, 121].
It states that it is not possible to simultaneously predict the position and momentum of a
quantum particle with arbitrary accuracy. In other words, the uncertainty in position, Dx,
is related to the uncertainty in momentum, Dp:

DxDp�
h̄
2

(3.10)

where h̄ is the reduced Planck constant. Lower uncertainty in the position of the particle
leads to higher uncertainty in the momentum of the particle and vice versa. As a result,
a quantum particle is prevented from being perfectly still at a specified position. This
also causes some energy fluctuations around the local potential energy minimum. Such
fluctuations are often accurately represented as harmonic vibrations, thus, allowing for
simple corrections to the potential energy minimum to get an estimate of the ground
state energy of a quantum system [58, 119]. Using DFT it is possible to calculate the
vibrational frequencies of all the vibrational modes in the simulated system [118]. The
correction to the potential energy minimum, called zero point energy (ZPE) correction,
is given by:

ZPE = å
i

1
2

hni (3.11)

where i is a specific vibrational mode, ni is the vibrational frequency of mode i and h is
the Planck constant [58, 119]. The zero point energy corrected ground state energy is the
sum of the DFT calculated energy and the ZPE correction:

E0 = EDFT +ZPE (3.12)

At zero temperature, only the ground state is occupied, thus, the energy of the system
is E0. Increasing the temperature leads to the occupation of higher quantum states with a
higher weight on low-energy states according to the Boltzmann distribution:

P(Ei)
P(E j)

= e�
(Ei�E j)

kBT (3.13)
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where Ei and E j are energies of state i and j respectively, P(Ei)
P(E j)

is the probability of
finding energy state Ei occupied relative to E j, kB is the Boltzmann constant and T is
the temperature. This means that at temperatures higher than 0 K the potential energy is
not E0 but is instead averaged over different quantum states [53, 58, 59, 118, 119]. The
probability of the system being in a given quantum state i is:

Pi =
e�

Ei
kBT

Z
(3.14)

Here, Z is the canonical4 partition function:

Z = å
i

e�
Ei

kBT (3.15)

From a quantum-statistical mechanics perspective, internal energy can be defined as the
thermally averaged energy of various occupied states:

U = hEi= å
i

PiEi =
å
i

Eie
� Ei

kBT

Z
(3.16)

Classically, the amount of heat that needs to be supplied to a system at constant
volume in order to change its temperature by one degree is given by the constant volume
heat capacity, Cv. The internal energy of the system can be expressed as the sum of the
zero point energy corrected ground state energy and the thermal energy of the system:

U = E0 +
TZ

0

CvdT (3.17)

For systems that can change volume when heat is transferred, such as an ideal gas, en-
thalpy is used instead of internal energy as part of the thermal energy is lost as work:

H = E0 +
TZ

0

CpdT (3.18)

where Cp is the heat capacity at constant pressure [58, 59].
The change in enthalpy for a given process, DH, indicates whether the process gives

out heat or consumes heat [59]. If DH < 0 the reaction is exothermic, on the other
hand, if DH > 0 the reaction is endothermic. Exothermic reactions give out heat while
endothermic reactions consume heat from the environment. Normally, one would expect
that exothermic reactions occur spontaneously while endothermic reactions need to be
supplied with energy (heat) in order to occur. Although this is true when the reaction

4A canonical system is a system in thermal contact with a heat reservoir.
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is very exothermic, DH << 0 or very endothermic, DH >> 0, it is not necessarily true
when the absolute value of DH is close to zero. Entropy is the second term that has an
impact on whether it is favorable for a process to occur. Before discussing entropy, let us
first discuss Gibbs free energy.

The key value in chemical thermodynamics is the Gibbs free energy [53, 58, 59]. The
change in Gibbs free energy of a reaction indicates whether it is favorable for the reaction
to occur:

DG = DH�TDS (3.19)

where DG is the change in Gibbs free energy, DH is the change in enthalpy, T is the
temperature and DS is the change in entropy. If DG < 0 then the process is thermody-
namically favorable and it is expected that products will spontaneously form from reac-
tants5. On the other hand, if DG > 0 then the process is thermodynamically unfavorable
and the products will not form. From equation 3.19 it can be seen that if TDS >> 0 even
endothermic reactions can occur spontaneously. By the same logic, if TDS << 0 even
exothermic reactions can be thermodynamically unfavorable.

The entropy, S, can be thought of as a measure of order or disorder:

S = kBlogs (3.20)

where kB is the Boltzmann constant and s is the number of microstates, in other words,
the number of ways in which the building blocks of a system can be arranged [53, 58, 59].
A value close to zero is associated to very ordered systems (zero being the most ordered
system achievable with only 1 microstate) while high entropy values are associated to
disordered systems. A positive change in entropy of a system, DS > 0, means that the
system increased in disorder after the change. Similarly, a negative change in entropy
of a system, DS < 0, means that the system decreased in disorder after the change. The
universe works in a way that all spontaneous processes are associated to an increase in
entropy. Non-isolated systems are allowed to lose entropy as long as the entropy of the
environment (universe) increases by at least the same amount. A popular example of
explaining entropy is sandcastles. Sandcastles always crumble down to piles of sand
with time. The opposite, piles of sand forming sandcastles on their own, never occurs6.
There are many more microstates in a pile of sand than in a sandcastle (the grains of sand
can be arranged in many more ways when in a pile of sand compared to a sandcastle).
The same analogy holds true for chemical reactions where the reactants and products
have different entropies. The change in entropy for a reaction is the difference between
the entropy of the products and the entropy of the reactants. Reactions with DS >> 0 are
thus more likely to be spontaneous.

Finally, after introducing the relevant thermodynamic values, let us describe how one
can calculate the adsorption free energy of a simple adsorption step in practice by using
equation 3.3 as example. Assuming that A is an ideal gas, the free energy of A can be

5Assuming the process is not limited by kinetics.
6Time flows in the direction of increasing entropy.
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expressed as:
GA = EA +ZPEA +DH0;T

A �TST
A + kBT ln

pA
p�

(3.21)

where EA is the DFT calculated energy of A, ZPEA is the zero point energy correction
of A, DH0;T

A is the change in enthalpy of A when going from zero temperature to a
temperature T , ST

A is the entropy of A at a specific temperature T , kB is the Boltzmann
constant, pA is the partial pressure of A and p� is the standard pressure (1 bar). EA can
be calculated using DFT. ZPEA can be calculated by calculating vibrational frequencies
with DFT and employing the harmonic approximation as described earlier. DH0;T

A and
ST

A can usually be found in various thermochemical tables [59, 132, 133]. Alternatively
they can be calculated from the calculated vibrational frequencies using the ideal gas
approximation [118, 132] which is implemented as computer code [134]. The free energy
of the adsorbate, A�, is calculated as:

GA� = EA� +ZPEA� +DU0;T
A� �TST

A� (3.22)

Since we assume that adsorbates do not change in volume, the enthalpy term turns to
internal energy7. DU0;T

A� and ST
A� can be calculated from the vibrational frequencies of

the adsorbate and using the harmonic approximation [134, 135] which is implemented as
computer code [134]. For the surface, �, the zero temperature energy is normally used
instead of the free energy:

G� = E� (3.23)

Based on this, the adsorption free energy of A can be calculated as:

DGA = GA�� (E�+GA) (3.24)

3.4 Scaling relations in catalysis
Suppose that a given catalytic process involves two surface species, A and B. In order
to look for a suitable catalyst for the given process one might consider calculating the
adsorption energies of A and B on a range of different surfaces. Let us assume that the
adsorption energies of A and B have been calculated for five different surfaces, denoted as
S1, S2, S3, S4 and S5. By plotting the relation between the calculated adsorption energies
on the considered surfaces one can find whether a linear scaling relation exists [58]. A
graph giving an example of a hypothetical linear scaling relation between adsorption
energies of A and B is shown in figure 3.2.

The scaling relation means that if surface S2 binds adsorbate A weaker than surface
S1, it will at the same time bind adsorbate B weaker than surface S1. Scaling relations
usually occur between species that bind to a surface in a similar way. For example,
adsorption energies of CH3, CH2, CH and C all scale with each other since they all bind
on the surface through a carbon atom. The same logic applies to NH2, NH and N or O
and OH or S and SH etc [136, 137].

7Turning this into Helmholtz free energy; A = U�TS.



28 Chapter 3. Computational approach to catalysis

Figure 3.2: Example of a linear scaling relation between two hypothetical adsorbates (A
and B) on a series of surfaces (S1, S2, S3, S4 and S5).

The benefit of scaling relations is that it is possible to reduce the complexity of mod-
eling various catalytic processes by decreasing the number of parameters one has to work
with [58]. From the previous example it can be seen that, since there is a linear scaling
relation between A and B, it is possible to express the adsorption energy of A in terms
of the adsorption energy of B and vice versa. For example, it is possible to express the
adsorption energy of B as:

DEB = aDEA +b (3.25)

where a is the slope of the linear scaling relation and b is the intercept on the y-axis. In the
case of ammonia synthesis, where one in principle needs to consider adsorption energies
of multiple surface species (NH3, NH2, NH, N, H), it is possible to reduce the complexity
to a single parameter (adsorption energy of nitrogen) because of scaling relations [138].

Scaling relations also pose some fundamental issues when trying to optimize cat-
alytic reactions. Assume that surface S2 is optimal for a given process in terms of how
strongly it binds adsorbate A. Also assume that it possible to further improve the process
by decreasing the adsorption energy of B (towards more negative values). Changing to a
catalyst that binds B stronger (S1), in order to decrease the adsorption energy of adsor-
bate B, also causes the adsorption energy of A to decrease, thus, moving it away from
the previously established optimum value for the adsorption energy of A. Therefore, it is
not straightforward to independently optimize adsorption energies of two surface species
that follow a linear scaling relation [139, 140]

Similarly to scaling relations for adsorbed surface species there are also scaling re-
lations between reaction energies and activation energies (scaling relations between ad-
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Figure 3.3: Example of a BEP scaling relation between activation energy (transition state
energy) and reaction energy (adsorption energy).

sorption energies and transition state energies). Such scaling relations are named BEP
relations in honor of Brønsted, Evans and Polanyi [53, 58, 141]. Consider the dissociation
of a molecule, A2, on a surface:

A2 + 2�$ 2A� (3.26)

If such a process follows a BEP relation so that:

Ea = aDEA +b (3.27)

then going to a surface that has a more negative adsorption energy, DEA, the activation
energy (transition state energy) will decrease as well. This is illustrated by the graphs
in figure 3.3, where the activation energy on the more reactive surface S1 has a lower
activation energy due to the greater driving force (more negative DEA) compared to a less
reactive surface, such as S5.

3.5 Equilibrium, reaction rates and kinetics
A reaction reaches equilibrium when the amount of products formed and amount of prod-
ucts reverted back to reactants is equal for a given period of time [53, 58–60]. In other
words, the forward reaction rate and backward reaction rate are equal. In terms of Gibbs
free energy, equilibrium is reached when DG of a reaction is 0.

DG = Gproducts�Greactants = 0 (3.28)
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Based on this requirement it is possible to determine the equilibrium concentrations,
pressures or surface coverage of species for a given reaction. For example, consider the
following gas phase reaction:

a A$ bB (3.29)

where a and b are stoichiometric coefficients. The change in free energy at equilibrium
is given as:

DG = DG�+ kBT ln
�

pb
B

pa
A

�
= 0 (3.30)

where DG� is the change in free energy at 1 bar. Therefore, it follows that:

pb
B

pa
A

�
�
�
�
�
eq

= e
�DG�
kBT = Keq (3.31)

where Keq is the equilibrium constant of the reaction. For low equilibrium constants, the
reaction is shifted towards the reactants (very little or no products present) and at large
equilibrium constants it is shifted towards products. Changing the conditions (tempera-
ture, pressure or concentration) affects the equilibrium constant and in return determines
whether the reaction is shifted towards products or reactants8.

For a surface reaction it is possible to obtain the surface coverage of each species
in a similar way. Let us once again consider adsorption of A on a surface, as shown
in equation 3.3. There is an additional contribution to the adsorption entropy that was
not shown in equation 3.229. This term is associated to the different ways in which
NA adsorbates can fill N surface sites. Such a configurational entropy depends on the
coverage, qA = NA

N , and it is given by the following relation:

Scon f =�kBln
�

qA

q�

�
(3.32)

where qA is the coverage of the surface with A and q� is the coverage of the surface with
empty (free) sites [58]. From the requirement that DG = 0 at equilibrium and that the

8This is known as the Le Chatelier’s principle [59].
9Equation 3.22 assumes that the surface is covered by half a monolayer of A so that the configurational

entropy is 0.



3.5. Equilibrium, reaction rates and kinetics 31

summed coverage of all species has to be unity, å
i

qi = 1, it follows that:

DG = DG�+ kBT ln
�

qA
q�

�
� kBT ln

�
pA
p�

�
= 0 (3.33)

�
qA

q�

��
pA
p�

� �1

= e�
DG�
kBT = KA (3.34)

qA +q� = 1 (3.35)

q� =
1

1 +KA
pA
p�

(3.36)

qA =
KA

pA
p�

1 +KA
pA
p�

(3.37)

Such an expression, giving the equilibrium coverage of a surface intermediate as a func-
tion of pressure and the standard Gibbs free energy, DG�, is called a Langmuir isotherm
[53, 58, 59]. Similarly, Langmuir isotherms for multiple surface species competing for
free sites can be derived.

As the fundamental goal in catalysis is to speed up the reaction rate where the reac-
tants and products are not in equilibrium, it is sometimes necessary to go beyond energy
diagrams and equilibrium to study reaction rates and model the kinetics of a given pro-
cess. So far an Arrhenius expression for the reaction rate constant was given in terms of
a prefactor and the activation energy. From harmonic transition state theory10 an expres-
sion for the prefactor can be obtained:

A =
kBT

h
e

DS�TS
kB (3.38)

where DS�TS is the change in entropy for going from an initial state to a transition state.
Therefore, the Arrhenius expression can be written as:

k =
kBT

h
e
�DG�TS

kBT (3.39)

where DG�TS is the change in Gibbs free energy for going from an initial state to a transi-
tion state [53, 58].

Let us show how the kinetics of a process consisting of a series of elementary steps
can be modeled [53, 58]11. Consider the following elementary steps:

A +� $ A� (3.40)
2A� $ A2 + 2� (3.41)

10The topics of transition state theory and harmonic transition state theory will not be discussed herein.
The reader further interested in this topic can find it in various sources [53, 58, 119].

11This approach is called microkinetic modeling.
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leading to the full reaction:
2A$ A2 (3.42)

Two gas species, A, adsorb on a surface, *, and recombine into a dimer, A2. The rates of
the elementary steps are:

R1 = r1� r�1 = k1 pAq�� k�1qA (3.43)
R2 = r2� r�2 = k2q2

A� k�2 pA2q
2
� (3.44)

where ri and r�i are rates in the forward and backward direction of reaction i. Both
elementary steps influence the coverage of A which means that they have to be solved
simultaneously to obtain the total rate [53, 58]. In terms of the time dependence of the
coverage of A, a differential equation can be written12:

dqA

dt
= R1�2R2 (3.45)

Solving this differential equation leads to the coverage of A but also to the coverage of
free sites since the coverage must add up to unity. In real reactors the pressure and tem-
perature is not constant throughout the reactor but when modeling the kinetics it is very
useful to assume steady reaction conditions. This means that a part of the reactor where
the pressure and temperature are constant is being described. Due to this assumption, the
differential equation is simplified as the rate constants and partial pressures are not time
dependent [53, 58].

Further simplification of the differential equation can be introduced by assuming
steady state. It assumes that there is no change in coverage for all surface species [53, 58].

dqi

dt
= 0 (3.46)

This turns the differential equation into a time independent problem simpler to solve. In
the present example, assuming steady state gives:

R1�2R2 = k1 pAq�� k�1qA�2k2q2
A + 2k�2 pA2q

2
� = 0 (3.47)

leading to a steady state coverage of A.
For many catalytic reactions the overall rate is limited by one elementary step which

is hard to carry out (energetically unfavorable step or high activation energy). For such an
elementary step reaching equilibrium is more difficult than for the rest of the elementary
steps [53, 58]. This elementary step is referred to as the rate determining or rate limiting
step. It is now useful to introduce the concept of reversibility for an elementary step,
gi. Reversibility is the rate of the backward reaction divided by the rate of the forward
reaction and it indicates whether the flow of the reaction is in the forward direction (gi <
1), backward direction (gi > 1) or if the reaction reached equilibrium (gi = 1). Assuming

12Reaction 1 creates one A� and reaction 2 removes two A�.
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a rate determining step, j, means that all the other steps reach equilibrium, gi 6= j = 1.
This assumption along with steady state and constant reaction conditions leads to an
equation that can be solved analytically regardless of the initial complexity [53, 58]. The
reversibilities in the present example are:

g1 =
qA

q�pA
K�1

1 (3.48)

g2 =
q2
� pA2

q2
A

K�1
2 (3.49)

Let us assume that the second elementary step in which two surface species A recombine
into a dimer A2 (Langmuir-Hinshelwood mechanism, or Tafel in electrochemistry) is rate
determining. The first step reaches equilibrium and it follows that:

g1 =
qA

pAq�
K�1

1 = 1 (3.50)

From this and the requirement that the sum of the coverages is unity, the coverage of A
and of free sites is obtained:

qA =
K1 pA

1 +K1 pA
(3.51)

q� =
1

1 +K1 pA
(3.52)

Finally, the rate of reaction is obtained from the rate of the rate-determining step and by
using the reversibility of the overall reaction:

R = k2q2
A(1�g) = k2

�
K1 pA

1 +K1 pA

� 2�
1�

pA2

p2
A

K�2
1 K�1

2

�
(3.53)

where g is the reversibility of the overall reaction:

g =
pA2

p2
A

K�1 (3.54)

Here, K is the equilibrium constant of the overall reaction expressed as a product of the
equilibrium constants of each elementary step to the power of the number of times an
elementary step needs to be carried out13:

K = K2
1 K2 (3.55)

3.6 Sabatier principle and volcanos
The Sabatier principle14 states that the interactions between the catalyst and surface
species should not be too strong or too weak but just right [53, 58, 59]. There is thus
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Figure 3.4: Sabatier volcano plot for a hypothetical reaction 2A$ A2.

an optimal adsorption energy of one or more surface species for any given process
[107, 111, 139, 142, 143].

Let us use the same example as for the microkinetic modeling to describe the Sabatier
principle but without assuming a rate limiting step. The reversibility of the overall reac-
tion can be expressed in terms of the reversibilities of each elementary step:

g = g2
1 g2 (3.56)

where the exponent of two on g1 is because the first elementary step has to occur twice
to satisfy the stoichiometry of the overall reaction. Assume that there are two types of
surfaces, one binds the surface species A too strongly and the other one binds it too
weakly. In between these two categories lies the optimal catalyst. On a surface that binds
A too strongly the coverage of A will be high, qA � 1. Because of that the desorption of
A2 will be the limiting step. Therefore, the first step in which A gets adsorbed will reach
equilibrium. This means that:

g1 � 1 (3.57)
g2 � g (3.58)

R = R2 = k2q2
A(1�g) (3.59)

On a noble surface that binds A very weakly the number of free sites will be high, q� � 1.
Therefore, the adsorption of A will be the rate limiting step and the second elementary

13The first elementary step has to be carried out twice.
14Named after the french chemist Paul Sabatier.
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step will reach equilibrium.

g2 � 1 (3.60)
g1 �

p
g (3.61)

R = R1 = k1 pAq�(1�
p

g) (3.62)

The overall rate is therefore limited by the slowest elementary reaction:

R = min
�

R1;R2

�
= min

�
k1 pAq�(1�

p
g);k2q2

A(1�g)
�

(3.63)

The graphical result of such analysis is shown in figure 3.4. Such diagrams are often
referred to as volcano plots due to their distinct shape. It can be seen that there is a
weak and a strong binding side of the volcano on which the process is limited by the
catalyst being too reactive or too noble. The top of the volcano corresponds to an optimal
adsorption energy (of species A in this case). With this simple but powerful analysis it
is possible to find new catalysts computationally by looking through a large number of
surfaces that have an adsorption energy of A close to the top of the volcano.

3.7 Computational hydrogen electrode
Equilibrium between proton-electron pairs with gas phase hydrogen defines a potential.
This potential is 0 relative to the standard hydrogen electrode (SHE) when the proton-
electron pairs are in equilibrium with gas phase hydrogen at 1 bar, 298.15 K and a pH
value of 0:

(H+ + e�)$
1
2

H2 (3.64)

The reversible hydrogen electrode (RHE) defines this potential to be 0 at any given pH.
Therefore, the difference between the SHE and RHE scales corresponds to the free energy
difference of going from pH zero to a different pH [58, 59]. By using the RHE it is
possible to account for the effect of applied potential on the energy change of reactions
that involve exchanging proton-electron pairs. This concept is called the computational
hydrogen electrode (CHE) [58, 144] and can be illustrated with the following example.
Assume the following reaction:

R�+(H+ + e�)$ RH +� (3.65)

This is a potential dependent reaction since it involves a proton-electron pair. At standard
conditions and a potential of 0 V vs RHE, the proton electron-pair on the left side of the
equation is in equilibrium with gas phase hydrogen, thus, the reaction can be written as:

R�+
1
2

H2$ R�+(H+ + e�)$ RH +� (3.66)

From this it is straightforward to calculate the change in free energy at 0 V vs RHE since
the chemical potential of the proton-electron pair can be replaced with the free energy of
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hydrogen gas. To account for an applied potential a simple term is added to the change
in free energy at 0 V vs RHE:

DGURHE = DG�+ eURHE (3.67)

where DGURHE is the change in free energy at a given potential, URHE vs RHE, and DG�
is the change in free energy without an applied potential at standard conditions. For the
example given in equation 3.65 the change in free energy at a given potential can be
written as:

DG = GRH +E��
1
2

GH2�GR� + eURHE (3.68)

This concept can be used for any reaction involving transfer of protons and electrons.



Chapter 4

Summary of results

This chapter gives an overview of the scientific articles that were published, accepted or
submitted for publication during and as a part of my studies. The results are presented in
a descriptive and qualitative way which should allow the reader to get an idea about the
key concepts and results from each article and how they relate to each other. This should
allow for easier reading and understanding of the full articles included in chapter 5.

4.1 Paper I: Electrosynthesis of dimethyl carbonate

The chemical industry today is not sustainable as it is largely based on exploiting fossil
fuels. Furthermore, hazardous precursors or reaction conditions are often employed in
order to provide enough driving force for performing specific reactions. The chemical
industry of tomorrow has to move away from such hazardous precursors and reaction
conditions, turning towards renewable energy sources and environment friendly reagents,
leading to a sustainable future. In electrocatalysis a potential difference provides the
driving force needed to drive a reaction, thus, not requiring the use of hazardous agents
and/or reaction conditions. Therefore, electrocatalysis holds great promise for the future
of fuel and chemical production. The synthesis of DMC, which is normally performed
in hazardous thermal processes with toxic precursors (phosgene) or explosive mixtures
(carbon monoxide and oxygen), is one example of a chemical that can be made using an
alternative electrocatalytic process (directly from methanol and carbon monoxide) [63–
65].

It was shown that DMC can be produced electrochemically by using a gold elec-
trode as electrocatalyst, also yielding dimethyl oxalate (DMO) as co-product [73, 74].
Although it was shown that the electrosynthesis is possible on gold, understanding of
the underlying criteria defining the efficiency and selectivity of the process are lacking.
What defines the potential required to produce DMC? What determines the selectivity
between various co-products, most notably between DMC and DMO? Is it possible to
use a different electrocatalyst in order to improve the efficiency and selectivity towards
DMC?

37
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Figure 4.1: Illustration showing the steps and potentials involved in the synthesis of
dimethyl carbonate on a gold electrode and copper electrode. On gold, DMO is made ini-
tially as methyl formate adsorption becomes favorable at lower potentials than methoxy;
increasing the potential further leads to the adsorption of methoxy and formation of DMC
as consequence. On copper, DMC is made at lower potentials as it is more favorable to
adsorb methoxy compared to methyl formate. The yellow, brown, red, gray and white
spheres represent gold, copper, oxygen, carbon and hydrogen atoms respectively.

We employed a combination of DFT simulations and experiments (cyclic voltamme-
try and potential hold tests) in order to get insight in the factors determining the electro-
chemical synthesis of DMC, thus, enabling the identification of suitable electrocatalysts
for the process. The analysis is based on reaction free energies of various possible prod-
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ucts as well as adsorption free energies of various surface species on transition metal
surfaces (methoxy, carbon monoxide, hydroxy methyl, methyl formate, glycol aldehyde)
which are possible intermediates during the synthesis. Furthermore, we find scaling re-
lations between adsorbates that bind through carbon (carbon monoxide, hydroxy methyl,
methyl formate, glycol aldehyde) which enables us to reduce the number of descriptors
from five (five different surface species) to two, namely the adsorption free energy of
methoxy and carbon monoxide [145, 146].

We find the the potential needed to synthesize DMC corresponds to the potential re-
quired to adsorb methoxy. Thus, when using copper instead of gold as electrocatalyst the
potential can be reduced by � 1 V as can be seen from the legend in figure 4.1. Regard-
ing the selectivity between DMC and DMO we find that it is defined by the adsorption
energies of methoxy and methyl formate. If a surface binds methyl formate rather than
methoxy it will first start being filled by methyl formate species and by increasing the po-
tential further, methoxy can be adsorbed as well. If there are only methyl formate species
on a surface DMO will be made selectively. On the other hand, if it is more favorable to
bind methoxy than methyl formate, the surface starts getting filled by methoxy. By in-
creasing the potential further, methyl formate can adsorb as well. In the situation where
the surface is covered by methoxy (and carbon monoxide) DMC is made selectively. On
gold it is more favorable to adsorb methyl formate which means that gold is selective
towards DMO at lower potentials (� 0:8 V vs RHE). Increasing the potential further
(to � 1:3 V vs RHE) makes it possible for methoxy to adsorb and for DMC to be pro-
duced. On the other hand, copper rather binds methoxy than methyl formate and DMC
is made selectively at lower potentials (� 0:2 V vs RHE). Increasing the potential further
(to � 0:5 V vs RHE) should also lead to the production of DMO. These observations are
illustrated in figure 4.1.

We have shown that the efficiency of the process is defined by the adsorption free en-
ergies of methoxy and carbon monoxide. More positive adsorption free energies (weaker
binding) of methoxy and more negative adsorption free energies of carbon monoxide
(stronger binding) lead to higher required potentials. The selectivity between DMC and
DMO was explained through the tendency for adsorbing methoxy and methyl formate.
If methoxy is preferred, DMC is made at lower potential and if methyl formate is pre-
ferred DMO is made at lower potentials. Copper stands out among the studied transition
metal surfaces as a promising material for the electrosynthesis of DMC by operating at
� 1 V lower than gold and at the same time being selective towards DMC over DMO.
The conclusions drawn from the DFT simulations were all confirmed by the performed
experimental work and vice versa.

4.2 Paper II: Relation between HER and HDS

In order to produce hydrogen fuel by electrolysis, expensive noble metal electrodes are
required (platinum) [42]. The same problem is present in fuel cells where hydrogen and
oxygen are used as fuel. In order to make the hydrogen society feasible, novel materials
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that can replace platinum need to be discovered.
It was observed in various studies that catalysts similar to those used for HDS often

work well for the acidic HER [42, 111–115]. Sulfide based catalysts used for HDS are
much more abundant and cheaper compared to platinum. The observation that HDS
catalysts are often good candidates as catalysts for the HER can be used when looking
for alternatives to platinum. But what is the reason behind this relation between HDS and
HER and what does it mean for HDS?

For the HER, hydrogen adsorption free energy can be used as descriptor. Similarly,
it was shown that the adsorption energy of sulfhydryl (SH) can be used as descirptor for
HDS [142]. This indicates that the rate determining step of HDS is usually determined by
breaking carbon-sulfur (C-S) bonds or by generating active sites on the sulfide catalyst.
We analyze a set of hydrogen and SH adsorption energies and calculate zero point energy
and thermal contributions to obtain the adsorption free energies of hydrogen at HER
and HDS conditions. We find that the sulfides which are usually considered for HDS
satisfy the criteria of having an adsorption free energy of hydrogen close to 0 eV at
HER conditions. This means that the sulfides normally considered for HDS all satisfy
hydrogen adsorption criteria for the HER. Such an observation indicates that both HDS
and HER have similar requirements for binding hydrogen.

Figure 4.2: Illustration showing the relation between the hydrogen chemistry of HER and
HDS. A similar trade-off between strong and weak hydrogen adsorption is required for
both HER and HDS. HDS has further requirements for adsorbing SH with the right en-
ergy. HDS catalysts are good candidates for HER while HER catalysts do not necessarily
satisfy the right sulfur chemistry for HDS. The red, blue, yellow, gray and white spheres
represent cobalt, molybdenum, sulfur, carbon and hydrogen atoms respectively.

As shown in figure 4.2, both the HER and HDS have a common surface species,
namely adsorbed hydrogen. Furthermore, there is a similar requirement in both the HER
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and HDS for having an intermediate adsorption of hydrogen. If the adsorption energy
is too positive (weak adsorption) additional potential has to be applied under HER, thus
losing efficiency, while under HDS, there is not enough driving force for the dissociation
of hydrogen which yields hydrogen atoms necessary for hydrogenation. If the adsorption
energy is too negative (strong adsorption) the rate of the HER starts being limited by
desorbing hydrogen, while under HDS, transferring hydrogen from the surface to sulfur
containing molecules (hydrogenation) becomes difficult. This means that HDS catalysts,
besides having the right SH adsorption energy, need to bind hydrogen in the right window
of energies, not too strongly and not too weakly. In other words, the adsorption energy
of hydrogen should also be considered as a descriptor when looking for suitable HDS
catalysts.

We have shown that, although seemingly unrelated processes operating at different
conditions, the HER and HDS are related by similar requirements for the adsorption of
hydrogen (right trade-off between strong and weak adsorption). HDS catalysts are often
good candidates for HER since they need to satisfy similar hydrogen chemistry, while
HER catalysts are not necessarily good candidates for HDS as they do not have to satisfy
any sulfur chemistry.

4.3 Paper III: Sterical effects in adsorbing 4,6-DMDBT
on CoMoS

The last fraction of sulfur that needs to be removed from oil in order to achieve deep HDS
[83] is contained in difficult to desulfurize molecules such as 4,6-dimethyldibenzothio-
phene (4,6-DMDBT). In order to achieve ultra-deep HDS, insight in the way 4,6-DMDBT
interacts with the CoMoS catalysts is needed.

By using a combination of scanning tunneling microscopy (STM) and DFT simu-
lations we study the adsorption of 4,6-DMDBT on CoMoS particles. As shown in fig-
ure 4.3 we find that 4,6-DMDBT adsorbs in two different modes called p-mode and
s -mode. The p-mode is associated to 4,6-DMDBT physisorbing on the S-edge brim.
The name p-mode comes from the physisorption nature of the configuration in which the
p-system (delocalized electrons) of the molecule interact with the catalyst. From STM
the molecule appears as a bright protrusion over the entire length of the S-edge. This
was interpreted as 4,6-DMDBT diffusing along the S-edge and is supported by the low
calculated activation energy (lower than 0:1 eV) for diffusion. The s -mode is associated
to 4,6-DMDBT chemisorbing at vacancies formed at corner sites. The name s -mode
comes from the chemisorption nature of the configuration in which the sulfur atom inter-
acts directly with the catalyst. The binding of 4,6-DMDBT is stronger in s -mode as it is
associated to 4,6-DMDBT chemisorbing at vacancies. On the other hand, the p-mode is
observed more often since the s -mode requires the formation of corner vacancies. An ad-
ditional observation from STM is a dynamic switching between the s -mode and p-mode.
Such a dynamic process shows that it is possible for 4,6-DMDBT to change between the
two modes which indicates that different stages of desulfurization might occur on dif-
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Figure 4.3: Illustration showing the two dominant adsorption modes of 4,6-DMDBT on
CoMoS. The p-mode consists of 4,6-DMDBT physisorbed and diffusing along the S-
edge. The s -mode consists of 4,6-DMDBT chemisorbed at a corner vacancy. The arrow
between the p-mode and s -mode indicates that it is possible for the molecule to switch
from one mode to the other. The red, blue, yellow, gray and white spheres represent
cobalt, molybdenum, sulfur, carbon and hydrogen atoms respectively.

ferent sites, in different adsorption modes. We hypothesize that 4,6-DMDBT adsorbs in
p-mode and diffuses along the S-edge which allows it to get hydrogenated by hydrogen
atoms adsorbed on the S-edge. Once a vacancy is made at the corner, 4,6-DMDBT can
switch to s -mode in which the binding is stronger, thus facilitating the process of re-
moving sulfur from the molecule. In other words, we hypothesize that 4,6-DMDBT gets
hydrogenated in p-mode and the removal of sulfur occurs in s -mode.

4.4 Paper IV: Modeling the active sites of CoMoS
Although the HDS process on the CoMoS catalyst has been studied for decades [84–
88, 90, 96–99, 102], the exact atomic scale structure of the active sites and the underlying
properties that make each of the sites active are still not completely clear. What makes
the edges active? What is the role of corners? Why is the basal plane inert? These are
some of the questions that need an answer in order to better understand the activity of
CoMoS. Furthermore, the same questions are related to the activity towards the HER as
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CoMoS can catalyze both HDS and the HER.

Figure 4.4: Illustration of the sulfur cycle during HDS. The active sties take sulfur atoms
from sulfur containing molecules. Once the active sites are filled with sulfur atoms they
are regenerated by releasing the additional sulfur atoms as H2S. Once the sites have
been regenerated the removal of sulfur can start over. The top part of the figure in pink
shows the HDS cycles for the S-edge, M-edge and corner from left to right respectively.
The blue zone shows hydrogen on the corner which is relevant for the HER. The red,
blue, yellow and white spheres represent cobalt, molybdenum, sulfur and hydrogen atoms
respectively.

We use DFT simulations and thermochemical data in order to model the structure of
an ideal unsupported CoMoS particle under HER and HDS conditions. This is done by
modeling the S-edge, M-edge, basal plane and corner of CoMoS separately and by cal-
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culating a series of sulfur vacancy formation energies and hydrogen adsorption energies
on the considered sites and by accounting for HER and HDS reaction conditions.

We determine that the S-edge and M-edge are terminated by sulfur monomers oc-
cupying bridge positions under both HER and HDS conditions. For the corner we find
that it likely contains sulfur vacancies at HDS conditions and SH groups at HER con-
ditions. These structures are shown in the top of figure 4.4. The intrinsic basal plane
without sulfur add-atoms or vacancies was found to be the equilibrium structure under
both HER and HDS conditions. For the S-edge it was found that the formation of sin-
gle vacancies is unfavorable but the adsorption of additional sulfur atoms is possible as
shown in figure 4.4. This indicates that the S-edge terminated by sulfur monomers can
take in additional sulfur atoms from sulfur containing molecules i.e. it can desulfurize
molecules containing sulfur. The additional sulfur is removed afterwards by releasing it
as H2S and returning to the equilibrium structure terminated by sulfur monomers once
again. This idea is illustrated in figure 4.4 by going from the left to the right of the figure.
At the M-edge it is not favorable to adsorb additional sulfur atoms but the formation of
a single sulfur vacancy is possible as shown in figure 4.4. This means that at the M-
edge a vacancy is generated first which is then filled by desulfurizing a sulfur containing
molecule. This corresponds to going from the right to the left in figure 4.4. At corners,
a vacancy that can take in sulfur atoms is present at equilibrium. The corners, similar to
the S-edge, work in a way that corresponds to going from the left to the right of figure
4.4. The S-edge, M-edge and corner have one thing in common. Their equilibrium struc-
tures can either take in additional sulfur or create vacancies with small energy changes.
This makes it possible for the structures to take in and release sulfur in cycles which is a
fundamental requirement of HDS. The basal plane is inert as both adsorbing sulfur and
creating sulfur vacancies is unfavorable.

When it comes to HER, we found that the most stable hydrogen adsorption sites are
the corner sulfur atoms as shown in figure 4.4. Furthermore, the adsorption free energy
of hydrogen at these sites is close to 0 eV under HER conditions. This indicates that
corner sites might be more important than the edges when it comes to the HER.

4.5 Paper V: Modeling adsorption on CoMoS

In order to better understand how different sulfur containing molecules get desulfurized
it necessary to study the way these molecules interact with the active sites of CoMoS
[84, 86, 104, 147]. Additionally, the adsorption energies of various HDS intermediates
such as hydrogenated molecules and species formed after breaking C-S bonds (thiolates)
should also be considered in order to obtain a full picture [84].

We base our models on the sites established in paper IV by adsorbing various sul-
fur containing molecules and their possible hydrodesulfurization intermediates on them.
The sites include the sulfur monomer terminated S-edge, single vacancy at the sul-
fur monomer terminated M-edge, single corner vacancy and basal plane. The studied
molecules are methylthiol, thiophene, dibenzothiophene (DBT) and 4,6-DMDBT. The
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studied intermediates include hydrogenation intermediates such as dihydro thiophene,
tetrahydro thiophene, hexahydro DBT, hexahydro 4,6-DMDBT, dodecahydro DBT and
dodecahydro 4,6-DMDBT, as well as intermediates resulting from the C-S bond break-
ing. It should be mentioned that the corner vacancies found in paper IV and used herein
are not the same as the corner vacancies associated to the s -mode in paper III. This is due
to the different termination and position of sulfur atoms at the M-edge in the two studies.
In STM studies the M-edge is found to be terminated by sulfur dimers sitting on top of
the molybdenum atoms [91, 92, 99]. In paper IV but also in TEM studies [96, 97] the
M-edge is found to be terminated by sulfur monomers in bridge position. The different
observations could be caused by the different supports (gold in STM, carbon in TEM, no
support in the present DFT studies) or by the different reaction conditions during the ex-
periments. The s -mode from paper III is associated to double vacancies at corners while
herein it is associated to single vacancies. Single vacancies at corners only act as suit-
able adsorption sites if the M-edge is terminated by sulfur monomers in bridge position,
otherwise double vacancies are required for chemisorption. The single corner vacancies
studied herein are part of the equilibrium structure of CoMoS and are more stable than
the double vacancies considered in paper III.

Figure 4.5: Illustration showing 4,6-DMDBT adsorbed in brim configuration on the S-
edge, DBT and methylthiol adsorbed in edge configuration at corner vacancies, thiophene
adsorbed in edge configuration at an M-edge vacancy by assuming a perpendicular posi-
tion relative to the MoS2 plane. The red, blue, yellow, gray and white spheres represent
cobalt, molybdenum, sulfur, carbon and hydrogen atoms respectively.

We distinguish two different adsorption configurations, namely brim and edge ad-
sorption. Brim adsorption corresponds to the p-mode reported in paper III for 4,6-
DMDBT. It occurs when molecules interact with the brim of CoMoS by physisorbing
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above the edges or corners of the particle. From figure 4.5 one can see an example of
brim adsorption for 4,6-DMDBT. Edge adsorption occurs when the molecule approaches
the particle from outside as can be seen from figure 4.5 for DBT, thiophene and methylth-
iol. Edge adsorption is also associated to corners, an example of this is the s -mode of
4,6-DMDBT shown in paper III. As can be seen from figure 4.5, molecules adsorbing in
edge position can either assume a planar orientation relative to the MoS2 plane (like DBT
in the figure) or a perpendicular orientation relative to the basal plane (like thiophene in
the figure). We suggest that larger molecules such as 4,6-DMDBT and DBT might be
prevented from assuming a perpendicular orientation as that would lead to them over-
lapping with the support or other MoS2 layers in real supported or multilayer systems.
Therefore, the perpendicular orientation at M-edge and corner vacancies might only be
available to smaller molecules such as thiophene. Planar edge adsorption at M-edge va-
cancies was observed to be unfavorable for all molecules except methylthiol1 due to steric
effects. Planar edge adsorption at corner vacancies was observed to be just slightly less
favorable than perpendicular adsorption. This indicates that corners can also chemisorb
larger molecules such as DBT in planar orientation due to the more open structure of
corner vacancies relative to M-edge vacancies.

Strong chemisorption between the sulfur atom of molecules and the active sites fa-
cilitates the process of breaking C-S bonds2. This indicates that molecules that adsorb
strongly in edge configuration at M-edge and corner vacancies should get desulfurized
directly, i.e. following the direct desulfurization pathway (DDS). On the other hand,
molecules that prefer brim adsorption on the S-edge, where hydrogen has been made
ready for hydrogenation by H2 dissociation, should prefer the hydrogenation pathway
(HYD). Furthermore, molecules which bind stronger as they get hydrogenated should
also have a tendency of following the HYD pathway.

Smaller molecules such as methylthiol and thiophene were found to prefer adsorption
at M-edge and corner vacancies indicating that they get desulfurized following DDS3.
For thiophene it was also observed that it binds stronger the more hydrogenated it gets
which points to the HYD pathway. Therefore, based on adsorption energies alone it
is not clear which pathway should thiophene get desulfurized through. Earlier studies
involving kinetic data suggest that it should follow the DDS pathway. Excluding the per-
pendicular orientations, no clear preference in adsorption sites was observed for DBT as
they all have similar adsorption energies (within � 0:2 eV). Contrary to thiophene, the
adsorption energy of DBT on the S-edge brim does not change significantly as it gets
hydrogenated which points to the DDS pathway. In the case of 4,6-DMDBT we show
that it binds significantly stronger on the S-edge brim upon having one of its benzene
rings hydrogenated to cyclohexane which points to HYD as the preferred HDS pathway.
The low rate of 4,6-DMDBT desulfurization could be associated to it having to compete
with nitrogen containing compounds for brim sites [104, 105, 147] and with other sulfur
containing molecules for corner sites. Larger molecules such as DBT and 4,6-DMDBT

1For methylthiol we do not distinguish planar and perpendicular adsorption due to its geometry.
2Stronger adsorption of sulfur leads to lower activation energies for breaking carbon-sulfur bonds.
3Methylthiol can only get desulfurized thorugh DDS as it cannot be hydrogenated further.
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were found to adsorb strongly on the basal plane which might lead to the wrong conclu-
sion that the basal plane participates in HDS. By calculating the formation energies of
thiolates formed after C-S or S-H bonds are broken we find that their formation on the
basal plane is energetically unfavorable. This in return points to the correct conclusion
of the basal plane being inert towards HDS.
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Chapter 6

Additional results

6.1 Kinetics of thiophene desulfurization
In order to get more insight into the HDS activity of the edges and corners of CoMoS par-
ticles, a simple kinetic model for the direct desulfurization of thiophene was constructed.
The following mechanism was considered on the S-edge, M-edge vacancy and corner
vacancy models:

I : C4H4S +�$ C4H4S� (6.1)

II : C4H4S�+
1
2

H2$ C4H5S� (6.2)

III : C4H5S�+
1
2

H2$ C4H6 + S� (6.3)

IV : S�+ H2$ H2S +� (6.4)

where C4H4S is a thiophene molecule.
Figure 6.1 shows a potential energy diagram and free energy diagram at 600 K, 0.1

bar of H2S and 40 bar of H2 for the desulfurization of thiophene on the S-edge, M-edge
vacancy and corner vacancy model. In reaction I, thiophene adsorbs on the active site.
In reaction II, the first C-S bond of thiophene gets cleaved and a thiolate is formed. In
reaction III, the second C-S bond of thiophene gets cleaved and butadiene is released
while a sulfur atoms remains adsorbed. In reaction IV, the additional sulfur atom is
removed from the surface. The free energy diagram was constructed by correcting H2
and H2S with zero point energy, thermal contributions and pressures and using non-
corrected DFT 0 K energies for the rest of the molecules, adsorbates and surfaces. One
can see from the energy diagrams that the reaction is thermodynamically favorable with a
barrier related to the C-S bond being broken (TS). The removal of sulfur is not favorable
at 0 K but it becomes so when going to HDS conditions.

It was suggested in previous studies that the most difficult step to carry out for the
desulfurization of thiophene is breaking the C-S bond [84, 142]. This is also seen from
the barriers (TS) in the energy diagrams in figure 6.1. Therefore we assume that the
rate determining step is reaction II (6.2). We also assume steady reaction conditions
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Figure 6.1: Energy (top) and free energy (bottom) diagram of the direct desulfurization
of thiophene on the S-edge (red), M-edge vacancy (blue) and corner vacancy (green)
models of an ideal CoMoS particle.

which means that the temperature and pressures are constant throughout the reactor and
steady state which assumes that the coverage of surface species is time independent.
Furthermore we assume that the partial pressures of thiophene and butadiene are 1 bar.
From these assumptions the following steady state coverages are obtained:

q� =
�

1 +K1 +
pH2S

pH2K4
+

pH2S

p3=2
H2

K3K4

� �1

(6.5)

qC4H4S = K1q� (6.6)

qS =
pH2S

pH2K4
q� (6.7)
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qC4H5S =
pH2S

p3=2
H2

K3K4

q� (6.8)

The expression for the turnover frequency (rate) obtained from the microkinetic model
is:

TOF = Ae
�Ea
kBT qC4H4Sp1=2

H2

�
1�

pH2S

p2
H2

K�1
�

(6.9)

where K is the equilibrium constant of the overall reaction which corresponds to the
product of the equilibrium constants of the elementary reactions, K = K1K2K3K4. For
the prefactor, A, a value of 1013 site�1 s�1 was used [53].

Figure 6.2: Turnover frequency dependence on temperature from the microkinetic model
for the direct desulfurization of thiophene on the S-edge (red), M-edge (blue) and corner
(red) of CoMoS.

Figure 6.2 shows how the computed turnover frequency depends on temperature.
From figure 6.2 one can see that the turnover frequency is higher on the M-edge than
the S-edge. To obtain a significant turnover frequency (� 1 site�1 s�1), a temperature of
� 550 K is required on the S-edge and � 475 K at the M-edge, although it is possible
that the rate on the M-edge becomes limited by the generation of vacancies at lower tem-
peratures. A temperature between 500 K and 600 K corresponds to the industrially used
temperatures and confirms the simple model on the edges. It can be seen that the activity
is much higher at the corner sites compared to the edges. The model predicts that the
corners are active enough to perform desulfurization at significantly lower temperatures
(� 300 K) than used industrially. The high predicted activity of the corners suggests
that the model is not representative for the catalysis on corner sites. Breaking the C-S
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bonds on the corners might be easy enough so that there is a different process that is rate
determining. A possible candidate for the alternative rate determining step might be the
dissociation of H2. We have calculated the activation energy of H2 dissociation on the
S-edge since it is the most likely site for H2 dissociation as it is free of vacancies under
HDS conditions. The hydrogen dissociation on the S-edge was found to occur between
a S-Co bond with an activation energy of � 1 eV with a subsequent diffusion step that
has a small activation energy � 0.5 eV. This is more favorable than the dissociation be-
tween a S-S bond directly with an activation energy of � 1.4 eV. The activation energy
of � 1 eV is higher than the activation energy for cleaving the C-S bonds on the cor-
ners (� 0.8 eV). This indicates that the turnover frequency on the corners will not be as
high as predicted from the simple microkinetic model which does not include hydrogen
dissociation and adsorption energies. This idea should be tested further by constructing
a more complicated microkinetic model including hydrogen adsorption and dissociation
energies.

A microkinetic model of thiophene direct desulfurization was shown. It predicts rea-
sonable rates at high temperatures on the edges, with a slightly higher rate on the M-edge.
The corners were predicted to be active at significantly lower temperatures than used in
industrial HDS. It was suggested that the reason behind this is the wrong rate determin-
ing step used in the model for corner desulfurization. The possible rate determining step
for corner desulfurization could be hydrogen dissociation. This is further supported by
the activation energy of� 1 eV for hydrogen dissociation which is higher than the corner
C-S scission activation energy of� 0.8 eV. Regardless of the model seemingly failing for
corner sites, possibly due to not including the correct hydrogen chemistry, it was shown
that the process of removing sulfur is much more favorable on the corners compared to
the edges.

6.2 Kinetics of dibenzothiophene desulfurization
A similar microkinetic model as the one shown for thiophene was constructed for diben-
zothiophene (DBT). The mechanism was assumed to be the following:

I : C12H8S +�$ C12H8S� (6.10)

II : C12H12S�+
1
2

H2$ C12H9S� (6.11)

III : C12H9S�+
1
2

H2$ C12H10 + S� (6.12)

IV : S�+ H2$ H2S +� (6.13)

where C12H8S is a DBT molecule.
Energy and free energy diagrams for the process are shown in figure 6.3 In reaction

I, DBT adsorbs on the active site. In reaction II, the first C-S bond of DBT gets cleaved
and a thiolate is formed. In reaction III, the second C-S bond of DBT gets cleaved and
biphenyl is released while a sulfur atom remains adsorbed. In reaction IV, the additional
sulfur atom is removed from the surface.
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Figure 6.3: Energy (top) and free energy (bottom) diagram of the direct desulfurization
of DBT on the S-edge (red), M-edge vacancy (blue) and corner vacancy (green) models
of an ideal CoMoS particle.
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Figure 6.4: Turnover frequency dependence on temperature from the microkinetic model
for the direct desulfurization of DBT on the S-edge (red), M-edge (blue) and corner (red)
of CoMoS.

By assuming that the partial pressures of DBT and biphenyl are 1 bar, steady reac-
tion conditions, steady state and that reaction II (6.11) is rate determining, the following
coverages are obtained:

q� =
�

1 +K1 +
pH2S

pH2K4
+

pH2S

p3=2
H2

K3K4

� �1

(6.14)

qC12H8S = K1q�qS =
pH2S

pH2K4
q� (6.15)

qC12H9S =
pH2S

p3=2
H2

K3K4

q� (6.16)

The turnover frequency from the microkinetic model is:

TOF = Ae
�Ea
kBT qC12H8Sp1=2

H2

�
1�

pH2S

p2
H2

K�1
�

(6.17)

Figure 6.4 shows the turnover frequency of the direct desulfurization of DBT on the
S-edge, M-edge vacancy and corner vacancy as a function of temperature. It can be
seen that a reasonable turnover frequency (1 site�1 s�1) is obtained on the corners at �
600 K while the edges require higher temperatures � 750 K. The temperature at which
the corner sites achieve reasonable turnover frequencies matches temperatures applied
industrially. This observation suggests that the removal of sulfur from DBT occurs at
corner sites of CoMoS particles.



Chapter 7

Conclusion and perspective

In the presented work, a theoretical approach in studying the electrochemical production
of dimethyl carbonate and hydrodesulfurization on the Co-promoted MoS2 catalyst was
demonstrated. Density functional theory calculations using the GPAW code were per-
formed to calculate energies and concepts from thermodynamics were applied to analyze
trends in various catalytic descriptors.

7.1 Dimethyl carbonate

It was shown that dimethyl carbonate can be produced electrochemically on noble met-
als. The efficiency of the process was found to be determined by the adsorption free
energies of methoxy and carbon monoxide, with higher adsorption energies of methoxy
(weaker binding) and lower adsorption free energies of carbon monoxide (stronger bind-
ing) leading to an increase in required potential. More importantly, the analysis led to the
experimentally confirmed prediction that using a copper catalyst instead of a gold catalyst
results with � 1 V lower required potential. The selectivity between dimethyl carbonate
and dimethyl oxalate was analyzed in terms of the adsorption free energies of methoxy
and methyl formate. Catalysts that rather adsorb methoxy, such as copper, are selective
towards dimethyl carbonate at lower potentials while catalysts that rather adsorb methyl
formate, such as gold, are selective towards dimethyl oxalate at lower potentials. The
prediction that copper is selective towards dimethyl carbonate at lower potentials while
gold is selective towards dimethyl oxalate and requires a higher potential for dimethyl
carbonate production was found to be in excellent agreement with experiments. The
electrochemical path and the copper catalyst could act as a foundation in creating an
efficient and selective green process for the production of dimethyl carbonate.

Future work on the electrochemical synthesis of dimethyl carbonate should be led by
experiment and supported by theory with the goal of improving the promising copper
catalyst. Furthermore, different morphologies of the catalyst should be tested as well
as different electrochemical cell designs. This should be done with the goal of slowly
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upscaling the process to an industrially competent one. My future personal work1 will
focus on identifying other similar reactions that could be performed electrochemically as
well as further supporting the experimental effort in the studies on dimethyl carbonate.

7.2 Hydrodesulfurization
It was shown that hydrodesulfurization is a very complex reaction involving various types
of sulfur containing molecules and an interplay between sulfur and hydrogen chemistry.
The hydrogen evolution reaction was discussed together with hydrodesulfurization as it
was found that hydrodesulfurization catalysts have to satisfy similar requirements to-
wards adsorbing hydrogen as hydrogen evolution catalysts, thus, making hydrodesulfu-
rization catalysts good candidates when looking for cheaper and more abundant alter-
natives to platinum for the hydrogen evolution reaction. The Co-promoted MoS2 state-
of-the-art hydrodesulfurization catalyst was modeled and the equilibrium structures of
its edges, corners and basal plane were determined. The edges were found to be ter-
minated by sulfur monomers sitting in bridge positions while the corners were found to
have a sulfur vacancy where a cobalt and molybdenum atom meet. The active sites were
determined based on the energies required to adsorb additional sulfur or create sulfur va-
cancies in the equilibrium structures. For the S-edge and corner vacancies it was found
that they can adsorb additional sulfur, in that way desulfurizing molecules. On the other
hand, for the M-edge it was found that it can easily form single vacancies which can act
as adsorption sites where molecules get desulfurized. In this way, the edges and cor-
ners were determined as active while the basal plane was confirmed as inert. It was also
suggested that corners might play the role of the active sites for the hydrogen evolution
reaction as they act as the most favorable hydrogen adsorption sites with and adsorp-
tion free energy of hydrogen close to 0 eV at hydrogen evolution reaction conditions.
Additionally, the adsorption of various sulfur containing species on the determined ac-
tive sites has been modeled. It was found that smaller molecules such as thiophene and
methylthiol have a preference for adsorbing at vacancies. Further analysis of kinetics
confirmed the suggestion that thiophene prefers to get desulfurized at vacancies but can
also get desulfurized at the S-edge by interacting with the brim. Dibenzothiophene and
4,6-dimethyldibenzothiophene were found to interact similarly with the vacancies and in
brim configuration (vdW interactions) as well as interacting strongly with the basal plane.
We have suggested that the adsorption of larger molecules such as dibenzothiophene and
4,6-dimethyldibenzothiophene in vacancies, with an orientation perpendicular relative to
the basal plane is prevented in real systems due to possible overlapping with the sup-
port or other MoS2 structures. Calculations of thiolate (molecules after carbon-sulfur or
carbon-hydrogen bonds are broken) formation energies on the Co-promoted MoS2 en-
abled the prediction of the inert nature of the basal plane towards breaking carbon-sulfur
and carbon-hydrogen bonds. Further analysis of kinetics showed that dibenzothiophene
gets desulfurized at corner vacancies. Scanning tunneling microscopy showed that it is

1At the University of Copenhagen, Department of Chemistry.
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possible for molecules to actively switch between various configuration modes which
suggests that it is possible for different stages of hydrodesulfurization to occur on differ-
ent sites. It was found that hydrogenating molecules leads to stronger adsorption on the
edges and corners, except in the case of dibenzothiophene on the S-edge. It was suggested
that molecules able to adsorb at vacancies get desulfurized directly while molecules pre-
ferring brim adsorption, and that adsorb significantly stronger when hydrogenated, prefer
the hydrogenation pathway. If put in simple words, the presented work suggests that the
role of the S-edge is to dissociate and adsorb hydrogen and get hydrogen atoms ready for
hydrogenation while the vacancies play a role in breaking carbon-sulfur bonds.

Due to the complexity of hydrodesulfurization, future work should focus on meth-
ods that allow sampling of all the possible configurations and pathways that might occur
in the desulfurization of different molecules on different sites. This should be done in
a way that makes it possible to screen for new catalysts or catalyst morphologies in-
stead of just focusing on understanding the reaction on a single catalyst. Further ele-
mentary insight in the mechanism behind the desulfurization of complex and difficult
to desulfurize molecules such as 4,6-dimethyldibenzothiophene is also needed. Better
and more transparent integration of computational, experimental but also industrial re-
sults and observations can also lead to better understanding and possible improvements
in hydrodesulfurzation catalysis. Although it has been studied for decades, hydrodesul-
furization catalysis remains full of exciting chemistry waiting to be discovered.
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