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Supplementary comments

Based on the discussions with the examiner committee during the question and answer session of the Ph.D. thesis defense, the following comments were included in the thesis as supplementary material:

In this thesis, the influence of various parameters on the amount of oil that remains on the water surface, i.e. the burn residue, after in-situ burning of crude oil was studied. The results are mainly discussed in terms of the heat balance between heat losses to the water sub-layer and the heat feedback from the flame to the fuel surface. This heat balance determines the amount of energy that is available for evaporation of the various components in the crude oil. Once the evaporation rate is too low to sustain the fire, the flame extinguishes and the oil remaining on the water surface forms the burn residue. In other words, it is the extinction of the fire that controls the residue formation. While this is not explicitly mentioned in the thesis, extinction of the fire should be understood as the underlying governing mechanism in the discussions related to this topic. Minimizing the amount of residue that is formed upon extinction of an in-situ crude oil fire is thus a matter of delaying extinction of the fire for as long as possible, through optimization of the burning conditions.

The use of the term “ignitability” in this thesis should be interpreted in a practical context of the ignition of spilled oil on water as oil spill response. As such, successful ignition in this context includes both ignition in its true fire science definition of a fraction of the oil slick and the subsequent series of ignitions that are needed in order to ignite the rest of the oil slick, i.e. the flame spread over the full oil spill following the initial ignition. The ignitability of an oil slick is thus a function of the burning time of the initially ignited oil fraction and the time to ignition of the surrounding oil at the imposed heat flux from the initial fire. Although the practical aspects and spreading of the flame are elaborated on in some instances of the use of the term ignitability, these conditions are not explicitly stated throughout the thesis.

The presented results of emulsified crude oil in this thesis were obtained for a light crude oil that lacked the high concentrations of stabilizing components, such as resins and asphaltenes, needed to form a stable emulsion. These results may therefore not be fully representative of more stable emulsions that could be formed for some of the other oils that were tested in the same experimental setup. In order to be able to put the conclusions presented in this thesis in a broader perspective,
including a wider range of crude oil types, more stable emulsions will be tested in future work with the same experimental setup.
Abstract

The fire dynamics and fire chemistry of in-situ burning of crude oil on water was studied in order to improve predictions on the suitability of this oil spill response method. For this purpose, several operational parameters were studied to determine the factors that control the burning efficiency of in-situ burning, i.e. the amount of oil (in wt%) removed from the water surface by the burning process. The burning efficiency is the main parameter for expressing the oil removal effectiveness of in-situ burning as response method and is thus relevant for suitability predictions of in-situ burning as oil spill response method. The parameters studied were the initial slick thickness of the oil, the vaporization order of burning crude oil, the ignition of fresh and weathered crude oils on water, the influence of the burning area, the effect of the water layer below the burning oil and the use of chemical herders in ice-infested water to thicken spread oil slicks.

All the experimental work, except for the crude oil herding studies in ice-infested water, was conducted in several small and intermediate scale setups with oil pool diameters between 0.1 m and 1.1 m. The main apparatus used in this study featured a water basin (water volume of 1.0 x 1.0 x 0.50 m³) in which a 0.34 m high Pyrex glass cylinder with a diameter of 0.16 m was placed to contain the oil samples. Several fresh crude oils, refined oils, and pure oils, which were used as reference fuels, were burned in this setup to study the surface temperature, burning rate, flame height, burning efficiency and chemical composition of the burn residue as a function of the oil type, the initial slick thickness and other experimental conditions.

The results showed that crude oils burned distinctively different from pure oils and refined fuel oils, as no steady state burning behavior was observed for the crude oils. Whereas the pure reference oils burned with relatively constant surface temperatures, burning rates and flame heights, the surface temperature increased and the burning rate and flame height decreased over time for the crude oils. Through a comparison with predictions of these parameters from vaporization order models for multicomponent fuels, it was shown that the components in a crude oil vaporize in the order of decreasing volatility. This volatility controlled vaporization order was confirmed by a principal component analysis of the chemical composition of the residues as a function of the burning efficiency. The differences in chemical composition between the 85 m/z ion chromatographs, which include the n-alkanes (C₉-C₃₃), clearly showed that the abundance of light components decreased with increasing burning efficiency.
A mathematical analysis of the heat transfer mechanics of oil pool fires on water showed that the net heat feedback to the fuel surface depends on the pool diameter due to the heat losses to the water layer. Due to the fact that burning crude oils follow a volatility controlled vaporization order, these heat losses furthermore increase as a function of the burning time. By supporting this mathematical analysis with experimental results, it was shown that the burning area is the most important parameter of the burning efficiency for crude oil burning on water, with larger pool areas leading to higher burning efficiencies. This size dependency of the burning efficiency was attributed to the increased heat feedback to the fuel surface for large scale pool fires, as compared with small scale fires, that could cancel out the heat losses to the water. Small scale burning experiments subjected to an incident heat flux from a conical heater confirmed that an increased incident heat flux increased the burning efficiency of both fresh and weathered crude oils. At incident heat fluxes representative of large scale fires (diameter ≥ 2 m), however, the burning efficiency did not reach the high efficiencies (≥ 90%) reported for large scale in-situ burning operations. It was therefore deduced that the high burning efficiencies observed in large scale crude oil fires on water are not only caused by an increased heat feedback, but by other factors inherent to large scale fires as well. Further studies on the fire dynamics of large scale crude oil fires on water should be conducted to identify the factors associated with a large pool diameter that are responsible for the high burning efficiencies.

The initial slick thickness was primarily of importance to the ignition of oil slicks in the small scale experiments. Once a minimum ignitable thickness that accommodated for the heat losses to the water layer was reached, the results suggested that further increasing the slick thickness has little influence on the burning behavior of crude oil on water. The thickening of simulated crude oil spills in ice-infested water with a chemical herder, a surfactant that rapidly spreads over a water surface, also indicated that the slick thickness is only a minimum requirement for ignition. Crude oil spread on water with 2/10-7/10 ice coverages in small (1 m² water surface) and intermediate (19 m² water surface) scale experiments was successfully thickened from non-ignitable oil spill thicknesses of 0.1-2 mm to ignitable herded thicknesses of 3-7 mm. During the herding process, however, the crude oil slicks were observed to fracture as a function of the ice coverage. This fracturing process complicated and inhibited ignition of small slicks, even though the herded oil slicks theoretically had an ignitable slick thickness. The resulting burning efficiencies were therefore lower than expected based on the burning areas. Herders thus successfully facilitated in-situ burning of oil in ice-infested waters, but ignitability issues of fractured oil slicks should be addressed to improve burning efficiencies of herded oil slicks.
Ignition studies of fresh and weathered crude oils and a fresh heavy refined oil under a conical heater showed that the critical heat flux for weathered oils and heavy oils with little volatile components was 5-10 kW/m². At higher incident heat fluxes (≥ 20 kW/m²), ignition was very rapid for fresh and weathered oils and the weathering state (evaporated or emulsified) did not significantly affect the ignition or burning efficiency. These results correspond well with the reported need for large ignition sources to ignite and spread flames on weathered oils on water. Once ignited, however, the weathering state is not expected to influence the burning efficiency for large scale fires, which is in accordance with the postulated theory on the size dependency of the burning efficiency.

The boilover phenomenon, i.e. the explosive burning of crude oil, was shown to be a function both of the superheating of water and the chemical composition of the burning oil. Cooling of the water layer below the burning oil, by introducing a current in the water body, prevented boilover from occurring for oil burned in the small scale water basin. Boilovers were also observed during the burning of a heavy crude oil with a substantial light fraction without a water layer, however, which suggests that water is not essential for boilover occurrence. Further studies are required to determine the conditions under which these boilovers without a water layer can occur.

Overall, the results showed that the studied operational parameters, apart from the pool diameter, only have a limited effect on the efficiency of in-situ burning as oil spill response method. This strongly suggests that high burning efficiencies are inherent to operational scale crude oil fires on water. Operational and environmental conditions such as the weathering state of the oil and the initial slick thickness only influence the ignitability of the oil. Once ignition and flame spread on a large oil slick are successful, high burning efficiencies are expected simply due to the scale of the fire. As such, the main parameter that determines the suitability of in-situ burning as oil spill response method becomes the ignitability of the oil. This ignitability parameter is depending on complex fire dynamics aspects, but can be expressed in terms of the heat flux that the ignition source needs to be able to provide to the oil surface to ignite the oil. From an operational point of view, predicting the suitability of in-situ burning can thus be reduced to answering the question whether the strength of the required ignition source to ignite the spilled oil is practically feasible.
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Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(a)</td>
<td>Absorptivity (-)</td>
</tr>
<tr>
<td>(B)</td>
<td>Mass Transfer Number (-)</td>
</tr>
<tr>
<td>(c_p)</td>
<td>Specific Heat Coefficient (J/(kg·K))</td>
</tr>
<tr>
<td>(D)</td>
<td>Diameter (m)</td>
</tr>
<tr>
<td>(g)</td>
<td>Gravitational Constant (m/s(^2))</td>
</tr>
<tr>
<td>(\Delta H_c)</td>
<td>Heat of Combustion (kJ/kg)</td>
</tr>
<tr>
<td>(\Delta H_{\text{eff}})</td>
<td>Effective Heat of Combustion (kJ/kg)</td>
</tr>
<tr>
<td>(\Delta H_g)</td>
<td>Heat of Gasification (kJ/kg)</td>
</tr>
<tr>
<td>(\Delta H_v)</td>
<td>Latent Heat of Vaporization (kJ/kg)</td>
</tr>
<tr>
<td>(k)</td>
<td>Thermal Conductivity (W/(m·K))</td>
</tr>
<tr>
<td>(k\beta)</td>
<td>Fuel Specific Constant (m(^3))</td>
</tr>
<tr>
<td>(L_f)</td>
<td>Flame Height (m)</td>
</tr>
<tr>
<td>(\dot{m})</td>
<td>Burning Rate (g/s)</td>
</tr>
<tr>
<td>(\dot{m}_\infty)</td>
<td>Maximum Burning Rate (g/s)</td>
</tr>
<tr>
<td>(\dot{m}')</td>
<td>Burning Rate per Unit Area (g/(s·m(^2)))</td>
</tr>
<tr>
<td>(m/z)</td>
<td>Mass-to-Charge Ratio (g/(mol·Q))</td>
</tr>
<tr>
<td>(Pe_m)</td>
<td>Peclet Number for Mass Diffusion (-)</td>
</tr>
<tr>
<td>(\dot{q}_{\text{inc}})</td>
<td>Incident Heat Flux (kW/m(^2))</td>
</tr>
<tr>
<td>(\dot{Q})</td>
<td>Heat Release Rate (kW)</td>
</tr>
<tr>
<td>(\dot{Q}_{\text{conf}})</td>
<td>Heat losses from fuel to confinement (KW)</td>
</tr>
<tr>
<td>(\dot{Q}_{\text{conv}})</td>
<td>Convection from flame to fuel (kW)</td>
</tr>
<tr>
<td>(\dot{Q}_{\text{evap}})</td>
<td>Energy used to evaporate fuel (kW)</td>
</tr>
<tr>
<td>(\dot{Q}_{\text{grad}})</td>
<td>Energy used to heat fuel layer (kW)</td>
</tr>
<tr>
<td>(\dot{Q}_{\text{loss}})</td>
<td>Heat losses from fuel to water (kW)</td>
</tr>
<tr>
<td>(\dot{Q}_{\text{net}})</td>
<td>Total net heat from flame to fuel (kW)</td>
</tr>
<tr>
<td>(\dot{Q}_{\text{rad}})</td>
<td>Radiation from flame to fuel (kW)</td>
</tr>
</tbody>
</table>

Greek symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\alpha)</td>
<td>Thermal diffusivity (m(^2)/s)</td>
</tr>
<tr>
<td>(\gamma)</td>
<td>Surface tension (mN/m)</td>
</tr>
<tr>
<td>(\gamma_N)</td>
<td>Water-liquid surface tension (mN/m)</td>
</tr>
<tr>
<td>(\rho)</td>
<td>Density (g/ml)</td>
</tr>
<tr>
<td>(\pi)</td>
<td>Spreading pressure (mN/m)</td>
</tr>
<tr>
<td>(\chi_c)</td>
<td>Combustion Efficiency (-)</td>
</tr>
<tr>
<td>(\chi_s)</td>
<td>Heat feedback fraction (-)</td>
</tr>
</tbody>
</table>

Subscripts

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\infty)</td>
<td>Ambient (air)</td>
</tr>
<tr>
<td>(f)</td>
<td>Flame</td>
</tr>
<tr>
<td>(F)</td>
<td>Fuel</td>
</tr>
<tr>
<td>(ig)</td>
<td>Ignition</td>
</tr>
<tr>
<td>(l)</td>
<td>Liquid</td>
</tr>
<tr>
<td>(lw)</td>
<td>Water-liquid interface</td>
</tr>
<tr>
<td>(w)</td>
<td>Water</td>
</tr>
</tbody>
</table>
## Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AMAP</td>
<td>Arctic Monitoring Assessment Programme</td>
<td>GC</td>
<td>Gas Chromatography</td>
</tr>
<tr>
<td>ANS</td>
<td>Alaska North Slope</td>
<td>IFO</td>
<td>Intermediate Fuel Oil</td>
</tr>
<tr>
<td>COFA</td>
<td>Crude Oil Flammability Apparatus</td>
<td>IR</td>
<td>Infrared</td>
</tr>
<tr>
<td>DLV</td>
<td>Diffusion-Limited Vaporization</td>
<td>MS</td>
<td>Mass Spectrometry</td>
</tr>
<tr>
<td>DUC</td>
<td>Danish Underground Consortium</td>
<td>NEBA</td>
<td>Net Environmental Benefit Analysis</td>
</tr>
<tr>
<td>EFV</td>
<td>Equilibrium Flash Vaporization</td>
<td>PAH</td>
<td>Polycyclic Aromatic Hydrocarbon</td>
</tr>
<tr>
<td>EPPR</td>
<td>Emergency Prevention, Preparedness and Response</td>
<td>REBCO</td>
<td>Russian Export Blend Crude Oil</td>
</tr>
<tr>
<td></td>
<td></td>
<td>TD</td>
<td>Thermal Desorption</td>
</tr>
</tbody>
</table>
1 Introduction

1.1 Oil in the Arctic

The Arctic is commonly defined as the area above the circle of latitude known as the Arctic Circle (66° 33' north of the equator), although alternative definitions of the Arctic territory are also used (see e.g. AMAP (2010a)). There are eight states that lie partially within the Arctic Circle, namely the United States of America, Canada, Greenland (part of the Danish Kingdom), Iceland, Norway, Sweden, Finland and Russia, of which all but Sweden contain marine territories in the Arctic. These eight countries make up the member states of the Arctic Council, an intergovernmental forum that is “promoting cooperation, coordination and interaction among the Arctic States, Arctic indigenous communities and other Arctic inhabitants on common Arctic issues, in particular on issues of sustainable development and environmental protection in the Arctic” (Council, 2016).

Due to climate change, particularly in the past three decades, the Arctic has become more accessible to shipping routes and oil exploration and production (ACIA, 2005; AMAP, 2012). Exploration activities and production of oil in the Arctic have increased steadily since the 1980s, from a total oil activity area of < 40,000 km² to a total area of > 400,000 km² in 2004 (AMAP, 2010a). Oil related activities in the Arctic have continued to increase in the past decade, among others through oil exploration licenses, for example offshore around Greenland (MLSA, 2016) and north of Alaska (BSEE, 2012, 2015). The Arctic is of remaining interest to oil producers because it has been estimated that a large amount of the undiscovered oil (13%) and gas (30%) is to be found within the Arctic Circle (Gautier et al., 2009). Lacking exploration results, high costs and low oil prices, however, caused oil producers to withdraw from Arctic exploration activities in the past five years (see e.g. Jacobsen (2015) and Shell (2015)). The oil exploration in US, Canadian or Greenlandic Arctic waters is not expected to recommence until after 2020 (EPPR, 2015). Still, Norwegian and Russian Arctic waters remain active (EPPR, 2015) and Norway recently issued new licenses for exploration in a newly opened area of the Barents Sea (MPE, 2016). With the current activities ongoing and increasing activity expected from 2020 onward, potential oil spills in the Arctic marine environment will therefore remain a pollution risk in the foreseeable future.

The occurrence of an oil spill in the Arctic marine environment is an acknowledged risk associated with the oil related activities in the Arctic (AMAP, 2010a). According to the latest assessment of the Arctic Monitoring and Assessment Programme (AMAP), oil production in the Arctic accounted for approximately 10% of the total
world oil production (AMAP, 2010a). In order to minimize the risk and impact of an oil spill in the Arctic, the “Agreement on Cooperation on Marine Oil Pollution Preparedness and Response in the Arctic” was drafted by the Arctic Council state members in 2013 and ratified in 2016 (Arctic Council, 2013, 2016). This agreement clearly signifies that the risk of an oil spill is not only acknowledged in scientific reports but is also of importance to the international stake-holders in the Arctic.

Oil spills can cause severe environmental damage and have costly socio-economic consequences, in both the short- and long-term (Chang et al., 2014). The acute toxicity of oil disrupts ecosystems because it results in (mass) mortalities of birds, mammals, fish and other organisms that come into contact with the oil during the first days after a spill (e.g. Peterson et al. (2003)). Oil can furthermore persist in the environment for a very long time (decades), in particular in sediments (Short et al., 2004; AMAP, 2010b). Long-term effects from chronic exposure to persisting oil have been shown to reduce the growth rate of affected populations (Peterson et al., 2003) and thereby also reduce the recovery rate from any acute toxicity effects.

In the Arctic, the microbial and chemical degradation of oil is slower than in other climates because of the low temperatures, ice and darkness, which causes oil to be even more persistent in this type of environment (AMAP, 1998, 2010b; Shigenaka, 2011). The Arctic ecosystem is also considered to be more vulnerable to oil contamination because its recovery rate is typically slower than in warmer climates (AMAP, 1998). AMAP (2010b) assessed that in particular the marine environment of the Arctic is vulnerable to oil pollution, although knowledge on the long-term consequences from such an oil spill is currently limited. It is thus important that if an oil spill occurs in this sensitive environment, the response is as fast and efficient as possible.

1.2 Marine oil spill response in the Arctic

In the Arctic environment, responding to an oil spill on water is stated to be much more challenging than in more temperate climates (Fitzpatrick, 1985; AMAP, 2010a; Nuka, 2010; EPPR, 2015). For example, low temperatures complicate the use of mechanical equipment, darkness reduces the visibility, the logistic infrastructure is very limited and ice-infested waters make it harder to access the spill location. On the other hand, ice can also aid response methods by inhibiting the spreading of oil and reducing wave activity, which, combined with the low temperatures, slow the weathering process of spilled oil (e.g. SL Ross and DF Dickins (1987); Brandvik et al. (2004); Brandvik et al. (2010c)). Weathering of oil describes the chemical and physical
processes that oil undergoes once spilled, such as evaporation of its lighter components and emulsification with water (Section 2.3) (Mackay et al., 1983). These processes typically reduce the available time window, or window-of-opportunity, during which response methods can be effectively applied (Nordvik, 1995; Nordvik et al., 2003). Arctic conditions thus pose additional challenges for oil spill response operations, but can also have a positive side effect by increasing the window-of-opportunity for effective responses.

The current established oil spill response methods are 1) mechanical recovery, 2) dispersants and 3) \textit{in-situ} burning. Mechanical recovery typically features the use of skimmers that collect the oil from the water surface and store it for disposal at a later moment, occasionally supported by booms to contain the oil (see e.g. Fingas (2011c)). Dispersants are chemicals that are applied to the oil to aid with dispersing the oil from the water surface into the water column in the form of small droplets (see e.g. National Research Council (2005)). Finally, \textit{in-situ} burning burns the oil off the water surface and turns the oil into soot and gaseous combustion products that will diffuse in the air (see e.g. Buist et al. (1999)).

Of these three methods, mechanical recovery is the primary response method used by the Arctic Council member states (Arctic Council, 2013). The other methods are mostly considered as alternative methods in specific situations, if they are at all considered. Finland and Sweden have specifically stated that dispersants could not be used as response methods and only Canada, Denmark and the US have considered \textit{in-situ} burning as an alternative response method (Arctic Council, 2013; Potter et al., 2013).

The main advantage of mechanical recovery is that it fully removes the oil from the local environment, whereas the other methods have polluting side effects in other areas of the environment. Dispersants increase the oil concentration in the water column, which increases the exposure of marine species to the oil and possibly increases its toxicity. The smoke plumes from \textit{in-situ} burning pollute the air with toxicants such as CO, SO$_2$ and NO$_x$ (Day et al., 1979; Ross et al., 1996) and the formed soot could cause pollution of nearby soil, snow, ice or water after it deposits (e.g. Clarke and Noone (1985); AMAP (2010b)). The downsides of mechanical recovery, however, are that it is expensive (Allen and Ferek, 1993), generates a large volume of waste (Fingas, 2011c), requires a lot of equipment and has a relatively low removal rate of oil from the water surface (Federal Interagency Solutions Group, 2010). Dispersants are easier to apply and can cover larger areas faster via aircraft, although this method can be imprecise and requires nearby dispersant stock and infrastructure for the aircrafts (EPPR, 2015). \textit{In-situ} burning is the cheapest response option (Allen and Ferek, 1993) and the simplest to apply, but has a limited removal rate as well (Federal Interagency Solutions Group, 2010) and ignition of the
oil can be challenging (e.g. Bech et al. (1993); Fritt-Rasmussen et al. (2012)). Clearly, none of these response methods are perfect and each has its advantages and disadvantages. While mechanical recovery is the preferred response method, the other methods can also be effective (additional) responses to oil spills, depending on the situation.

In the latest review on oil spill response methods in the Arctic, the Arctic Council Emergency Prevention, Preparedness and Response (EPPR) working group stated that mechanical recovery is mainly limited to small spills (EPPR, 2015). For large scale spills, in particular in ice-infested waters or remote areas, the expected mechanical recovery rate is not sufficient to make a significant impact on the spilled oil volume. For these types of scenarios, the use of dispersants or in-situ burning is considered to be a viable alternative (Chevron, 2011; National Research Council, 2014).

In order to use either dispersants or in-situ burning as alternative response method to a marine oil spill, a Net Environmental Benefit Analysis (NEBA) may be required (e.g. in the Greenlandic and the Norwegian Arctic (Arctic Council, 2013)). A NEBA is a method to assess the suitability of a response method by comparing its expected net impact on the environment to the net impact of other response options or intentionally refraining from a response (Baker, 1995; Fritt-Rasmussen et al., 2013b). Recently, this method has been frequently suggested as the basis for the decision making process on the environmentally most suitable response method in case of an oil spill (Potter et al., 2012; Fritt-Rasmussen et al., 2013b; National Research Council, 2014; EPPR, 2015). The NEBA was developed in the aftermath of the Exxon Valdez oil spill in 1989 in Alaska. Monitoring of the environmental recovery showed that some of the used response methods, although effectively removing oil from shorelines, were in fact more harmful to the environment than the oil (Shigenaka, 2014). A NEBA is as such a more realistic approach to responding to oil spills that acknowledges that the negative environmental impact from an oil spill cannot be prevented. Instead, the focus for oil spill responses is to minimize the negative impact on the environment by choosing the best (combination of) response methods for the given situation.

Recent studies on the use of dispersants in Arctic conditions have shown the potential of this oil spill response method in the Arctic environment. Crude oil has been effectively dispersed in cold and ice-infested waters (Nedwed et al., 2007; Mullin et al., 2008; Brandvik et al., 2010c) and Arctic marine microorganisms were shown to be capable of biodegrading chemically dispersed oil (Margesin and Schinner, 2001). However, the use of dispersants in the Arctic was stated to be “still highly controversial” by the EPPR (2015, p. 103).
Two of the main remaining concerns regarding the use of dispersants are the toxicity of the dispersant and dispersed oil, and the application and efficiency of dispersants in high (> 5/10) ice coverages. Lee et al. (2013) stated that toxicity experiments should take into account the rapid dilution of chemically dispersed oil in the water column at sea, which typically results in oil concentrations of 1-100 ppm (see also Bejarano et al. (2014)). Research has shown that for these concentrations the chemically dispersed oil was not acutely more toxic than natural dispersed oil (Gardiner et al., 2013; Adams et al., 2014). The dispersant only showed acute toxicity at concentrations several orders of magnitude larger than those expected at sea. However, other research has shown that chemically dispersed oil did have increased acute toxicity and sub-lethal effects compared to naturally dispersed oil in these low concentrations (Almeda et al., 2014). As such, the toxicity of dispersants remains debatable.

In high ice coverages (> 5/10), the dampening effect of ice on the wave energy reduced the effectiveness of dispersants and additional mixing energy was required to obtain high dispersion efficiencies (e.g. Spring et al. (2006); Brandvik et al. (2010c); Daling et al. (2010)). The application of the dispersant also requires more precision to avoid the pollution of ice floes (EPPR, 2015). Aircrafts, typically the fastest method to cover a large area, were assessed to be accurate up to 2/10-3/10 ice coverages (Lewis and Daling, 2007). Helicopters, which are more maneuverable than aircrafts but have a lower dispersant capacity, could be accurate up to an ice coverage of 5/10 and higher ice coverages would require dispersant application by ice class ships. While applicable in higher ice coverages, the use of dispersants would thus require additional equipment to provide mixing and loses the advantage to cover large areas of spilled oil in a short amount of time.

In-situ burning, on the other hand, has been stated to be a particularly suitable response method in high ice coverages, and as such for the Arctic environment (Buist et al., 2013; EPPR, 2015). A high ice coverage inhibits the spreading of oil on water (Free et al., 1981; Tebeau et al., 1984; SL Ross and DF Dickins, 1987) and reduces the weathering rate of the spilled oil (Brandvik et al., 2010c), which are two processes that make oil spilled on water more difficult to ignite (Buist et al., 1999). Rather than being an inhibiting factor, the presence of ice may thus in fact aid in-situ burning as an oil spill response method. In combination with the relatively simple logistic requirements (Allen and Ferek, 1993), in-situ burning has therefore been mentioned as the most promising oil spill response method in ice-infested water (AMAP, 2010a; Nuka, 2010; Buist et al., 2013). An overview of in-situ burning as response method to oil spills in Arctic waters is presented in the following section.
1.3 \textit{In-situ} burning

1.3.1 Background

The recorded use of \textit{in-situ} burning as response method to marine oil spills dates back to an oil spill in Canada in 1958 (McLeod and McLeod, 1972), but has only been attempted sporadically on accidental oil spills since then (Buist et al., 2013). The best known examples of \textit{in-situ} burning of incidentally spilled oil are from the Exxon Valdez spill in 1989 (Allen, 1990) and more recently from the Macondo spill after the Deepwater Horizon incident in 2010 (Allen et al., 2011). In particular the \textit{in-situ} burning operations conducted during the Macondo spill demonstrated the potential of this response method, as an estimated 260,000 barrels of oil were successfully burned off the water surface (Federal Interagency Solutions Group, 2010; Allen et al., 2011).

Since the use of \textit{in-situ} burning in 1958, a large amount of research has also shown that oil on water can be burned with high burning efficiencies ($\geq$ 90\%) in a variety of conditions (e.g. Allen (1990); Guénette et al. (1994); Potter (2010b); Buist et al. (2011)). The burning efficiency is the main parameter that is used to express the effectiveness of \textit{in-situ} burning as an oil spill response method. Herein, the burning efficiency is defined as the amount of oil (in wt\%) that is removed from the water surface during the burning. The remaining amount of oil on the water surface is called the residue, which, if it does not sink (Buist et al., 1997), can be collected mechanically to remove it from the environment or is otherwise left untreated on the water surface.

The current focus of \textit{in-situ} burning related activities is on the Arctic, because \textit{in-situ} burning could be the most suitable response method available in remote or ice-infested Arctic waters (AMAP, 2010a; Nuka, 2010; Buist et al., 2013). The two most recent international research projects that included \textit{in-situ} burning, “JIP in Ice” (2006-2009) (Sørstrøm et al., 2010) and “Arctic Response Technology” (2012-2016) (Mullin, 2012), both focused on the Arctic environment. Due to the lack of practical experience with oil spills responses in the Arctic, these types of experimental research projects have been the main information sources for oil spill response guides in Arctic waters (e.g. EPPR (2015)).

Of all the possible interactions between oil, water and ice in the Arctic (AMAP, 1998, p. 672), the oil can appear in two distinct types of interactions with water and ice that are relevant in terms of \textit{in-situ} burning. The first appearance is on sea where spilled oil is surrounded by a large body of water and the ice coverage influences the extent to which the oil will spread out. The second appearance is in melt pools of oil that was trapped under ice and surfaced during the melting season (NORCOR, 1975). In melt pools, the oil is contained by the
surrounding ice and spreading of the oil is controlled by further melting of the ice. The interactions between the oil, water and ice can be notably different for oil on sea and oil in melt pools (e.g. differences in water current, oil spreading and ice coverage), which can affect the \textit{in-situ} burning of oil (see Section 1.5). It is therefore relevant to distinguish between oil on sea and oil in melt pools when studying \textit{in-situ} burning of oil on water. This study focused on \textit{in-situ} burning of oil on open water and ice-infested water and all further discussions in this thesis are related to these two oil spill appearances, unless specifically mentioned otherwise.

1.3.2 Operational challenges

There are several weather and practical challenges related to \textit{in-situ} burning as a response method that can limit its applicability or effectiveness. In order for oil on water to be ignitable and produce a self-sustaining fire, the oil slick must be at least 1-2 mm thick to sufficiently insulate the burning oil surface from the heat losses to the underlying water (Brzustowski and Twardus, 1982; Buist et al., 1999). On open water, oil spreads out to thicknesses well below 0.1 mm and mechanical or chemical (Section 1.5.6) measures are required to gather and thereby thicken the oil. The conventional, mechanical method to collect and thicken a spread oil slick for \textit{in-situ} burning purposes is by use of a fire-resistant boom (Allen and Ferek, 1993). A fire boom is a floating, flexible barrier which is ‘towed’ by two boats in a U-shape configuration, within which spread oil is collected to increase its thickness. While this method can be effectively used on open sea, it has proven challenging in ice-infested water (Potter, 2010a). Ice that is collected within the boom area reduces the amount of oil that can be collected and above 3/10 ice coverages the ice starts lifting up the boom so that oil leaks out of the contained area. Booms are furthermore heavy and can be difficult to handle without the appropriate equipment (Potter, 2010a), which can present challenges in remote Arctic areas with limited available equipment.

Ice can, however, also aid \textit{in-situ} burning of oil on water, as mentioned earlier, because it inhibits the spreading of oil (e.g. SL Ross and DF Dickins (1987)). In high ice coverages of > 6/10, spilled oil is naturally contained by the ice and likely maintains a readily ignitable thickness without the need for additional measures to thicken the oil (SL Ross and DF Dickins, 1987; Brandvik et al., 2006; Sørstrøm et al., 2010). High ice coverages can therefore be considered to be a positive environmental factor that supports \textit{in-situ} burning as response method to a marine oil spill and further simplify the required logistics for \textit{in-situ} burning. This positive natural containment effect from high ice coverages is the main reason why \textit{in-situ} burning is considered to be the most
suitable oil spill response method for marine oil spills in the Arctic environment (e.g. Buist et al. (2013); EPPR (2015)).

Apart from the slick thickness, the ignition and spreading of the fire is also dependent on the wave and wind conditions and the state of the oil. Oil ignition has been reported to be unachievable in wind speeds over 10 m/s and swell waves prevented the ignition of water-in-oil emulsions (Bech et al., 1993; Guénette et al., 1995). Weathering of oil (see Section 2.3) also greatly reduces its ignitability (also known as flammability) and depending on the oil type, weather conditions and ice coverage oil, weathering can prevent ignition within a few hours to a few days (e.g. Brandvik et al. (2010a); Fritt-Rasmussen et al. (2012)). This limited time window to ignite spilled oil is one of the main constraints to effectively applying in-situ burning as response spill method (Buist, 2003). The EPPR (2015) stressed that because of these limited windows-of-opportunity, it is important to implement efficient regulatory frameworks that allow for rapid decision making on the most suitable response method.

As mentioned in Section 1.2, the Arctic environment poses some unique logistic challenges such as difficulties with accessing spill sites in high ice coverages, darkness, cold temperatures and limited infrastructure (Fitzpatrick, 1985; AMAP, 2010a; Nuka, 2010; EPPR, 2015). In addition, the overall removal efficiency of boomed oil by in-situ burning can be very low compared to the spilled oil volume. During the Macondo spill, the in-situ burning operations had access to several tens of vessels and multiple fire booms and were capable of performing 376 burns over a time span of two and a half months (Allen et al., 2011). The amount of oil removed by in-situ burning was estimated to be around 5% of the total amount of spilled oil (Federal Interagency Solutions Group, 2010). For reference, 3% of the total amount of spilled oil was recovered mechanically and 16% was dispersed with chemical dispersants. The single test burn that was conducted during the Exxon Valdez spill similarly removed only about 0.2% of the total amount of spilled oil (based on Allen (1990); Allen and Ferek (1993)). Considering the limited infrastructure and challenges with booming oil in ice-infested water, it seems highly unlikely that fire booms can be an effective method to facilitate in-situ burning of spilled oil in the Arctic. In-situ burning of oil collected by chemical surfactants (Section 1.5.6) or naturally contained in high ice coverages could potentially lead to higher removal percentages, but the available experience is limited to experimental scale spill sizes (Brandvik et al., 2010a; Buist et al., 2011).
1.3.3 Environmental impact

A variety of studies have addressed the toxicity and related impact on the environment of the byproducts of in-situ burning over the past two decades. The current consensus observed in these studies is that the in-situ burning of oil on water does not increase the toxicity to the environment compared to the unburned oil. Water fractions below in-situ burning oil have been tested for toxicity (Daykin et al., 1994; Blenkinsopp et al., 1997; Gulec and Holdway, 1999; Faksness et al., 2012) and were shown to have similar toxicity as the water fraction of untreated oil and lower toxicity than (chemically) dispersed oil. Research on the burning residue focused on the composition and physical properties of residues from different crude oils (Blenkinsopp et al., 1997; Buist et al., 1997; Garrett et al., 2000; Fritt-Rasmussen et al., 2013a) and toxicity of the residue (Blenkinsopp et al., 1997; Gulec and Holdway, 1999). Physical effects of burn residues (see e.g. Fritt-Rasmussen et al. (2016)), however, have only received limited study and the environmental impact of sunken residues are also poorly understood (Fritt-Rasmussen et al., 2015). The need for more information on the chemical composition and toxicity of residues as a function of the burning efficiency was also addressed in the latest review on in-situ burning residues (Fritt-Rasmussen et al., 2015).

Studies on the smoke plumes of crude oil fires have focused on the parameters that influence the smoke formation (Evans et al., 1988; Evans et al., 1992; Mulholland et al., 1996), concentrations of gaseous and particle emissions in smoke plumes (Day et al., 1979; Benner et al., 1990; Ross et al., 1996; Sartz and Aggarwal, 2016), and plume trajectories (McGrattan et al., 1993; McGrattan et al., 1997). The results showed that the main health risk is related to the small particulate matter (with a diameter < 10 μm) in the smoke plume. Concentrations of gaseous toxic components were found to be of no concern outside the near vicinity of the fire (Fingas et al., 1994b). The total amount of polycyclic aromatic hydrocarbons (PAHs), which are generally considered to be carcinogenic components (Santodonato et al. (1981) in Nisbet and LaGoy (1992)), created by the fire was also less than the amount of PAHs consumed by the fire (Benner et al., 1990; Fingas et al., 1994b; Westphal et al., 1994). Modeling of the plume trajectory showed that the concentration of particulate matter was already within acceptable concentrations on ground level at > 5-10 km downwind of the fire (McGrattan et al., 1993; McGrattan et al., 1997). In remote Arctic locations, the health effects from the smoke plume should thus be negligible. However, the environmental effects from precipitating soot and particulate matter on ice or mammals are not known, although soot precipitation was stated to be negligible based on visual observations (EPPR, 2015). The overall contribution to climate change from the smoke plume emissions was also considered to be negligible compared to other greenhouse gas sources (EPPR, 2015).
1.3.4 Knowledge gap
The above overview of in-situ burning shows that there is a large amount of (practical) knowledge available on this response method, also for an Arctic setting. The majority of the performed studies, however, focused on the operational issues concerning in-situ burning. These practical issues were primarily related to the feasibility of in-situ burning for a set of experimental conditions in terms of whether or not the oil could be ignited and the burning efficiency of the tested oil (e.g. SL Ross and DF Dickins (1987); Bech et al. (1993); Fingas et al. (1994a); Guénette et al. (1995); Brandvik et al. (2010a); Potter (2010b); Fritt-Rasmussen et al. (2012)). The fundamentals of the fire science behind the burning of a multicomponent fuel such as crude oil on water, on the other hand, have been relatively less studied. For example, the current theoretical understanding of in-situ burning of oil on water is insufficient to explain the wide range of burning efficiencies (32-99%) that has been reported in literature (Guénette and Wighus, 1996; Potter, 2010b; Fritt-Rasmussen et al., 2012; Farmahini Farahani et al., 2015b). This lack of theoretical understanding is reflected in literature by statements on the uncertainties related to burning efficiency and the resulting residue for the in-situ burning of oil on water (e.g. Holland-Bartels and Pierce (2011); Fritt-Rasmussen et al. (2015)). Without the capability to accurately predict the burning efficiency of in-situ burning as response method to an oil spill, the net impact on the environment from this response will be difficult to assess. As a result, performing a NEBA and subsequently making an informed decision on whether in-situ burning will be a suitable response method for a specific situation will then be very challenging.

1.4 Research objective
In this study, the fire dynamics and the fire chemistry of in-situ burning of crude oil on water related to a number of operational parameters (Section 1.5) were studied within the broader context of a NEBA. A better understanding of the fundamentals that govern the net impact on the environment of in-situ burning would improve the accuracy of the NEBA that assesses the suitability of in-situ burning as oil spill response method. The net impact on the environment of in-situ burning is a balance between the environmental effects from the byproducts of the fire (negative) and burning efficiency (positive). The byproducts of in-situ burning of oil on water fire consist of the smoke plume, the residue and the oil fraction dissolved in the water column. Improving the understanding of which and how much of these byproducts are formed and what the burning efficiency will be would thus add valuable knowledge to the expected net impact on the environment. This
study mainly focused on the burning efficiency, which was studied through quantitative and qualitative (chemical) analysis of the residue. As such, the research objective of this study can be formulated as follows:

*The objective of this study is to improve the forecasting of the suitability of in-situ burning that is used in the decision making on oil spill responses, by analyzing the influence of operational parameters on the quantity and chemical composition of byproducts resulting from in-situ burning of crude oil on water.*

### 1.5 Research overview

In this section the operational parameters that were studied to fulfill the stated research objective are presented. A graphical overview of these parameters is shown in the general context of an *in-situ* burning of crude oil operation in ice-infested water in Fig. 1.1. The columns on the left indicate how the parameters are connected to the overall decision making process. For the purposes of this study, the decision making process was divided into a practical component (*can in-situ burning be performed?*) and an environmental component (*is it beneficial for the environment?*). These components are not independent of each other, but separating them makes it easier to put the research in this study into the broader context of *in-situ* burning operations.

The majority of the studied parameters are related to the operational side of *in-situ* burning, i.e. how *in-situ* burning is conducted and what is expected to happen once the oil is burning. All these parameters have an influence on the burning efficiency, as discussed in the sub-sections below, and in terms of the research objective thus address the quantity of the residue byproduct. These operational parameters furthermore have an indirect influence on the environmental component because the chemical composition of the byproducts is a function of the burning efficiency.
Figure 1.1. Overview of the studied in-situ burning parameters and their relation to the decision making process.

The environmental column is presented in terms of a NEBA, i.e. the net impact of in-situ burning of oil on water on the environment. This column is separated into three regions (air, water surface and water column) that are each affected by one of the three byproducts from in-situ burning. Studying the chemical composition of these byproducts will improve the input parameters that are used to determine the environmental impact in each of the affected regions as a part of a NEBA. The combination of the chemical composition of the byproducts and the operational parameters thus addresses both the positive environmental impact of in-situ burning (burning efficiency) and its negative impact (byproduct composition). The selected parameters are therefore considered to be able to fulfill the stated research objective.
1.5.1 Oil slick thickness
In addition to a minimal required thickness to support ignition, the slick thickness has also been known to influence burning parameters such as the burning efficiency, burning rate and residue formation (Garo et al., 1994; Buist et al., 1999; Buist et al., 2013). The most recent correlation between the slick thickness prior to ignition, i.e. the initial slick thickness, and the final residue thickness is based on a general “rule of thumb” (Buist et al., 1999; Buist et al., 2013). It states that for an initial slick thickness of < 40 mm, an oil slick would burn until it reaches a thickness of approximately 1 mm and for initially thicker slicks up to 100 mm the residue reaches a thickness of up to 6 mm. This rule suggests that the burning efficiency is predominantly a function of the initial slick thickness, with thicker initial slicks result in higher burning efficiencies. However, this rule is not consistent with experiments featuring oil slicks of > 10 mm thick that showed very low burning efficiencies (as low as 32%) (e.g. Fritt-Rasmussen et al. (2012); Farmahini Farahani et al. (2015b)). Therefore, the influence of the initial slick thickness on the burning efficiency, regression rate, mass burning rate and flame height was studied to improve the knowledge on the correlation between the slick thickness and the efficiency of in-situ burning. The results of this study are presented in Section 4.3.

1.5.2 Ignition
In this thesis the term ignitability is used instead of the term flammability, which is used in fire science, to describe how difficult an oil slick is to ignite because ignitability is more common in the field of in-situ burning.

The efficiency of an in-situ burning operation depends heavily on the ignitability of the oil slick. Once spilled, oil weathers as it loses its volatile components, mixes with water to form water-in-oil emulsions and spreads out, decreasing the slick thickness. These events all contribute to a more difficult to ignite oil slick (Buist, 2003). However, the degree to which weathering (evaporation and emulsification) and the slick thickness complicate the ignition of different oil types in terms of their thermal properties is not well established for most oils. Previous ignition studies have either focused on the thermal properties (Chen et al., 2014), the weathering of crude oils (Fritt-Rasmussen and Brandvik, 2011; Fritt-Rasmussen et al., 2012) or a combination of evaporation and the ignition delay time (Wu et al., 2000). A parametric study on the ignition of crude and refined oil in various weathering states in terms of their thermal properties would improve the understanding of the thermal requirements for igniting difficult to ignite oils. Therefore, the ignition time, surface temperature upon ignition, heat release rate, peak of the heat release rate and burning efficiency were studied as a function of the
external heat flux, weathering state and slick thickness for a light crude oil, a heavy crude oil and a heavy fuel oil. The results of this study are presented in Section 4.5.

1.5.3 Burning area

The burning area is a parameter known to influence burning rate and smoke production of \textit{in-situ} burning of crude oil (Koseki and Mulholland, 1991; Mulholland et al., 1996) and pool fires in general (Hottel, 1958; Babrauskas, 1983). Compared to operational scales, laboratory experiments on crude oil fires typically feature pool diameters that are one or two orders of magnitude smaller, in the range of 0.1-1 m. In this range, the burning rate and smoke production vary greatly with the diameter and results can be expected to deviate from operational scale measurements.

The known relations between the burning area and pool fire dynamics, however, cannot account for the observed burning area dependency of the burning efficiency. Small scale laboratory studies (Garo et al., 1996; Brandvik et al., 2010b; Fritt-Rasmussen et al., 2012; Farmahini Farahani et al., 2015b) have repeatedly reported lower burning efficiencies than large scale field studies (Allen, 1990; Guénette and Wighus, 1996; Brandvik et al., 2010a; Potter, 2010b). The burning efficiencies in the small scale studies varied between 30-90%, whereas a minimum burning efficiency of 95% was reported for the large scale studies. Apart from the burning area, no parameters were found to be related to the differences in burning efficiencies between the small and large scale studies. For \textit{in-situ} burning to be a suitable oil spill response method, it is important to ensure that the lower range of burning efficiencies can be avoided during full scale operations. Throughout this Ph.D. study, experiments have been performed under similar conditions at different sizes to confirm the relationship between the burning area and burning efficiency observed in literature. The fire chemistry of \textit{in-situ} burning of crude oil was studied in order to determine the parameters that govern the burning efficiency and as such establish the influence of the burning area, as described in the following section. The results on the parameters governing the burning efficiency, including the burning area, are presented in Section 4.7.

1.5.4 Vaporization order of crude oil

For a multicomponent fuel such as a crude oil (see Section 2.2), the burning efficiency is determined by the type and the quantity of components that evaporate from the burning fuel, i.e. the vaporization process. Many
of the physical parameters that influence the vaporization have been studied and their effects on the ignitability and burning efficiency of crude oil are well-known. Examples include the regression rate (Torero et al., 2003), heat losses to the water (Brzustowski and Twardus, 1982), emulsification (Guénette et al., 1995; Walavalkar and Kulkarni, 2001), evaporative losses (Guénette et al., 1995; Wu et al., 2000) and weather conditions (Guénette et al., 1995). However, the studied parameters could not be used to explain the observed dependency of the burning efficiency on the burning area.

One aspect of crude oil that has remained relatively less studied in relation to combustion is its multicomponent nature. The aforementioned studies focused on the quantity and rate of the vaporization process and not the chemical composition that determines the type of components that can evaporate. Crude oils consist of thousands of different hydrocarbons, each with their own specific density, viscosity, flashpoint, boiling point, etc. (AMAP, 2010b; Fingas, 2011a). The order in which these components evaporate during combustion is here referred to as the vaporization order. Although several models have been suggested in literature for the vaporization order of multicomponent fuels (Petty, 1983; Buist et al., 1997; Law, 2006), there has not been a single generally acknowledged model for crude oil combustion. Combined with the physical parameters that determine the vaporization quantity and rate, knowing the vaporization order would result in a good understanding of the vaporization process. This will in turn improve the general understanding of the burning efficiency and could provide new insight on the relation between the burning area and burning efficiency.

The vaporization order models from literature were used to make qualitative predictions for four burning parameters: the surface temperature, burning rate, flame height and the residue composition. Experimental data from fresh crude oil and alkane burning experiments were then compared to the model predictions to determine the best fitting model for the vaporization order of crude oil. In order to confirm the suggested model, a series of burn experiments was conducted in which burning crude oil was manually extinguished at burning efficiency intervals of 10-15%. The resulting residue samples were analyzed by chemometrics, a statistical analysis of chemical data (Christensen et al., 2005; Christensen and Tomasi, 2007; Malmquist et al., 2007), to identify relevant changes in the chemical composition of the residues over time. Using the established model, the obtained burning efficiencies were analyzed for the tested scale and large scale results from the literature. The results of this study are presented in Section 4.2.
1.5.5 Water influence and boilover

The main difference between a regular pool fire and *in-situ* burning is the water body below the burning oil. The two most notable effects of the water are that it acts as a heat sink and can start boiling below the oil slick and cause an explosive effect known as the boilover phenomenon. As a heat sink, the water causes the required minimum thickness for ignition and unburned residue (Brzustowski and Twardus, 1982) and reduces the burning rate (Arai et al., 1990). The cooling effect of the water layer below the oil was monitored during the studies on the influence of the slick thickness, ignition and vaporization order to account for any effects it could have had on the results.

The boilover phenomenon is typically attributed to the superheating of the water directly below the burning oil (Arai et al., 1990; Garo et al., 1994). Because the oil layer isolates the water from the air, the water cannot vaporize at its normal boiling point and becomes superheated, to the point where it reaches a temperature of 120-150 °C. At this point (heterogeneous) nucleation will occur, which leads to the violent boiling of the water (Blander and Katz, 1975) that forces water vapor through the oil slick. This violent boiling also throws liquid oil droplets in the flames, leading to the explosive character of a boilover. The burning rate, flame height and heat release rate greatly increase during a boilover (Evans et al., 1988; Garo et al., 1994; Guénette et al., 1994) and oil droplets are being ejected outside of the burning area. The effects of this phenomenon on operational scales are not known, but could potentially complicate cleanup of the residue and safety measures would need to account for the sudden increase of the fire intensity.

Boilovers are observed predominantly during (laboratory) experiments in controlled test volumes (e.g. Evans et al. (1988); Arai et al. (1990); Garo et al. (1994); Farmahini Farahani et al. (2015b)) and have not been observed during any *in-situ* burning operations or experiments on moving water (Buist et al., 2013), such as on sea. It was suggested that the currents refresh the water below the oil layer so that the water never reaches the boiling temperatures to start a boilover (Buist et al., 2013). If this theory is correct, the boilover phenomenon would not be relevant to most *in-situ* burning operations on open water and could thus be neglected in risk or impact assessments. To test this theory, the boilover tendency of burning crude oil was studied on still water, on moving water, without water and as a water-in-oil emulsion without water. The results of this study are presented in Section 4.6.
1.5.6 Chemical herders in ice-infested water

An alternative tool to thicken spread oil slicks instead of fire booms is a chemical “herder”. Herders are a chemical surfactant that spreads out rapidly over a water surface and when applied around an oil slick will ‘push’ the oil into a smaller surface area, i.e. herding the oil. As the surface area decreases, the slick thickness of the oil must increase. Herders are of particular interest in water with a medium (3/10-7/10) ice coverage because fire booms have only been effectively used in ice coverages up to 3/10 (Potter, 2010b) and the ice inhibits the spreading of the oil above a 7/10 ice coverage (SL Ross and DF Dickens, 1987; Brandvik et al., 2006). Experiments have shown that herders could effectively increase the slick thickness in this range of ice coverages (3/10-7/10) to 3-8 mm, which are sufficient for ignition (SL Ross, 2007). During the herding of oil in ice-infested waters, however, oil slicks were observed to break up into multiple slicks after the herder had been applied (SL Ross, 2007). This fracturing of the oil slick would inhibit flame spreading, since flames cannot spread between separate oil slicks. Considering that one of the main uses of herders is to facilitate in-situ burning, the burning efficiency should not be reduced by fracturing of the oil slick during the herding process.

There is currently very little knowledge on how the formation of multiple oil slicks would influence in-situ burning and the achieved burning efficiency. Previous studies reporting the fracturing of herded oil slicks focused on the herded slick thickness and did not study the in-situ burning of these fractured slicks (SL Ross, 2007). Fracturing of an oil slick may be due to the presence of ice on the water surface, since the formation of multiple slicks has not been observed in open waters under similar calm weather conditions (SL Ross, 2012). It is therefore important to map the effects of ice on the herding process in order to determine the ice conditions under which herders can effectively facilitate in-situ burning of oil. As such, the pre- and post-herding slick thickness, surface distribution and burning efficiency of a crude oil on ice-infested water were studied as a function of the ice coverage. Herding of oil in ice-infested water was studied in both small and intermediate scale experiments to investigate whether the results can be extrapolated to full scale scenarios. The results of this study are presented in Section 4.4.

1.5.7 Residue, smoke and water fraction composition

A variety of studies have addressed the composition and toxicity of the smoke plume, residue and oil fraction dissolved in the water column, i.e. the formed byproducts, as a result of in-situ burning (e.g. Daykin et al. (1994); Ross et al. (1996); (Faksness et al., 2012); Fritt-Rasmussen et al. (2013a)). These studies typically
focused on the composition of one of these three byproducts and the residue and water fraction compositions were only measured after the fire was extinguished. Combining the results for each byproduct may give an impression of the overall toxic effects from the \textit{in-situ} burning byproducts, but only if they were based on samples originating from a similar burning efficiency and oil type. The chemical composition of the residue was shown to be a function of the burning efficiency (Fritt-Rasmussen et al., 2013a), which implies that the composition of the other byproducts should also be a function of the burning efficiency. Depending on the burning efficiency, the toxicity of each byproduct and thus the overall toxic impact of \textit{in-situ} burning may differ. Toxicity studies should therefore be aware of the burning efficiency from which the tested samples originate, as this can have an influence on the results.

A comprehensive study of the chemical composition of each of the three byproducts as a function of the burning efficiency, and thus time, however, does not exist. A new experimental setup that allows for the simultaneous study of the water fraction, the residue and the smoke plume emissions from \textit{in-situ} burning of crude oil on water was therefore developed. Initial experiments were conducted to evaluate and test the potential of the new setup to provide a complete chemical balance between the three byproducts as a function of the burning efficiency. The new experimental setup is introduced in Section 3.5 and the initial results are presented in Section 4.8.

\subsection*{1.6 Outline of the thesis}

In Chapter 2 an overview is provided on the background of \textit{in-situ} burning and the theoretical concepts that are relevant to crude oil burning on water for this thesis. The presented information is supplementary to the introduction and the above discussed experimental parameters and aids the interpretation of the presented results in Chapter 4. Then, Chapter 3 describes the materials and the experimental equipment used in this study and the methodology of the experimental work. Chapter 4 presents the results and discusses the results in terms of the research objective. Finally, Chapter 5 presents the conclusions of this study and provides recommendations for further studies.
2 Theoretical background

This chapter presents the theoretical concepts related to the burning of a crude oil on water. Sections 2.1 and 2.2 are relevant for the general understanding of the presented results throughout this thesis. Some of the subsections in these sections have a more direct relation to some of the result sections, which is indicated at the end of each of these sub-sections. Section 2.3 discusses the weathering of crude oil, both in general and in an Arctic context, which is mainly relevant for the results on the ignition of weathered oils (Section 4.5). Then, Section 2.4 presents the vaporization order models for multicomponent fuels, which are used to determine the vaporization order for crude oils in combination with the experimental results in Section 4.2. Finally, Section 2.5 discusses the functioning mechanisms of chemical herders, which is relevant to the results on the herding of crude oil in ice-infested water (Section 4.4).

2.1 Liquid pool fires

The fire dynamics of in-situ burning of oil fall in the category of pool fires, which features flaming combustion of a non-premixed, liquid fuel. Liquid fuels are by definition non-premixed fuels, which means that the fuel is not mixed with an oxidizer prior to ignition. The oxidizer will thus come from an external source, which is commonly the oxygen in air. Combustion is an exothermic chemical reaction in the gas phase between a fuel and oxidizer that results in heat and combustion products and may produce a flame, as is seen for liquid pool fires.

2.1.1 Ignition and flame spread

Ignition of any given fuel requires that the gaseous concentration ratio of fuel and oxidizer lies between the lower and upper flammability limits, i.e. there should be sufficient fuel and oxidizer present in the mixture to be ignitable (Zabetakis, 1965; Drysdale, 2016). For liquid fuels, this means that the evaporation rate from the fuel must be sufficient to result in a gaseous fuel concentration in air above the lower flammability limit. The minimum temperature of a liquid fuel at which its evaporation rate will exceed the lower flammability limit, and the fuel thus becomes ignitable, is called the flashpoint. Introducing an ignition source, such as a spark or
flame, to the gaseous mixture of fuel and oxygen of a liquid fuel at its flashpoint will then trigger the ignition and start the flaming combustion of the fuel.

Once a fuel is ignited, the initial flame can either result in a self-sustaining fire or extinguish shortly after the combustible gases in the initial fuel-oxygen mixture have been burned. In order for the fire to be self-sustainable, the evaporation rate from the (liquid) fuel source must be equal to or higher than the reaction rate of the fuel with the oxygen in the reaction zone (i.e. the flame sheet). The temperature of the fuel that corresponds to this evaporation rate is called the fire point (Glassman and Dryer, 1981). For hydrocarbon fuels, the fire point can be several tens of degrees higher than the flashpoint (Glassman and Dryer, 1981), which indicates that additional heating may be required after ignition to produce a self-sustaining fire.

After ignition, the spreading of the flame over the fuel surface depends on whether the surrounding fuel temperature is above or below the flash- or fire point. Because extinction of the flame has the same result for in-situ burning purposes (i.e. no burning) whether the flame spreads on the surface or not, only the scenarios for self-sustaining fires are discussed here. For fuel temperatures above the flash- and fire point, the flame will spread rapidly over the fuel surface and result in a fully developed pool fire. For fuel temperatures below the flash- or fire point, the flame will first need to heat up the fuel and create a combustible mixture of fuel gas and oxygen above the fuel before the flame can spread further. The flame propagation will thus be notably slower, and if the heat feedback from the flame (Section 2.1.4) is not sufficient to heat up the fuel to its flash- or fire point, it may not propagate at all. This scenario is particularly relevant for heavily weathered oils with high flashpoints and indicates that the initial ignition of such weathered oils may not guarantee successful in-situ burning of the oil (i.e. a high burning efficiency).

The time it takes to ignite a fuel subjected to a heat source depends on whether the fuel is thermally thin or thermally thick (Quintiere, 1981; Wu et al., 2000; Torero, 2016). Thermally thin fuels are fuels that, when heated up from one side, have a uniform temperature distribution inside the fuel towards the opposite side of the fuel (Çengel and Ghajar, 2011). For example, for a pool fire on water, when the fuel surface is heated, a thermally thin fuel would have a uniform temperature between the fuel surface and the fuel-water interface. Thermally thick fuels, on the other hand, are fuels that do not heat up uniformly but will show a temperature gradient inside the fuel when subjected to a heat source (Çengel and Ghajar, 2011). Using the same example of a pool fire on water heated at the surface, a thermally thick fuel would have a higher temperature at the fuel surface than at the fuel-water interface.
Crude and refined oils are typically assumed to be thermally thick fuels (e.g. Garo et al. (1999a); Wu et al. (2000); Chen et al. (2014)). For thermally thick fuels, Wu et al. (2000) showed that the time to ignition ($t_{ig}$) can be calculated using Eq. (1):

$$t_{ig} = \frac{\pi}{4} \cdot k \rho c_p \cdot \left(\frac{T_{ig} - T_\infty}{a \cdot \dot{q}_\text{inc}}\right)^2$$

(1)

Here, $k$ is the thermal conductivity, $\rho$ is the density, $c_p$ is the specific heat, $T_{ig}$ is the surface temperature upon ignition, $T_\infty$ is the ambient temperature, $a$ is the absorptivity of the fuel and $\dot{q}_\text{inc}$ is the incident heat flux (in kW/m$^2$), which is the (radiant) heat source used to heat up the fuel. Typically, the absorptivity is assumed to be equal to unity, but Wu et al. (2000) found that this was not representative for crude oils and therefore retained the absorptivity in the above equation. By expressing the ignition time of a fuel in the form of $1/\sqrt{t_{ig}}$ as a function of the incident heat flux, a linear correlation will be observed between the ignition time and the incident heat flux. The intercept of this linear function with the x-axis ($1/\sqrt{t_{ig}} = 0$) shows the minimum heat flux required for ignition, i.e. the critical heat flux ($\dot{q}_\text{crit}$). When the surface temperature upon ignition of a fuel is known, Eq. (1) can also be used to calculate the thermal inertia ($\sqrt{k \rho c_p / a}$) of the fuel. The thermal inertia gives a measure of how difficult it is to heat up a fuel, i.e. the higher the thermal inertia, the more heat needs to be applied to heat up the fuel (Quintiere, 2006). The critical heat flux and thermal inertia are two common fuel properties that are used as a measure of how difficult it is to ignite a fuel (see e.g. Torero (2016)) and as such allow for comparison of the ignitability between different fuels. The theoretical concepts discussed in this section were specifically used to analyze the ignitability results of fresh and weathered oils (Section 4.5.1).

### 2.1.2 Combustion efficiency

The ratio between the fuel and oxidizer, known as the stoichiometry, determines the efficiency of the combustion, i.e. the extent to which the fuel is being oxidized in the fire (Gottuk et al., 1992). The optimal stoichiometry of a fuel depends on its molecular formula. For example, for hydrocarbons, such as $n$-octane in its gaseous state ($C_8H_{18} (g)$), the complete combustion products are carbon dioxide ($CO_2$) and water ($H_2O$). The combustion reaction in Eq. (2) shows the required amount of oxygen ($O_2$) to fully convert the $n$-octane to its combustion products. The inclusion of nitrogen ($N_2$) indicates that the reaction is conducted in air.
The coefficients in front of each molecule indicate the mole ratio between each of the reactants (left) and the resulting products (right). Thus, for every mole of \( n \)-octane, twelve and a half moles of oxygen are required to result in complete combustion. When the fuel concentrations in the fuel-oxidizer mixture in the reaction zone increase above the ideal stoichiometric ratio, the mixture becomes fuel rich and the combustion efficiency reduces. Because there is not enough oxygen available to oxidize all the fuel atoms, other byproducts such as carbon monoxide (CO) and soot (C) are then formed (Gottuk et al., 1992; Tewarson et al., 1993). This is the case for hydrocarbon (oil) pool fires because the oxygen in the air outside the flames cannot mix sufficiently with the gaseous fuel within the flames before the fuel reacts in the flame sheet. For large fires, the incomplete combustion results in the formation of the characteristic black smoke plumes, such as for \textit{in-situ} burning of oil on water.

2.1.3 Diameter and fire dynamics

The size of a pool fire, expressed in terms of the pool diameter \((D)\), is one of the most defining parameters of its fire dynamics. Blinov and Khudiakov (1957) found that the burning rate per unit area \((\dot{m}''')\) of liquid pool fires changes as a function of the diameter for different flow regimes (from Hottel (1958)) (Fig. 2.1). For \( D < 5 \) cm, the flame is in the laminar flow regime and \( \dot{m}''' \) decreases with increasing diameter. For \( 0.05 < D < 1 \) m, the flames are in the laminar-turbulent transition regime and \( \dot{m}''' \) increases with increasing diameter. Finally, for \( D > 1 \) m, the flames are in the turbulent regime and \( \dot{m}'''' \) is constant. Similar values and dependency of \( \dot{m}'''' \) as a function of the diameter in the laminar-turbulent transition and turbulent flow regimes have been shown for pool fires on water in experimental studies (see e.g. Koseki and Mulholland (1991); Evans et al. (1992); Garo et al. (1994); Shi et al. (2016)). Figure 2.2 gives an impression of the flames in different flow regimes and the corresponding smoke plumes as a function of the diameter.
Figure 2.1. Regression rate of liquid pool fires as a function of diameter. Annotated symbols indicate gasoline (○), tractor kerosene (●), solar oil (△), diesel (▼), petroleum (▲) and mazut oil (▼). Adapted from Drysdale (2011), based on Hottel (1958) and Blinov and Khudiakov (1957).

Figure 2.2. Examples of the flame type and smoke production for a laminar candle flame (D = 7 mm), a laminar-turbulent small scale fire (D = 0.16 m), a turbulent intermediate scale fire (D = 1.5 m) and a turbulent operational scale fire (D > 10 m). Operational scale photo (right) by Elastec (Allen, 2016).
Babrauskas (1983) showed that for \( D > 0.2 \text{ m} \), the correlation between \( \dot{m}' \) and the diameter could be described using Eq. (3), where \( \dot{m}_\infty \) is the maximum burning rate and \( k \beta \) is a fuel specific constant (based on Zabetakis and Burgess (1961)).

\[
\dot{m}' = \dot{m}_\infty \cdot (1 - e^{k\beta D})
\]  

For any given fuel, the burning rate can then be used to determine the heat release rate (\( \dot{Q} \)) using Eq. (4):

\[
\dot{Q} = A \cdot \dot{m}' \cdot \chi_c \cdot \Delta H_c
\]

Here, \( A \) is the area of the fuel, \( \chi_c \) is the combustion efficiency factor that accounts for the incomplete combustion of the fuel and \( \Delta H_c \) is the heat of combustion of the fuel. The formation of soot and CO, as compared to CO\(_2\), releases less energy and hence the heat of combustion needs to be multiplied by \( \chi_c \) to reflect the effective heat of combustion (\( \Delta H_{eff} \)). For soot producing and fuel rich fires, \( \chi_c \) is typically between 0.4-0.7 (Tewarson, 1982; Gottuk et al., 1992; Drysdale, 2011) and has been shown to depend on the diameter (Koseki and Mulholland, 1991). When the heat release rate and diameter are known, the flame height (\( L_f \)) can be estimated using Eq. (5), as described by Heskestad (1983):

\[
L_f = 0.235 \cdot \dot{Q}^{2/5} - 1.02D
\]

In this equation, the flame height is defined as the height at which the flames are present 50% of the time.

From the above equations, it becomes evident that the diameter is an important parameter for pool fires. It is the only actual variable that determines the burning rate, heat release rate and flame height of a pool fire because all other parameters are constant for a given fuel. It is therefore important that results from experimental studies in the laminar-turbulent transition regime are adjusted accordingly when they are extrapolated to the turbulent regime of operational scales.

### 2.1.4 Heat transfer mechanics

The main heat transfer mechanics for a confined pool fire on water are shown in Fig. 2.3, (adapted from Hamins et al. (1994)). Energy to the fuel is provided by the heat feedback from the flame and therefore depends on the size of the flame. The total net energy (\( \dot{Q}_{net} \)) transferred to the fuel consists of the incoming
convective ($\dot{Q}_{\text{conv}}$) and radiative ($\dot{Q}_{\text{rad}}$) heat from the flame, minus any reflection from the fuel surface ($\dot{Q}_{\text{ref}}$) (Eq. (6)) (Hamins et al., 1995). The net incoming energy is divided amongst the energy used to evaporate the fuel ($\dot{Q}_{\text{evap}}$), heating of the bulk of the fuel as a consequence of the thermal gradient between the fuel surface and the oil-water interface ($\dot{Q}_{\text{grad}}$), re-radiation from the fuel surface ($\dot{Q}_{\text{re-rad}}$) and conductive heat losses to the water-cooled confinement ($\dot{Q}_{\text{conf}}$) and the water below the fuel ($\dot{Q}_{\text{loss}}$). Re-radiation from the pool surface is typically small compared to $\dot{Q}_{\text{evap}}$ and is therefore considered to be negligible (Hamins et al., 1994). Usually, the conductive heat losses are also considered to be small but due to the presence of water as a heat sink the $\dot{Q}_{\text{loss}}$ term becomes more prominent (Arai et al., 1990). Because the confinement area exposed to hot fuel is generally small compared to the area of the fuel-water interface for oil pool fires on water, the conductive heat losses predominantly consist of $\dot{Q}_{\text{loss}}$. Thus, the two main mechanics that reduce the energy available at any given time for evaporation of the liquid fuel are $\dot{Q}_{\text{grad}}$ and $\dot{Q}_{\text{loss}}$ (Eq. (7)).

\[
\dot{Q}_{\text{net}} = \dot{Q}_{\text{conv}} + \dot{Q}_{\text{rad}} - \dot{Q}_{\text{ref}} \quad (6)
\]

\[
\dot{Q}_{\text{evap}} = \dot{Q}_{\text{net}} - \dot{Q}_{\text{grad}} - \dot{Q}_{\text{loss}} \quad (7)
\]

Figure 2.3. Schematic of the main heat transfer mechanics for a confined oil pool burning on water, adapted from Hamins et al. (1994). For in-situ burning purposes, the confinement could be a boom, ice or herder, which is in turn surrounded by a large water body.
Hamins et al. (1995) showed that the ratio between $\dot{Q}$ and $\dot{Q}_{\text{net}}$ is independent of the burning rate for pool fires without an underlying water layer. This is a relevant correlation because it indicates that the energy available for evaporating a fuel is mainly depending on its intrinsic parameters, rather than external factors such as the pool diameter. By assuming that all heat losses are insignificant, all of the incoming heat is used to evaporate the fuel at the fuel surface ($\dot{Q}_{\text{evap}}$) and heating of the bulk of the fuel ($\dot{Q}_{\text{grad}}$). The energy needed to evaporate the fuel depends on its latent heat of vaporization ($\Delta H_v$) and the burning rate. The energy used to heat up the bulk of the fuel depends on its specific heat, the difference between the surface temperature ($T_s$) and the ambient temperature, and the burning rate ($\dot{m}$). The effective heat of gasification ($\Delta H_g$) was defined as a combination of these terms (see also Spalding (1955, 1962)), resulting in Eq. (8):

\[
\dot{Q}_{\text{net}} = \dot{Q}_{\text{evap}} + \dot{Q}_{\text{grad}} = \dot{m} \cdot \Delta H_v + \dot{m} \cdot c_p \cdot (T_s - T_\infty) = \dot{m} \cdot \left(\Delta H_v + c_p \cdot (T_s - T_\infty)\right) = \dot{m} \cdot \Delta H_g
\]  \hspace{1cm} (8)

The heat feedback to the fuel can also be expressed as a function of $\dot{Q}$ and a heat feedback fraction ($\chi_s$), as shown in Eq. (9):

\[
\dot{Q}_{\text{net}} = \chi_s \cdot \dot{Q}
\]  \hspace{1cm} (9)

Using the expression for $\dot{Q}$ from Eq. (4) for complete combustion of the fuel ($\chi_c = 1$), the heat feedback fraction was then rewritten to finally yield Eq. (10). Although this equation was developed for pool fires with a steady fuel surface level and not for a regressing fuel layer, the mass loss rates in the $\dot{Q}_{\text{net}}$ and $\dot{Q}$ terms are not expected to differ significantly for in-situ burning of oil on water. Equation (10) is therefore expected to be valid for the oil pool fires on water discussed in this thesis as well.

\[
\chi_s = \frac{\dot{Q}_{\text{net}}}{\dot{Q}} = \frac{\dot{m} \cdot \Delta H_g}{\dot{m} \cdot \Delta H_c} = \frac{\Delta H_g}{\Delta H_c}
\]  \hspace{1cm} (10)

For a pool fire on water, however, the conductive heat losses to the water layer ($\dot{Q}_{\text{loss}}$) cannot be assumed to be negligible and should be taken into account in the above equations. Combining Eq. (7) and (8) then results in Eq. (11):

\[
\dot{Q}_{\text{net}} = \dot{Q}_{\text{evap}} + \dot{Q}_{\text{grad}} + \dot{Q}_{\text{loss}} = \dot{m} \cdot \Delta H_g + \dot{Q}_{\text{loss}}
\]  \hspace{1cm} (11)
Substituting this expressing for $\dot{Q}_{net}$ into Eq. (10) then gives Eq. (12):

$$
X_s = \frac{\dot{Q}_{net}}{\dot{Q}} = \frac{\dot{m} \cdot \Delta H_g + \dot{Q}_{\text{loss}}}{\dot{m} \cdot \Delta H_c} = \frac{\Delta H_g}{\Delta H_c} + \frac{\dot{Q}_{\text{loss}}}{\dot{m} \cdot \Delta H_c} = \frac{\Delta H_g}{\Delta H_c} + \frac{\dot{Q}_{\text{loss}}}{\dot{m}^* \cdot \Delta H_c}
$$

(12)

Since $\dot{Q}_{\text{loss}}$ is not depending on the burning rate, but rather on the mass of the water volume that is heated up, the burning rate cannot be removed from this term. As such, Eq. (12) shows that the heat feedback fraction is depending on the burning rate (per unit area) for oil pool fires on water. When $\dot{m}^*$ increases, the heat loss term becomes less significant, which suggests that heat losses to the water layer are less relevant for large scale than small scale in-situ burning operations or experiments. Literature data report that the burning rate per unit area can increase by as much as a factor 6 between $D = 0.1$ m and $D = 1$ m (Koseki and Mulholland, 1991) (see also Fig. 2.1). It is therefore important to take the scaling of conductive heat losses to the water layer into consideration when analyzing in-situ burning results among different scales. The heat transfer equations derived in this section were used in particular to analyze the influence of the vaporization order on the burning efficiency for different scales of crude oil fires on water (Section 4.2.4).

2.2 Crude oil chemistry

2.2.1 Chemical composition of crude oils

As mentioned in the introduction, crude oils consist of thousands of different components. The vast majority of these components are hydrocarbons ($C_xH_y$) in various molecular structures, from small alkanes such as hexane ($C_6H_{14}$) to large asphaltenic components consisting of multiple aromatic $C_6$-rings. In addition to pure hydrocarbons, crude oils can also contain hydrocarbons with heteroatoms, such as nitrogen, oxygen and sulfur, and low concentrations of trace metals. The countless possible combinations of all these chemical components make that each crude oil is a unique chemical mixture. Crude oils have therefore been categorized based on the abundance of chemical structure types or their physical properties, rather than on precise chemical structures.

The main chemical structure classifications of hydrocarbon molecules (including heteroatoms) in crude oils are shown in Table 2.1 (Sørheim and Moldestad, 2008; AMAP, 2010b; Fingas, 2011a). This table does not provide a
complete overview of all the chemical structures found in crude oils, but only focuses on the structures that are commonly used for the categorization of crude oils (see also Fan et al. (2002) and Fingas (2011a) for an alternative categorization method). Based on these structure classifications, Moldestad and Lewis (2006, in AMAP 2010b) categorized crude oils in four categories (paraffinic, naphthenic, waxy and asphaltic), as shown in Fig. 2.4 (adapted from Sørheim and Moldestad (2008); Brandvik et al. (2010c)).

<table>
<thead>
<tr>
<th>Classification</th>
<th>Description</th>
<th>Molecular structure characteristics</th>
<th>Example structure²</th>
</tr>
</thead>
<tbody>
<tr>
<td>Paraffins</td>
<td>Alkanes, known as waxes for ≥ C₂₀</td>
<td>Straight and branched chains of saturated³ alkanes (CₙH₂ₙ₊₂).</td>
<td>2-methylpentane</td>
</tr>
<tr>
<td>Naphthenes</td>
<td>Cycloalkanes</td>
<td>Saturated cyclic molecules</td>
<td>Decalin</td>
</tr>
<tr>
<td>Aromatics</td>
<td>Cyclic hydrocarbons, known as PAHs for ≥ 3 conjugated rings</td>
<td>Unsaturated cyclic molecules</td>
<td>Naphthalene</td>
</tr>
<tr>
<td>Resins</td>
<td>Polar molecules that can include heteroatoms or trace metals</td>
<td>Mixture of saturated and unsaturated cyclic hydrocarbons, molecular weights of 367-423 Da (Porter et al., 2004)</td>
<td>Carbazole</td>
</tr>
<tr>
<td>Asphaltenes</td>
<td>Large, polycyclic molecules that can include heteroatoms or trace metals</td>
<td>Consisting of 6-20 aromatic rings, molecular weights of 500-1000 Da (Groenzin and Mullins, 2000)</td>
<td>From Schuler et al. (2015)</td>
</tr>
</tbody>
</table>

²The discrepancy between the proposed molecular weights and molecular structures for resins and asphaltenes shows that there are still uncertainties regarding the chemical structures of these components in crude oil.

³Saturated components have the maximum number of hydrogen atoms per carbon and contain only single C-C bonds.
Alternatively, crude oils can also be categorized as a function of their density and are then labeled as light, medium or heavy crude oils (see e.g. National Research Council (2014)). The density and other physical properties of a crude oil are determined by the weighted averages of the respective properties of each of the components in the crude oil. Thus, the properties of a crude oil reflect the physical properties of its most defining chemical fractions, which are labeled in a similar fashion. For example, light crude oils are rich in components that have low densities such as paraffinic components of ≤ C\textsubscript{20} and hence these components are referred to as the light fraction of a crude oil. Similarly, heavy crude oils are rich in components that have high densities such as asphaltenes, which are referred to as the heavy fraction of a crude oil. These oil fractions have been defined by Buist et al. (1997) in terms of boiling point ($T_b$) ranges, namely $T_b < 204 \degree C$ (light), $204 \leq T_b \leq 538 \degree C$ (medium) and $T_b > 538 \degree C$ (heavy).

The density of a hydrocarbon is indirectly related to its other physical properties because all its physical properties depend on the molecular structure of a hydrocarbon. Although there are no exact correlations between the physical properties, similar molecular structures have generally similar physical properties (see...
Section 2.2.2. Therefore, the density categories for crude oils can give a general impression of other properties such as the viscosity, flashpoint and volatility (Table 2.2). The presented values should be considered as an estimated range rather than strict boundaries, because varying definitions and values have been reported for these oil categories (Wang et al., 2003; Fingas, 2011a; National Research Council, 2014; ITOPF, 2016).

<table>
<thead>
<tr>
<th>Oil category</th>
<th>Density (g/ml) at 15 °C</th>
<th>Viscosity (cP) at 15 °C</th>
<th>Flashpoint (°C)</th>
<th>Volatility</th>
</tr>
</thead>
<tbody>
<tr>
<td>Light crude oil</td>
<td>≤ 0.87</td>
<td>5 – 50</td>
<td>-30 – 30</td>
<td>High</td>
</tr>
<tr>
<td>Medium crude oil</td>
<td>0.87-0.90</td>
<td>25 – 100</td>
<td>-30 – 50</td>
<td>Medium</td>
</tr>
<tr>
<td>Heavy crude oil</td>
<td>≥ 0.90</td>
<td>100 – 50000</td>
<td>-30 – 100</td>
<td>Low</td>
</tr>
</tbody>
</table>

### 2.2.2 Physical properties of hydrocarbons

The physical properties of a hydrocarbon are a function of the molecular weight and molecular structure group. Within a group, such as \( n \)-alkanes, cycloalkanes or aromatics, physical properties are a direct function of the molecular weight (i.e. the number of atoms) of the molecules. With increasing molecular weight, the density (Yaws, 2015), boiling point (Egloff et al., 1940), flashpoint (Nolan, 2011), viscosity (Carmichael et al., 1964; Korsten, 2001), heat of combustion (kJ/mol) (Prosen and Rossini, 1945; Seaton and Keith Harrison, 1990) and heat of vaporization (kJ/mol) (Bradford and Thodos, 1967; Vetere, 1979; Růžička and Majer, 1994) increase, whereas the vapor pressure decreases (Piacente et al., 1994; Chickos and Hanshaw, 2004). Independent of structure groups, these properties are not perfect functions of the molecular weight, but the trends remain applicable in general. As such, the light, medium and heavy fractions of a crude oil are mostly related to the sizes of the molecules in these fractions. Combined with the classification descriptions in Table 2.1, the oil categories in Table 2.2 can then be related to those in Fig. 2.4, as light crude oils are similar to paraffinic crude oils, medium crude oils are similar to naphthenic and waxy oils, and heavy crude oils are similar to asphaltenic oils.

For fire dynamics analyzing purposes, the heat of combustion and heat of vaporization should be expressed per unit mass (kJ/kg) rather than per unit mole (kJ/mol) (as in Eqs. (4), (8), (10) and (12)). The properties show a linear increase with increasing molecular weight in the same structure group when expressed in kJ/mol, but
show an asymptotic decrease with increasing molecular weight when expressed in kJ/kg. For pure hydrocarbons, the heat of combustion per unit mass varies approximately between 50-40 MJ/kg (it decreases with increasing molecular weight). Most crude oils therefore have an averaged heat of combustion of 44-45 MJ/kg. The heat of vaporization, however, varies significantly depending on the temperature and cannot simply be expressed as a function of the molecular weight. At the normal boiling point of hydrocarbons, the heat of vaporization decreases with increasing molecular weight (Vetere, 1979), whereas the heat of vaporization is near constant at 298 K with increasing molecular weight (Osborne and Ginnings, 1947; Růžička and Majer, 1994; Chickos and Hanshaw, 2004). This is a relevant difference because it changes the correlation between the mass transfer number ($B$) (Eq. (13)), also known as the Spalding number (Spalding, 1955), and the molecular weight.

$$B = \frac{\Delta H_c}{\Delta H_v + c_p \cdot (T_s - T_\infty)} = \frac{\Delta H_c}{\Delta H_g} = \frac{1}{\chi_s}$$

(13)

The $B$ number shows whether the heat of combustion of a fuel is sufficient to sustain the required evaporation for self-sustaining combustion, i.e. when $B \geq 1$. When fuels have low temperatures during combustion (e.g. 298 K), the bulk of the liquid fuel needs to be heated up to the evaporation temperature at the surface, which increases with increasing molecular weight. Therefore, the $T_s - T_\infty$ term increases in Eq. (13) and because $\Delta H_v$ remains relatively constant, the $B$ number decreases with increasing molecular weight (Emmons, 1956). When fuels are at their normal boiling point during combustion, the $T_s - T_\infty$ term becomes zero and since $\Delta H_v$ decreases more rapidly than $\Delta H_c$, the $B$ number increases with increasing molecular weight (Emmons, 1956). The development of the temperature gradient in a burning fuel ($Q_{grad}$) is thus an important parameter to the self-sustainability of a fire because it influences the $B$ number. This can be in particular relevant for multicomponent fuels with components that have a wide range of evaporation temperatures and for fuel bulks that are cooled during combustion. Since both of these descriptions apply to *in-situ* burning of crude oil on water, the temperature gradient in a burning oil slick is expected to be an important parameter that influences the burning efficiency.
2.2.3 Chemical analysis of crude oils

The chemical composition of a crude oil is typically analyzed by gas chromatography (GC) (Wang et al., 2006; Fingas, 2011b). In this analysis method a sample of the crude oil is injected at a high temperature into a column and pushed through the column by an inert carrier gas (moving phase) to a detector. The column is coated with material (stationary phase) that interacts with the sample as it is pushed through the column by the moving phase. Depending on the strength of the interaction between each component in the sample and the stationary phase, the time to elute from the column and reach the detector (retention time) varies per component. The interaction strength depends on the molecular structure of a component and as such the retention time is unique for each component. Once a specific component reaches the detector, the signal strength is determined by its concentration in the sample. Gas chromatography is thus a method that can provide both qualitative and quantitative information of the chemical composition of a sample. A more detailed description of gas chromatography is beyond the scope of this thesis and more information can be found in for example Skoog et al. (2007).

By gradually increasing the temperature inside column (up to approximately 300 °C), the lightest components in a crude oil elute first, followed by the medium and then heavy components (e.g. (Malmquist et al., 2007)). Because components with very high boiling points remain in the solid phase inside the column, these components cannot be transported by the carrier gas to the detector. Gas chromatography is therefore limited to the analysis of components of approximately ≤ C_{35}, which means that components such as asphaltenes are not detected by a gas chromatograph. A GC analysis can thus not be used to obtain a complete compositional analysis of a crude oil. Instead, it is used to provide a quick overview of the primary component types and the internal ratios between the light, medium and part of the heavy fraction. These primary component types and internal ratios are for example used to categorize crude oils, analyze the composition of in-situ burning residues (Fritt-Rasmussen et al., 2013a) or determine the evaporated fraction from a weathered oil (Sørheim and Moldestad, 2008) (see Section 2.3.1).

In order to increase the resolution to be able to differentiate between components with similar retention times, a gas chromatography can be combined with mass spectrometry (GC-MS) (Skoog et al., 2007). Overlapping components on the GC chromatogram can then be further separated based on molecular weight to improve the qualitative analysis of the sample. In GC-MS, components eluting from the column are broken up in the mass spectrometer into ions, charged fragments of the full molecular structure of a component. Based on the mass-to-charge (m/z) ratio of each ion, the time to reach the mass spectrometer detector varies.
As such, components with similar gas chromatography retention times can be differentiated based on the time it takes for their fragmented molecular structure to reach the mass spectrometer detector. An ion chromatogram of an ion with a specific $m/z$ value, resulting from a GC-MS analysis, consists of all the components that contain this ion in their molecular structure. Because ion $m/z$ values can correspond to unique chemical structure fragments, the GC-MS analysis method allows for studying specific component structure groups in a crude oil. This is for example used to analyze the compositional changes of certain component groups in weathered oils (Malmquist et al., 2007) or for the chemical fingerprinting of oil (Daling et al., 2002; Wang et al., 2006). The chemical analysis methods discussed in this section were used to analyze the chemical composition of burning residues with respect to the vaporization order of crude oil (Section 4.2).

### 2.3 Weathering of crude oils

The dominant weathering processes that influence *in-situ* burning of oil on water, in addition to spreading of the oil slick, are evaporation of the light components and emulsification with water. Other physical and chemical processes also contribute to the weathering of spilled oil on water (see e.g. AMAP (2010b)), but studying these processes was beyond the scope of this study. These weathering processes firstly affect the ignition of the oil and subsequently the flame spreading, as discussed below. The weathering extent of a spilled oil increases as a function of time, which continuously reduces the ignitability of the oil (Wu et al., 2000; Brandvik et al., 2004; Fritt-Rasmussen et al., 2012). This creates a window-of-opportunity that states the time period after the spill within which the oil can be ignited with the available ignition methods. Outside of the window-of-opportunity, the oil is considered to be non-ignitable and *in-situ* burning can no longer be applied (Nordvik, 1995; Brandvik et al., 2010c; Fritt-Rasmussen et al., 2012). Secondly, it has been shown that the burning efficiency could decrease for weathered oils compared to their fresh counterparts. For example, the burning efficiency of weathered oil was reduced to 50% compared to 90% for fresh oil in wavy conditions (Bech et al., 1993) and reduced to 75% compared to 92% for fresh oil under free spreading conditions (Guénette and Sveum, 1995). This shows that even when spilled oil is within the ignitable window-of-opportunity, weathering of the oil can still reduce the effectiveness of *in-situ* burning.
2.3.1 Evaporation

When a crude oil is exposed to the atmosphere, the light components with a high vapor pressure will evaporate from the oil over time (Reijnhart and Rose, 1982). Because these components also have generally low flashpoints (Section 2.2.2) the flashpoint of an oil weathered by evaporation will increase. Relative to the initial state of the oil, the oil slick therefore has to be heated to higher temperatures to reach a combustible amount of gaseous fuel above the oil slick. This requires a stronger ignition source (Wu et al., 2000) and the initial fire should also be large enough to be able to provide the higher heat feedback required to propagate the flame across the fuel surface of a less volatile fuel.

Evaporative weathering of oil starts instantly upon release of the oil on the water surface. The evaporation rate is the highest at the start of the spill, after which it declines over time as the oil gradually loses its volatile components, until approximately after a week all volatile components have evaporated (Mackay et al., 1983). The fraction of the oil that is lost through evaporation, i.e. the evaporative losses, is expressed as a weight percentage relative to the initial weight (wt%) or volume (vol%) of the oil. Depending on the compositional type of the oil, these losses can vary from > 40 vol% for light crude oils to < 15 vol% for some heavy crude oils (e.g. Fritt-Rasmussen et al. (2012)). Although the evaporative loss gives an impression of the weathering extent, it is not an accurate estimation of the ignitability of an evaporated crude oil. For example, crude oils with evaporative losses of > 40 vol% were successfully ignited and burned to high burning efficiencies (80-90%) in a field study by Bech et al. (1993). Because of the wide range of flashpoints for crude oils, weathered light crude oils can still have lower flashpoints than fresh or less weathered heavy crude oils (e.g. Wu et al. (2000)).

Evaporation by itself is thus not a limiting weathering process for the application of in-situ burning. In combination with emulsification of the oil, however, it can rapidly change the ignitability status of the oil to non-ignitable.

2.3.2 Emulsification

Water-in-oil emulsification is caused by the mixing energy from turbulence induced by wind and waves that continuously mixes water into the oil (Lee, 1999). During this process, the water is broken up in droplets that can bind to the more polar components in the oil and thereby form water-in-oil emulsions. Over time, and depending on the composition of the crude oil, the size of water droplets in the oil reduces, which makes the droplets easier to stabilize and inhibit the coalescence of the droplets. The emulsion therefore shifts from an
unstable emulsion to a meso stable or stable emulsion during the weathering process. Whereas unstable emulsions break up into a water and oil layer within a few hours, meso stable and stable emulsions can remain emulsified for a few days to several years, respectively (Fingas et al., 2003).

The final stability of a water-in-oil emulsion mainly depends on the chemical composition of the oil. A large number of studies has shown that water droplets in oil are stabilized by large or polar components in the crude oil, i.e. asphaltenes, resins and waxes (e.g. Bobra (1991); McLean and Kilpatrick (1997); Aske et al. (2002); Fingas and Fieldhouse (2009)). In the form of submicrometer particles, asphaltenes and resins can form a sphere (supported by waxes) around the surface of a water droplet and as such stabilize the droplet within the oil (Mackay (1987) in Lee (1999)). Because these components only stabilize water-in-oil emulsions in the form of precipitated particles, crude oils that contain a relatively high amount of solvents (e.g. small aromatics) do not result in stable emulsions. Light crude oils with low concentrations of mainly dissolved asphaltenes and resins are therefore less likely to form stable emulsions than heavy crude oils with high concentrations of (precipitated) asphaltenes and resins.

The weathering extent of a water-in-oil emulsion is expressed in terms of the water content (in vol%) in the emulsion. On open waters, water is mixed rapidly into the oil and water uptake percentages as high as 80% can be reached in a few hours in the form of an unstable emulsion (Lewis et al., 1995; Daling et al., 2003; Brandvik et al., 2004). Evaporative losses of the light fractions of oil aid the stabilization of the emulsion because the concentration of asphaltenes and resins increases while the light solvent fraction decreases in concentration. As the evaporative losses increase over time, the emulsification of the oil transits from an unstable emulsion formed in the first hours after a spill to a (meso)stable emulsion over the course of multiple days to a month (Mackay et al., 1983; AMAP, 2010b). The weathering extent furthermore shows in the viscosity of the oil, which increases by several orders of magnitude for emulsions (see e.g. Brandvik et al. (2010c); Fritt-Rasmussen et al. (2012)).

Formation of stable emulsions is the main weathering process that determines the window-of-opportunity for in-situ burning because stable emulsions have a very limited ignitability (Bech et al., 1993; Buist and Glover, 1995; Guénette et al., 1995; Fritt-Rasmussen et al., 2012). To ignite a water-in-oil emulsion, a water-free layer of oil on top of the emulsion that provides the combustible gases required for ignition has to be formed (Bech et al., 1993; Guénette et al., 1995; Walavalkar and Kulkarni, 2001). This water-free layer can be acquired by evaporating water from the emulsion with heat or by breaking the emulsion with either chemicals (e.g.
Canevari (1982)) or heat, with the heat being applied by the ignition source. Once ignited, the flame then needs to provide sufficient heat feedback to the surface of the emulsion to create a new water-free oil layer and heat the oil to its fire point so that the flame can propagate. Flame propagation on a stable emulsion may require such large ignition sources (> 200 L of fresh oil) (Bech et al., 1993) that such emulsions might have to be considered to be non-ignitable in practice.

Laboratory and field studies have shown that stable emulsions of evaporated crude oils with a water content of ≥ 25% were non-ignitable for various environmental conditions and ignition sources (Bech et al., 1993; Buist and Glover, 1995; Guénette et al., 1995). In the presence of waves, the ignitable water content limit was further reduced to 12.5% (Bech et al., 1993). Unstable emulsions of fresh crude oils, however, could be ignited with a water content up to 60% (Buist and Glover, 1995), which highlights that the stability of an emulsion is an important parameter to the window-of-opportunity. When stable emulsions were successfully ignited in intermediate scales, the emulsions could be burned with high burning efficiencies (> 80%) (Bech et al., 1993; Buist and Glover, 1995; Guénette et al., 1995; Guénette and Wighus, 1996), although waves and spreading of the burning emulsion reduced the burning efficiency (50-75%) (Bech et al., 1993; Guénette and Sveum, 1995). Fritt-Rasmussen et al. (2012) showed that non-ignitable emulsions with 40-60% water content could form after 1-36 hours of weathering in open water, depending on the composition of the oil. The crude oil that had the highest asphaltic content, and thus formed the most stable emulsion, formed a non-ignitable emulsion much faster (1 h) than the light (36 h) and waxy (18 h) crude oils, as expected. As such, the emulsification of oil, when stabilized by evaporation, creates a limited window-of-opportunity by rapidly reducing the ignitability of the oil as a function of the weathering time.

2.3.3 Weathering in cold climates
The evaporation and emulsification processes were shown to be considerably slower in ice-infested waters and in cold climates. Evaporative losses in cold (< 0 °C), ice-infested sea water were reduced to 25% compared to 40% for evaporative losses on relatively warm (10 °C), open sea water (Brandvik et al., 2004) and were also lower than in laboratory weathering experiments at 20 °C (SL Ross and DF Dickins, 1987). The introduction of ice (5/10 and 9/10 coverage) in cold water reduced the evaporative losses by approximately 5% (Brandvik et al., 2010c) These results thus indicate that evaporation of oil is reduced with increasing ice coverage (due to reduced spreading (Brandvik et al., 2004)) and decreasing temperatures.
Water-in-oil emulsification had a strong correlation to the ice coverage. The water uptake was reduced from 70-80% in the first day on warm, open sea water to 20% after seven days on sea in an ice coverage of 9/10 for similar crude oils (Brandvik et al., 2004). No notable emulsification was observed within five hours of an oil spill in a dynamic ice coverage of 6/10-9/10 on sea, despite wavy and windy conditions (SL Ross and DF Dickins, 1987). In cold water conditions, increasing the ice coverage from open water to a 9/10 ice coverage reduced the water uptake by 20-60% for all crude oils with a low asphaltic content (Brandvik et al., 2010c). After 75 hours of weathering in a high ice coverage, the water content in these crude oils was only 5-20%. The maximum water content of a heavy crude oil with a high asphaltic content remained 70% in high ice coverages, but the water uptake rate was reduced by a factor seven (from 10 hours to 70 hours for 70% water).

As a result of this slowed emulsification process in ice-infested water, the window-of-opportunity for ignition of the weathered oils was extended from 1-36 hours in open water to 9-75+ hours in a 9/10 ice-coverage (Fritt-Rasmussen et al., 2012). This extended window-of-opportunity because of the slowed weathering processes is another important reason why in-situ burning is considered to be a suitable oil spill response method in the Arctic environment (see also Section 1.3.2) (Buist et al., 2013).

The suppressing effect of ice on the emulsification process has been attributed to the dampening effect of ice on waves, which reduces the mixing energy at the oil-water interface (SL Ross and DF Dickins, 1987; Brandvik et al., 2010c). The correlation between the wave energy and emulsification rate was clearly shown by Singsaas et al. (1994) in a flume experiment in which the wave frequency was increased during the weathering process. After 12 hours the wave frequency was increased from low (non-breaking waves) to high (breaking waves) which resulted in a rapid increase of the water uptake rate. In the first 12 hours the water content in the oil increased from 0% to 10%, whereas it increased from 10% to 45% in the same time period after the wave frequency was increased.

### 2.4 Multicomponent fuel combustion models

The model most commonly associated with the vaporization order of burning crude oil is the *Equilibrium Flash Vaporization* (EFV) model, as described in a recent comprehensive review on in-situ burning (Buist et al., 2013). This model was earlier proposed by Petty (1983) and describes the vaporization of a multicomponent fuel as being of “essentially constant composition” with a constant vaporization rate. Thus, all components evaporate
simultaneously, here defined as a uniform vaporization order, and each individual component contributes to the vaporization rate relative to its concentration in the oil. Characteristics of this model are that the crude oil burns with constant surface temperature at a constant rate, has a temperature gradient in the oil slick and lighter components are present in the residue (Petty, 1983; Buist et al., 2013).

An alternative to the EFV model was proposed by Buist et al. (1997), based on their studies on crude oil residues. Their results showed that crude oil residues had an increased concentration of heavy hydrocarbon fractions \( T_b > 538 \, ^\circ C \) and complete removal of the light hydrocarbon fractions \( T_b < 204 \, ^\circ C \). This trend was also found in previous studies on crude oil residue compositions (Buist et al., 1997; Garrett et al., 2000; Fritt-Rasmussen et al., 2013a). Buist et al. (1997) suggested that the burning proceeded according to an \textit{Imperfect EFV} model in which lighter oil fractions are favored over heavier oil fractions during the burning. Thus, for this model the relative vaporization rate of lighter components is higher than their relative concentrations. Apart from this difference, the model follows the EFV model and as such features a constant vaporization rate and uniform vaporization order.

Also, three models have been developed for the vaporization of multicomponent fuels based on the Peclet number for mass diffusion \( (Pe_m) \) (Eq. (14)) (Law, 2006). The value of \( Pe_m \) of a fuel determines which of these three models is the most appropriate to describe the vaporization (Makino and Law, 1988). Although these models were not developed specifically for the burning of crude oils, they describe the general vaporization process of multicomponent fuels in great detail.

\[
Pe_m = \frac{K}{D_t} = \frac{\text{vaporization rate}}{\text{mass diffusion rate}}
\]

(14)

For fuels where \( Pe_m \) approaches infinity, usually due to a negligible mass diffusion such as in solids, the composition of the fuel is fixed and no internal changes occur during the combustion. This means that the fuel is burned layer by layer and hence this model is known as the \textit{Onion Skin} model. The vaporization order depends on the internal distribution of the components, e.g. uniformly or by density, and will be fuel dependent.

For fuels where \( Pe_m \) approaches zero, the fuel can be considered to have a uniform distribution of its components due to its relatively high mass diffusion rate. As a result, the vaporization order depends only on the relative volatility differences of the components. This model is known as the \textit{Batch Distillation} model and
describes the fuel as being burned component by component with decreasing volatility (Law, 1976). Because the volatility is in general inversely proportional to the molecular weight for hydrocarbons, the vaporization order of this model is effectively in order of increasing molecular weight.

For fuels with a low, non-zero $Pe_m$ value the vaporization is controlled by the concentration boundary layers (Law, 1978; Wang et al., 1984; Law, 2006). At the start of the combustion, the most volatile component at the surface will determine the vaporization rate by its volatility, like the batch distillation model. However, when its surface concentration becomes too low to support this vaporization rate, the vaporization becomes controlled by the mass diffusion rate of this component. Because the mass diffusion is much slower, the less volatile components at the surface will now also be able to contribute significantly to the vaporization rate. Thus, components do not evaporate one at a time, but rather a small amount of components with similar volatility evaporate simultaneously. The vaporization order is the same as for the Batch Distillation model, i.e. from the most volatile to the least volatile component. In this study, we will refer to this model as the diffusion-limited vaporization (DLV) model.

Because of the substantial amount of light hydrocarbons present in crude oil, it is unlikely that the onion skin model correctly describes the vaporization order. The onion skin model has only been associated with water-in-oil emulsions, as there is no mass diffusion between the water and oil components (Law, 1977, 2006). For heavily weathered crude oils (emulsified and evaporation of the lighter fractions) solid-like behavior has also been observed during flame spread experiments (Wu et al., 2000). The onion skin model may therefore be a suitable model for highly viscous and weathered oils. However, this study focuses on fresh crude oil and as such the onion skin model is not considered relevant herein.

The vaporization orders of the four remaining models are classified in two order types (uniform and volatility-controlled) and two sub-orders per vaporization order type, as summarized in Table 2.3. Each model has a unique combination of burning parameters that distinguishes between the vaporization orders and sub-orders so that these can be used to identify the correct model for a certain fuel. The modeling of these burning parameters is discussed in detail in Section 4.2.1.
Table 2.3. Vaporization order and burning features of four multicomponent fuel combustion models

<table>
<thead>
<tr>
<th>Model</th>
<th>Vaporization</th>
<th>Vaporization order</th>
<th>Vaporization sub-order</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Order</td>
<td>Sub-order</td>
<td>burning parameters</td>
</tr>
<tr>
<td>EFV</td>
<td>Constant rate and uniform order</td>
<td>Vapor composition equal to fuel</td>
<td>Constant surface temperature</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Relatively more light components</td>
<td>Constant burning rate &amp; flame height</td>
</tr>
<tr>
<td>Batch</td>
<td>In order of decreasing volatility</td>
<td>One component at a time</td>
<td>Increasing surface temperature</td>
</tr>
<tr>
<td>DLV</td>
<td>Several components at a time</td>
<td>Decreasing burning rate &amp; flame height</td>
<td>Concentration gradient from burned to unburned components in residue</td>
</tr>
</tbody>
</table>

2.5 Chemical herders

Herders, like many surfactants, consist of molecules with both polar (hydrophilic) and nonpolar (hydrophobic) properties and are poorly soluble in water. In order to minimize the energy in a water-herder system, the herder tends to form a monolayer of molecules at the water surface with the polar part in the water layer and the nonpolar part in the air (Kontogeorgis and Kiil, 2016a). This monolayer reduces the surface tension of the water, which makes it harder for other liquids (such as oil) to spread on the water surface.

When two liquids are competing to spread on water, the liquid that results in the lowest surface tension on the water is dominant over the other liquid. The tendency of a liquid to spread on water is more commonly expressed in terms of its spreading pressure. The spreading pressure of a liquid ($\pi$) is defined as the difference between the original surface tension of the water ($\gamma_w$) and the surface tension of the new water-liquid system ($\gamma_N$) (Eq. (15)) (Garrett, 1969). The surface tension of the new water-liquid system is the sum of the surface tension of the liquid ($\gamma_L$) and the surface tension of the water-liquid interface ($\gamma_{wl}$) (Kontogeorgis and Kiil, 2016b).
\[ \pi = \gamma_w - \gamma_N = \gamma_w - (\gamma_l + \gamma_{wl}) \] (15)

The liquid with the highest spreading pressure is energetically favored to spread over water and thus will force liquids with lower spreading pressures to contract and prevent them from spreading on the water. Water typically has a surface tension of 70-75 mN/m, crude oils have spreading pressures of 10-30 mN/m (Winoto et al., 2014) and herders therefore need to have spreading pressures of > 40 mN/m to be effective at thickening oils on water (Garrett and Barger, 1970). This process is illustrated in Fig. 2.5 for the herding of a spread oil slick.

Figure 2.5. Schematic of the herding process of a spread oil slick. The herder (red dots) is applied around the oil slick and starts to spread out over the water surface (red dashed lines). As the herder comes into contact with the oil, it will replace the oil on the water surface because it has a higher spreading pressure, resulting in the contracting of the oil slick.

Initial herder research in the 1970s has shown that the monolayer of the tested surfactants was easily disrupted in wavy and windy conditions, which allowed the oil to spread out again (e.g. Garrett and Barger (1970). These herders have therefore not been actively used in oil spill response operations (Buist et al., 2011). Recent research with (new) herders (Buist et al., 2010a), however, showed promising results for herding oil in a variety of environmental conditions. Crude oil has been successfully herded under swell wave conditions (SL
Ross, 2012), on open sea (Buist et al., 2011) and in cold temperatures (-21 to 0 °C) (SL Ross, 2007). In-situ burning was also successfully applied on several herded oil slicks, with burning efficiencies up to 94% as a result (SL Ross, 2007; Buist et al., 2011). Based on these results, herders are currently considered as a promising measure to counter oil spreading, among others to facilitate in-situ burning in Arctic waters (EPPR, 2015).
3 Materials and methods

This chapter presents the experimental setups and corresponding materials and methodologies that were used during this study. Section 3.1 presents the setup that was used for studying the vaporization order of crude oils and the influence of the initial slick thickness, of which the main results are presented in Section 4.2 and 4.3, respectively. Section 3.2 presents the setup that was used for studying the herding of crude oil in ice-infested waters, of which the results are presented in Section 4.4. Further, Section 3.3 presents the setup that was used to study the ignitability of fresh and weathered oils, of which the results are presented in Section 4.5. Then, Section 3.4 presents the setups and methodologies that were used for additional studies on the burning efficiency, of which the results are presented in Section 4.6. Finally, Section 3.5 presents the newly developed experimental setup for the simultaneous study of the composition of the byproducts from burning crude oil on water, of which the initial results are presented in Section 4.8. The experimental setups presented in Sections 3.1, 3.4 and 3.5 were all used to study the influence of the water layer and the boilover phenomenon, of which the results are presented in Section 4.7.

3.1 Crude Oil Flammability Apparatus

The majority of the operational parameters were studied in the Crude Oil Flammability Apparatus (COFA) (Fig. 3.1) (Brogaard et al., 2014). The experimental setup consists of a 1.0 x 1.0 x 0.50 m³ water basin featuring a Pyrex glass cylinder \((D = 0.16 \text{ m})\), standing on an open foot, that contains the oil sample. The open foot allows water to move freely at the bottom of the cylinder and therefore the level of a burning oil surface is maintained constant for a longer period of time. An adjustable thermocouple array hangs above the Pyrex glass cylinder that measures the temperature of the oil at its surface and at 2, 3, 5, 10, 20, 30, 40, and 50 mm below the surface. The COFA was specifically designed to have a large body of water to create an oil-water ratio comparable to on sea operations. This design choice was made to mitigate the complications with heat transfer issues that could be seen in laboratory studies with less or no surrounding water (Petty, 1983; Koseki and Mulholland, 1991; Garo et al., 1994; Walavalkar and Kulkarni, 2001). While heat transfer models have been used to accommodate for oil-water interface interactions (e.g. (Garo et al., 1999b; Hristov et al., 2004)), the uncertainties remained significant. The COFA setup has been verified against data on the ignitability of fresh and weathered crude oils from Fritt-Rasmussen and Brandvik (2011).
In a standard experiment in the COFA, the COFA was filled with fresh water (5-25 °C) until it reached to about 1-5 cm from the top of the Pyrex glass cylinder. A known amount of oil, corresponding to an initial thickness of 2-40 mm, was then poured carefully on the water surface inside the cylinder. The oil volume corresponding to an oil layer with the thickness of interest was measured using a scale, based on the density of the oil. Additional water was added to the basin to raise the level of the oil surface to 1 mm below the edge of the Pyrex glass cylinder. The position of the thermocouple array was then adjusted so that the top thermocouple would touch the surface of the oil. All oils were ignited with a butane hand torch. After the fire extinguished, the residue was collected with 3M hydrophobic absorption pads and weighed to determine the burning efficiency with Eq. (16). Overnight drying of absorption pads with residue in an oven at 50 °C had shown that only trace amounts of water are absorbed by the hydrophobic pads and the pads are therefore considered to only collect oil residue. In general, the reproducibility of the experiments was good, unless specified otherwise. Experiments in the COFA setup were typically performed two to three times and showed results within a 10% variation of the reported data.

\[
\text{Burning efficiency} = \frac{\text{mass}_{\text{initial}} - \text{mass}_{\text{residue}}}{\text{mass}_{\text{initial}}} \times 100\% \tag{16}
\]
In order to analyze the flame height, all experiments conducted in the COFA were recorded on a black, non-reflecting background by a camera that faced the flame in a horizontal fashion. Videos of the flames were converted with a Matlab script to a series of binary pictures with an interval of 0.5 – 10 seconds, resulting in 300 – 600 flame images per experiment. The script then determined the flame height in pixels for each image. A still reference picture with a ruler at the center of the Pyrex glass cylinder in the same resolution as the video was use to convert the pixel flame height to a height in millimeters. To reduce scatter in the data caused by flame puffing, the average of every 10 data points was taken to represent the value of the flame height as a function of time with 30-60 data points per experiment.

3.1.1 Burning rate setup

The burning rate of oils tested in the COFA was measured in a separate experimental setup that allowed for the use of a load scale, but was otherwise similar to the COFA setup (Fig. 3.2). The Pyrex glass cylinder was placed on its open foot in a 0.30 x 0.30 x 0.40 m³ metal bucket filled with fresh water (5-25 °C). The bucket stood on a load scale with a reading interval of 1 g and a two second data acquisition interval that was covered by an aluminum tray (0.9 x 0.9 m) to protect the scale from ejected oil droplets during boilover. In order to prevent re-radiation from the metal bucket edges to the oil surface, the top of the Pyrex glass cylinder was set at approximately the same height as the bucket edge. The flame height, temperatures from the thermocouple array and the burning efficiency were also recorded during burning rate experiments to be able to correlate the burning rate results with results from the COFA setup.

Figure 3.2. Schematic of the burning rate setup. All measurements are in mm.
3.1.2 Crude oils, refined oils and reference oils

Several crude oils, refined oils and reference fuels (alkanes) were used to study the operational parameters identified in Section 1.5. Depending on the parameter studied, different crude oils, refined oils and reference oils were used, as specified in each of the experimental methodologies described in this chapter. The crude oils used in this study were Danish Underground Consortium (DUC, from the North Sea), Russian Export Blend Crude Oil (REBCO, from the North Sea), Alaska North Slope (ANS, from the Chukchi and Beaufort Sea) and Grane (from the North Sea). The used refined fuels consisted of Intermediate Fuel Oil (IFO) 180, a heavy refined oil, gasoline and diesel and the used reference fuels were three pure n-alkanes. An overview of the tested oils and their characteristics that were most relevant for the purposes of this study is shown in Table 3.1.

### Table 3.1. Physical and chemical characteristics of the used (crude) oils

<table>
<thead>
<tr>
<th>Oil</th>
<th>Density (g/ml)</th>
<th>Boiling point (°C)</th>
<th>Flashpoint (°C)</th>
<th>Viscosity (cP)</th>
<th>Wax content (wt%)</th>
<th>Asphaltenic content (wt%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-Octane (C₈H₁₈)</td>
<td>0.699</td>
<td>125-126</td>
<td>13</td>
<td>0.386</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Dodecane (C₁₂H₂₆)</td>
<td>0.745</td>
<td>215-217</td>
<td>71</td>
<td>1.294</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Hexadecane (C₁₆H₃₄)</td>
<td>0.770</td>
<td>287</td>
<td>135</td>
<td>3.036</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Gasoline c</td>
<td>0.74-0.78</td>
<td>30-260</td>
<td>&lt; -40</td>
<td>NA</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>Diesel</td>
<td>0.823</td>
<td>150-385 d</td>
<td>65-66</td>
<td>3.350</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>DUC</td>
<td>0.853</td>
<td>230+</td>
<td>7</td>
<td>6.750</td>
<td>4.2 e</td>
<td>&lt; 0.05 f</td>
</tr>
<tr>
<td>REBCO</td>
<td>0.863</td>
<td>300+</td>
<td>23</td>
<td>12.40</td>
<td>4.9 i</td>
<td>1.0 h</td>
</tr>
<tr>
<td>ANS</td>
<td>0.871</td>
<td>NA</td>
<td>21</td>
<td>10.85</td>
<td>3.0 h</td>
<td>1.8 h</td>
</tr>
<tr>
<td>Grane</td>
<td>0.934</td>
<td>380+</td>
<td>20-21</td>
<td>268.7</td>
<td>7.0 g</td>
<td>0.9 g</td>
</tr>
<tr>
<td>IFO 180</td>
<td>0.968</td>
<td>330+</td>
<td>90</td>
<td>969.3</td>
<td>NA</td>
<td>NA</td>
</tr>
</tbody>
</table>

a Measured at 25 °C using an Anton Paar SVM 3000 viscometer.
b Measured using a Pensky-Martens Flash Point Tester: PM 4 (closed cup).

Shell (2011); ^BP (2011); †Maersk Oil (2005); ‡DG environment (2009); ††BP (2015); †‡Statoil (2017), different values have been reported in Fritt-Rasmussen et al. (2012).
3.1.3 Water
In all experiments, fresh water was used for the water body on which the burning experiments with the above mentioned oils were conducted. The thermal properties of fresh water and sea water are very similar (see e.g. (Bromley et al., 1970); Caldwell (1974)) and therefore no significant differences were expected for the heat transfer mechanics for these water during *in-situ* burning of oil on water. Fresh water was thus considered to be representative of the water body associated with *in-situ* burning of oil operations. Due to the lower density of freshwater compared to salt water, the use of fresh water was also more conservative in terms of sinking of the residue.

3.1.4 Vaporization order of crude oil
For the study on the vaporization order of crude oil, the surface temperature, burning rate, flame height, burning efficiency and residue composition were measured for three alkanes (*n*-octane, dodecane and hexadecane), a mixture of these alkanes (1:1:1 volumetric ratio) and two crude oils (DUC and REBCO) (Table 3.1). The alkanes were studied to provide a benchmark for the model predictions and a reference for the crude oil experiments. Pure fuels have by definition a uniform vaporization order and thus can be used to test the model predictions for the EFV type models. The alkane mixture was studied to test if such a simplified, but more well-defined multicomponent fuel, could be used to represent the complex multicomponent character of the crude oils.

Experiments were conducted with different initial slick thicknesses (Table 3.2) because the measurement accuracy depended on the initial slick thickness differently for the tested burning parameter. A thin initial slick thickness (≤ 15 mm) has relatively little height difference in the oil surface level, so therefore it was easier to measure the surface temperature for thin slicks. Thicker slicks (20-40 mm), however, provided better results for the burning rate and flame height due to their longer burning duration. Hexadecane could not be ignited at an initial slick thickness of 10 mm and hence was only tested for an initial slick thickness of 20 mm. The ignition occurred instantly for the crude oils and *n*-octane, whereas the ignition time was a few seconds for the alkane mixture, 15-60 seconds for dodecane (depending on the water temperature) and over two minutes for hexadecane. Residue samples of the alkane mixture, DUC and REBCO were taken for gas chromatography analysis of the chemical composition.
Table 3.2. Experimental matrix of vaporization order of crude oil

<table>
<thead>
<tr>
<th>Oil type</th>
<th>Thickness (mm)</th>
<th>Parameter(s) tested</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-Octane/Dodecane</td>
<td>10</td>
<td>$T_s$</td>
</tr>
<tr>
<td>n-Octane/Dodecane</td>
<td>40</td>
<td>$m$, $L_f$</td>
</tr>
<tr>
<td>Hexadecane</td>
<td>20</td>
<td>$T_s$, $m$, $L_f$</td>
</tr>
<tr>
<td>Alkane mixture</td>
<td>15</td>
<td>$T_s$</td>
</tr>
<tr>
<td>Alkane mixture</td>
<td>30</td>
<td>$m$, $L_f$</td>
</tr>
<tr>
<td>DUC/REBCO</td>
<td>10</td>
<td>$T_s$</td>
</tr>
<tr>
<td>DUC/REBCO</td>
<td>40</td>
<td>$m$, $L_f$</td>
</tr>
</tbody>
</table>

The chemical composition of burning residues and fresh crude oils was analyzed on an Agilent 6890 Gas Chromatograph with a flame ionization detector, equipped with a 7683 autosampler and a 30 m ZB5 column (0.25 mm internal diameter and 0.25 µm film thickness). Samples were dissolved in dichloromethane (2.0 g/L) for injection. The inlet temperature was 310 °C and 1 µL was injected in split mode (5:1) and held for 2 min. Hydrogen was used as carrier gas with a flow rate of 2.0 mL/min and the detector setup had a temperature of 300 °C, hydrogen flow rate of 35 mL/min, air flow of 350 mL/min and nitrogen makeup flow of 40 mL/min. The initial oven temperature (40 °C) was held for 2 min, then increased to 310 °C at a rate of 15 °C/min and held for 10 min, resulting in a total analysis time of 30 min.

3.1.5 Residue composition as a function of the burning efficiency

To support the study on the vaporization order for crude oils, the residue composition was studied as a function of the burning efficiency for DUC (Table 3.1). Three burning experiments were conducted with an initial slick thickness of 5 mm, of which two were manually extinguished after a specific burning time that corresponded to a burning efficiency of 15% and 30%. The final burning experiment was burned until the fire extinguished naturally, which was expected to be 40% burning efficiency based on previous experiments in the COFA. The correlation between the burning efficiency and burning time was based on the mass loss curve for DUC with a 5 mm initial slick thickness obtained in the burning rate setup (Section 3.1.1). After each experiment, samples of the residue were taken for density and viscosity measurements and chemical analysis.
of the residue section. The residue was then collected with 3M hydrophobic absorption pads and weighed to determine the actual burning efficiency.

The residue samples and a fresh DUC sample were analyzed for the \( n \)-alkane composition and selected PAHs by GC-MS on an Agilent 5975C inert XL MSD with electron ionization operating in selected ion monitoring mode. Oil samples were dissolved in dichloromethane (2.0 g/L) for injection. The gas chromatograph was equipped with a 60 m HP-5 capillary column with 0.25 mm inner diameter and 0.25 \( \mu \)m film thickness. Helium was used as carrier gas with a flow rate of 1.1 ml/min. Samples of 1 \( \mu \)l sample were injected in splitless mode (inlet at 300 °C). The initial oven temperature (40 °C) was held for 2 minutes, ramped with 25 °C/min to 100 °C, followed by 5 °C/min to 315 °C and held for 13.4 minutes, resulting in a total analysis time of 60.8 minutes. The temperature for the transfer line was 315 °C, for the ion source 230 °C and for the quadrupole 150 °C. A total of 55 \( m/z \) values divided into 12 groups were monitored for 13 \( m/z \) ions each, with a dwell time of 25 ms for each ion, according to Gallotta and Christensen (2012). Peaks were quantified using Chemstation V2.0 (Agilent technologies, Inc.). Monitored \( m/z \) ion chromatograms were analyzed using a Principal Component Analysis (PCA) to identify significant differences in the chemical composition between fresh DUC and the residue samples. A full description of the principles of the PCA method is beyond the scope of this thesis and more information can be found in (Christensen et al., 2005; Christensen and Tomasi, 2007; Malmquist et al., 2007).

3.1.6 Influence of initial slick thickness

The influence of the initial slick thickness on the regression rate, burning rate, flame height and burning efficiency was studied for two alkanes (\( n \)-octane and dodecane) and one crude oil (REBCO) (Table 3.1). Experimental data on the regression rate, flame height and burning efficiency as a function of the initial thickness of Grane crude oil (Brogaard et al., 2014) was also included in the analysis of the results. Slick thicknesses of 2, 5, 10, 20 and 40 mm were used for the crude oil and slick thicknesses of 3 (due to ignitability issues of dodecane), 5, 10, 20 and 40 mm for the alkanes. The boilover tendency during these experiments was also monitored as a function of the slick thickness and the temperatures near the oil-water interface.
3.2 Crude oil herding setup

The experimental herder application procedure was designed to create semi-realistic testing conditions. Experiments were conducted in a small scale laboratory setup (1.0 m² x 0.5 m (water depth) square water basin) and in an outdoor intermediate scale setup (19 m² x 1.0 m (water depth) octagonal water basin) (Fig. 3.3). The water basins were filled with fresh water and artificially made brash ice (ice fragments < 2 m in length (WMO, 2014)) was used to create ice coverages of 3/10, 5/10 and 7/10. In these basins, the herder (Section 3.2.1) was applied in only a single corner to simulate the herding of oil at the edge of a spill towards its center (Fig. 3.4). The boundaries of the water basins should as such be considered as large ice floes, between which the oil could spread. The amount of oil used (200 g/m² of open water surface) was inversely proportional to the ice coverage in order to maintain the same open water surface area-to-oil ratio and achieve a similar spread thickness in each experiment.

![Experimental setup for the small scale (a) and intermediate scale (b) experiments. Small scale experiments were conducted indoor and intermediate scale experiments were conducted outdoor. The “oil” and “herder” labels indicate the location in the basin where these products were applied on the water surface.](image)

**Figure 3.3.** Experimental setup for the small scale (a) and intermediate scale (b) experiments. Small scale experiments were conducted indoor and intermediate scale experiments were conducted outdoor. The “oil” and “herder” labels indicate the location in the basin where these products were applied on the water surface.
In a typical experiment, DUC crude oil (Table 3.1) was poured slowly on the water surface from a corner of the basin and was allowed to spread for 30 min. The herder was then applied in a corner of the basin and after 30 min the herded oil was ignited one slick at a time and allowed to burn until extinction. The burn residues were collected with 3M hydrophobic absorption pads, were then dried overnight in an oven at 50 °C and weighed afterwards to determine the burning efficiency. A digital camera was used to monitor the experiment from above. Images were taken every 10 seconds to measure the surface area and surface distribution of the crude oil.

The experimental conditions of the small scale and intermediate scale experiments are summarized in Table 3.3 and their procedural details are described below. For the small scale experiments (indoors), the artificial brash ice was 3-5 cm thick and made from fresh water. The herder (50 μL/m² water) was applied in the corner opposite of the original spreading location of the oil (see Fig. 3.3a) and ignition of the oil slicks was attempted with a butane hand torch. The basin was thoroughly cleaned with a hot water solution of Alconox detergent powder (10 g/L), before and after each experiment, to remove the herder from the steel walls. Surface tension measurements of the water prior to applying the ice and oil were in the expected range (68-71 mN/m) and confirmed that the herder had been removed successfully. Each of the small scale experiments was conducted twice.
For the intermediate scale experiments (outdoors) the oil was applied in an upwind corner to ensure the oil would spread over the water surface. The wind had a significant influence on the spreading and herding behavior of the oil, which caused some repeatability issues and hence the experiments are shown individually in Table 3.3. Nevertheless, these issues were, after thorough analysis, not seen to alter the main outcome of the study. The recommended operational herder dose of 150 μL/(m² water surface) was used to overcome the effects of the wind (Buist et al., 2016). The herder was applied in the same upwind corner as the oil so that the wind would not inhibit the herding process (see Fig. 3.3b). Local wind speeds were measured on site using a wind speed meter (see Table 3.3). The brash ice in these experiments was made in 80 x 50 x 30 cm³ casts in a -20 °C freezer. Initial ice coverages of 3/10 were prepared, but due to melting of the ice during the preparation of the experiments with ice the actual ice coverages tested were 2/10 and 2.5/10. Ignition of the oil slicks was attempted with either a weed burner or a burner and 3-50 ml ignition gel (8:2:0.1 mixture of diesel, gasoline and G-760 gelling agent) that was poured and ignited on a central location of an oil slick. Surface tension measurements of the water (70-71 mN/m) prior to applying the ice and oil showed that there was no significant herder residue left in the basin in between experiments.

The ignition of a larger volume of free-floating herded oil (15 L) was also tested in the intermediate scale setup. During this experiment, the herder was applied in six doses of 473 μL of herder around the oil slick. After thirty minutes of herding, the oil slicks were adjacent to the basin boundaries and an additional 2100 μL was applied around the oil slicks to force the oil slicks onto the open water surface prior to ignition. The oil slicks were each ignited with approximately 50 ml of ignition gel and a weed burner.

The camera images were analyzed in Photoshop CC 2015 using color sensitive selection tools to select the pre- and post-herding oil slicks on the water surface. These tools were chosen over manual selection of the oil slicks to eliminate subjective bias. Pixel measurements of the oil slicks indicated the number of individual areas and were compared to the pixel area of the water basin to calculate the slick areas in m². Based on the initial oil volume (the weight of the oil divided by the density of the oil) and assuming a uniform thickness distribution, the average slick thickness of the oil could then be calculated (SL Ross, 2007).
### Table 3.3. Experimental matrix of herding crude oil

<table>
<thead>
<tr>
<th>Experimental scale</th>
<th>Water surface area (m²)</th>
<th>Ice coverage</th>
<th>Oil amount (g)</th>
<th>Herder amount (μL)</th>
<th>Ice fragment diameter (cm)</th>
<th>Water temperature (°C)</th>
<th>Wind speed (m/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td>1</td>
<td>No ice</td>
<td>200</td>
<td>50</td>
<td>-</td>
<td>5.4</td>
<td>-</td>
</tr>
<tr>
<td>Small</td>
<td>1</td>
<td>3/10</td>
<td>140</td>
<td>50</td>
<td>10-30</td>
<td>8.2</td>
<td>-</td>
</tr>
<tr>
<td>Small</td>
<td>1</td>
<td>5/10</td>
<td>100</td>
<td>50</td>
<td>10-30</td>
<td>8.1</td>
<td>-</td>
</tr>
<tr>
<td>Small</td>
<td>1</td>
<td>7/10</td>
<td>60</td>
<td>50</td>
<td>10-30</td>
<td>3.3</td>
<td>-</td>
</tr>
<tr>
<td>Intermediate</td>
<td>19</td>
<td>No ice</td>
<td>3780</td>
<td>2835</td>
<td>-</td>
<td>7.4</td>
<td>3-4</td>
</tr>
<tr>
<td>Intermediate</td>
<td>19</td>
<td>No ice</td>
<td>3780</td>
<td>2835</td>
<td>-</td>
<td>8.8</td>
<td>3-4</td>
</tr>
<tr>
<td>Intermediate</td>
<td>19</td>
<td>2.5/10⁹</td>
<td>2646</td>
<td>2835</td>
<td>40-75</td>
<td>6.1</td>
<td>&lt; 2</td>
</tr>
<tr>
<td>Intermediate</td>
<td>19</td>
<td>2/10⁹</td>
<td>2646</td>
<td>2835</td>
<td>40-75</td>
<td>7.2</td>
<td>3-6</td>
</tr>
<tr>
<td>15 L experiment</td>
<td>19</td>
<td>No ice</td>
<td>12795</td>
<td>4935</td>
<td>-</td>
<td>14.3</td>
<td>&lt; 2</td>
</tr>
</tbody>
</table>

*The initial ice coverage was 3/10 but due to melting of the ice the actual tested ice coverage was lower.

b Measured on site.

#### 3.2.1 Chemical herder

The chemical herder that was used in this study is Siltech OP-40 (previously known as Silsurf A004-UP (Lane et al., 2012)), a silicon based herder that consists for > 80 wt% of a trisiloxane polymer surfactant (Eq. (17)) (Siltech, 2012). This herder has been shown to sufficiently thicken crude oils in fresh and salt water for in-situ burning purposes (≥ 2 mm) (SL Ross, 2012). Because the herder performed better in salt water, but was still effective in fresh water, the use of fresh water was considered to be the more conservative option.

![Chemical herder formula](image)

#### 3.3 Cone setup for ignition studies

The ignition time, surface temperature upon ignition, heat release rate and peak of the heat release rate were studied with a cone calorimeter (see Babrauskas (2016a) for more information) for two crude oils (DUC and
Grane) and one heavy refined oil (IFO 180) (Table 3.1). In addition, the boilover tendency and burning efficiency as a function of the incident heat flux were studied in relation to the discussed theories on boilovers (Section 1.5.5) and heat transfer mechanics (Section 2.1.4). Experiments were conducted in a custom-made stainless steel circular sample holder, featuring a hollow bottom for water cooling of the fuel sample, which was placed under a standard radiative conical heater (Fig. 3.5). Initial tests used a solid metal sample holder without heat sinks, leading to a hot surrounding of the burning oil, which resulted in unrepresentative results compared to experimental data obtained in the COFA setup. The oil samples were therefore continuously cooled by water (12 °C) with a flow of 7 L/h to create a heat sink that simulates the heat losses observed during in-situ burning of oil on water (Brzustowski and Twardus, 1982; Buist et al., 1999). The temperature and flow of the water were calibrated so that the burning rate and burning efficiency of DUC would match between the cone setup and the modified COFA setup (Fig. 3.7).

![Figure 3.5. Cross section of the custom-made cone calorimeter setup. All measurements are in mm. See Babrauskas (2016a) for more information about the general cone calorimeter setup.](image)

In a typical experiment, an 8-9 mm oil sample (76-86 ml) in the sample holder was subjected to an incident heat flux of 5, 8, 10, 20, 30, 40 or 50 kW/m² and ignited by a spark igniter. Reference experiments without an incident heat flux and experiments that were non-ignitable ($t_{ig} > 10$ min for a given incident heat flux) were ignited with a butane hand torch. Two thermocouples were used to measure the surface temperature and the temperature of the steel below the oil. Heat release rates were obtained by measuring the oxygen, carbon
dioxide and carbon monoxide concentrations in the exhaust gases (i.e., the oxygen consumption method (Babrauskas, 2016b)). The water inlet and water outlet could be closed by valves, so that the sample holder could be weighed with and without residue to determine the burning efficiency.

The experiments were conducted with three fresh oils (DUC, Grane and IFO 180), weathered DUC with 30 and 40 wt% evaporative losses and weathered DUC with 40% evaporated losses emulsified with a 40 vol% water content (Table 3.4). DUC was evaporated by bubbling air through 4 L samples in open containers for three days (30 wt% losses) and one week (40 wt% losses). The evaporative losses were monitored based on the weight of the oil sample. DUC samples (300-600 ml) with evaporative losses of 40% were mixed with 200-400 ml of fresh water to create the water-in-oil emulsions. Water-oil mixtures were shaken by hand initially (1-2 min) and were then placed on a rotary shaking table (Laboshake 500) for 20 hours at 175 rounds per minute. The resulting emulsions were tested shortly after the 20 hour shaking period and in between experiments shaking of the emulsion was resumed to minimize the separation of water from the emulsion.

![Table 3.4. Physical properties of weathered DUC crude oil](image)

<table>
<thead>
<tr>
<th>Oil</th>
<th>Evaporated losses (wt%)</th>
<th>Water content (vol%)</th>
<th>Density (g/ml)a</th>
<th>Viscosity (cP)a</th>
<th>Flashpoint (°C)b</th>
</tr>
</thead>
<tbody>
<tr>
<td>DUC 30/0</td>
<td>30</td>
<td>0</td>
<td>0.897</td>
<td>44.93</td>
<td>80</td>
</tr>
<tr>
<td>DUC 40/0</td>
<td>40</td>
<td>0</td>
<td>0.900</td>
<td>60.91</td>
<td>102</td>
</tr>
<tr>
<td>DUC 40/40</td>
<td>40</td>
<td>40</td>
<td>0.924</td>
<td>93.20</td>
<td>NA</td>
</tr>
</tbody>
</table>

*a Measured at 25 °C using an Anton Paar SVM 3000 viscometer.

*b Measured using a Pensky-Martens Flash Point Tester: PM 4 (closed cup).

### 3.4 Burning efficiency studies

#### 3.4.1 Burning efficiency as a function of the oil composition

Experiments with three refined oils (gasoline, diesel and IFO 180) and a heavy crude oil (Grane) (Table 3.1) were conducted in the COFA setup (Fig. 3.1) and burning rate setup (Fig. 3.2) to study the burning efficiency as a function of the oil composition. These experiments complemented the results of the alkanes, alkane mixture and light crude oils (Sections 3.1.4 and 3.1.6) to result in a broad range of crude and refined oil types tested in
the same experimental setups. The burning efficiency of gasoline and diesel was tested for an initial slick thickness of 10 mm in the COFA setup. Burning efficiency of IFO 180 and Grane were tested for an initial slick thickness of 5 mm in the COFA setup and burning rate setup, and samples of the residues were taken for viscosity and density measurements. The experimental procedures for these experiments conducted in the COFA setup and burning rate setup are described in Section 3.1 and in Section 3.1.1, respectively.

3.4.2 Burning efficiency as a function of the pool diameter

The burning efficiency was studied as a function of the pool diameter of crude oil in ice cavities to test the size dependency of the burning efficiency for alternative in-situ burning conditions. ANS crude oil (Table 3.1), with an initial slick thickness of 10 mm, was burned in ice cavities with diameters of 0.1, 0.25 and 1.1 m (small, medium and large cavity sizes, respectively) (Fig. 3.6). The influence of the ice cavity conditions (ullage height, initial slick thickness and an initial water layer) on the burning efficiency was studied in the small ice cavities for n-octane (reference fuel) and ANS. The small ice cavities were made by drilling a hole with a 0.1 m diameter in a conical shaped ice block with an upper diameter of 26 cm and a height of 13.5-21.5 cm. The medium ice cavities were made by cutting a hole with a 0.25 m diameter and a depth of 0.1 m into ice blocks of 0.25 x 0.50 x 0.50 m$^3$. The large ice cavities were made by fusing six ice blocks of 0.25 x 0.50 x 1.0 m$^3$ together with a combination of water, snow and dry ice to form a 1.0 x 1.0 m$^2$ ice cavity. A water layer of 3 cm was added inside the ice cavity to prevent oil from spreading underneath the ice blocks. The experimental conditions for the three different experimental cavity sizes are summarized in Table 3.5.
Figure 3.6. Schematics of the small (a), medium (b) and large (c) ice cavity setups. Higher ice blocks (a2) were used in the small ice cavity experiments to test deep ullages (100 mm) and initial water layers. Schematics of the medium and large ice cavities show a top view (b1 and c1) and cross sectional view (b2 and c2). All measurements are in mm.

Table 3.5. Experimental matrix of burning oil in ice cavities

<table>
<thead>
<tr>
<th>Fuel</th>
<th>Cavity diameter (m)</th>
<th>Initial slick thickness (mm)</th>
<th>Oil amount (g)</th>
<th>Ullage height (mm)</th>
<th>Water layer thickness (mm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-Octane</td>
<td>0.1</td>
<td>5-20</td>
<td>25-100</td>
<td>15-60</td>
<td>0</td>
</tr>
<tr>
<td>ANS</td>
<td>0.1</td>
<td>5</td>
<td>30.5</td>
<td>12.5-100</td>
<td>0</td>
</tr>
<tr>
<td>ANS</td>
<td>0.1</td>
<td>10</td>
<td>61</td>
<td>25-100</td>
<td>0-7</td>
</tr>
<tr>
<td>ANS</td>
<td>0.1</td>
<td>20</td>
<td>122</td>
<td>50-75</td>
<td>0</td>
</tr>
<tr>
<td>ANS</td>
<td>0.25</td>
<td>10</td>
<td>423</td>
<td>90</td>
<td>0</td>
</tr>
<tr>
<td>ANS</td>
<td>1.1</td>
<td>10</td>
<td>9800</td>
<td>210</td>
<td>3</td>
</tr>
</tbody>
</table>
All experiments followed a similar procedure. After the oil was poured into the ice cavity, the oil was ignited with a small hand torch \((D = 0.1 \text{ m})\) or a weed burner \((D = 0.25 \text{ m and } D = 1.1 \text{ m})\) and burned until the fire naturally extinguished. A thermocouple array in the centerline of the oil slick was used to monitor the temperatures inside the oil slick and the vertical position of the oil layer. The vertical oil layer position was influenced by a combination of water from the melting ice flowing below the oil and regression of the oil surface. The ice blocks with a cavity of \(D = 0.1 \text{ m}\) were positioned on a load scale during the experiment to determine the burning efficiency. For the experiments with cavity sizes of \(D = 0.25 \text{ m}\) and \(D = 1.1 \text{ m}\), the residue was collected with 3M hydrophobic absorption pads and weighed to determine the burning efficiency. An analysis of the influence of the burning oil on the (lateral) ice cavity was beyond the scope of this study and is therefore not included in this thesis. For more information on this topic and additional experimental data see Farmahini Farahani et al. (2015a), Farmahini Farahani et al. (2015b) and Shi et al. (2016).

### 3.5 Chemical composition of in-situ burning byproducts

For the study on the compositional changes of the smoke plume, the residue and the oil fraction in the water as a function of time, the COFA was modified to better represent the conditions of large scale operations at sea. At the time of writing this thesis, it had not yet been possible to conduct experimental work in the full modified COFA setup. Because the design of the setup was finished and is used for discussions in this thesis, the setup is still described here in detail. The current design of the experimental setup was based on experimental results from the vaporization order study (Section 4.2), the cone setup study (Section 4.7.3) and initial experiments with a first prototype of the setup (Section 4.8.1). The methodologies for the initial experiments conducted in this prototype used to provide input for and to evaluate the new experimental setup are described in Sections 3.5.1 and 3.5.2.

In the modified COFA setup (Fig. 3.7), the oil is contained in a relatively low Pyrex glass cylinder (height of 50 mm, \(D = 164 \text{ mm}\)). This low cylinder allows for the water under the oil to be continuously refreshed by a mild water current in the basin. The water current was created with a small propeller in order to avoid boilover occurrence. The thermocouple array consisted of three thermocouples all placed at the surface to increase the accuracy of the surface temperature measurements. In order to increase the burning efficiency in these small scale experiments, four short wave infrared (IR) heaters (1.9 kW) that could provide an external heat flux of 5-
50 kW/m² to the oil surface were placed around the Pyrex glass cylinder. This additional heat flux simulated the relatively higher heat feedback to the fuel surface in large scale experiments, caused by the higher burning rate per unit area (Fig. 2.1), compared to small scale experiments. An increase in the maximum burning efficiency allows for studying the vaporization order and byproduct compositions of a larger fraction of the oil and thus yield more representative results compared to large scale operations. The influence of an increased heat flux to the oil surface on the burning efficiency was confirmed in the ignition experiments in the cone setup (Section 3.3) and the results (Section 4.7.3) were used to evaluate the modified COFA setup.

A gas trapping system was installed to sample the soot and combustion gases in the smoke plume. An air sampling pump (AirCheck 2000) pumped soot and combustion gases that entered the smoke inlet with 50 ml/min through a soot filter and thermal desorption (TD) tubes packed with a sorbent material. The thermal desorption tubes (prepacked and conditioned by Gerstel) were packed with a weak (Carbopack C, 5 mm), medium (Carbopack B, 5 mm) and strong (Carbosieve S-III, 5 mm) sorbent to be able to trap a wide range of components from the combustion gases (Woolfenden, 2010). Valves placed in front of the TD tubes were used to regulate the sampling moment and duration of each tube. The TD tubes were heated with an electrical heating tape to 70 °C to minimize the adsorption of water on the sorbent materials. Soot samples were collected from the filter and analyzed by gas chromatography. The analytes on the TD tubes were thermally
extracted and transferred onto a GC column for analysis by GC-MS. After the analyte extraction, the sorbent materials in the TD tubes were conditioned for 30 minutes at 300 °C prior to reuse in subsequent experiments.

### 3.5.1 Smoke composition test

To test the sampling of combustion gases from the smoke plume, a burning experiment was conducted with DUC (5 mm initial slick thickness) (Table 3.1) in a prototype of the modified COFA setup. This prototype did not contain the infrared heaters or the heating tape around the thermal desorption tubes but was otherwise identical to the setup as described above. In addition to analysis of the smoke composition, the experiment was also used to assess the boilover tendency of oil burning on water with a subsurface current compared to oil burning on still water. The thermal desorption tubes were opened one at a time for 30 s after burning times of 1) 0:30 min (flow of 50 ml/min), 2) 1:20 min (flow of 76 ml/min), 3) 2:00 min (flow of 25 ml/min), 4) 3:30 min (flow of 50 ml/min) and 5) 4:15 (flow of 78 ml/min). After the fire extinguished naturally (7:59 min), the residue was collected with 3M hydrophobic absorption pads and weighed to determine the burning efficiency following the common procedure described in Section 3.1.

The components adsorbed on the thermal desorption tubes were analyzed by GC-MS on an Agilent 5975C inert XL MSD with a Gerstel Thermal Desorption Unit. The thermal desorption tubes were heated to 70 °C and held for 3 min, ramped with 720 °C/min to 300 °C and held for 1 min to inject desorbed sample into the cold trap (50:10 split). The cold trap was heated from -150 °C at a rate of 12 °C/s to 300 °C and held for 5 min to load the sample onto the gas chromatograph column (15:10 split). The gas chromatograph was equipped with a 60 m HP-5 capillary column with 0.25 mm inner diameter and 0.25 µm film thickness. Helium was used as carrier gas with a flow rate of 1.1 ml/min. The initial oven temperature (30 °C) was held for 2 minutes, ramped with 15 °C/min to 320 °C and held for 10 min, resulting in a total analysis time of 31.3 minutes. The temperature for the transfer line was 315 °C, for the ion source 230 °C and for the quadrupole 150 °C. Ions were scanned in the total ionization mode (range of 10-330 m/z).

### 3.5.2 Residue and water fraction composition tests

To test the water sampling and residue composition compared to experiments in the COFA as a function of the burning efficiency, a series of burning experiments with DUC (Table 3.1) was conducted in the prototype of the
modified COFA setup as described in Section 3.5.1. Five burning experiments with DUC (5 mm initial slick thickness) were manually extinguished at time intervals that corresponded to 10% burning efficiency intervals (so at 10%, 20%, 30%, 40% and 50% burning efficiency). The correlation between the burning efficiency and burning time was based on the mass loss curve for DUC with a 5 mm initial slick thickness obtained in the burning rate setup (Section 3.1.1). After each experiment, two samples of the residue were taken for density and viscosity measurements and analysis by gas chromatography. A 5 ml water sample was also collected near the water surface for analysis by gas chromatography. This sampling location was chosen deliberately to test whether the current in the water properly mixes the water body in the experimental setup because no oil concentration was expected at this location from diffusion alone. The residue was then collected with 3M hydrophobic absorption pads and weighed to determine the actual burning efficiency. The water body was refreshed between the experiments.

Samples of the residues, fresh DUC and the water fractions were prepared for gas chromatography by extraction of 0.1 g oil or 5 ml water using 20 ml n-hexane with 0.4 g MgSO₄·7 H₂O (anhydrous) for 2 hours. The n-hexane contained 2 mg/l n-tetracontane (C₄₀H₈₂) and 1 mg/l n-decane (C₁₀H₂₂) as GC retention time markers. Anhydrous Na₂SO₄ was added to the extract prior to solid phase extraction clean-up. For this, 12 ml, 2 g Florisil cartridges (LC-Florisil, Supelco), with 2 g Na₂SO₄ on top of the Florisil, were equilibrated using 10 ml n-hexane before passing the extract through. The flow-through was collected and evaporated under a gentle stream of nitrogen until approximately 1 ml was left and the exact volume was then determined gravimetrically. The extracts were analyzed using an Agilent 6980 gas chromatograph with flame ionization detector. The gas chromatograph was equipped with a 30 m DB-1HT capillary column with 0.25 mm inner diameter and 0.1 µm film thickness. Helium was used as carrier gas with a flow rate of 1 ml/min. Samples of 1 µl sample were injected in splitless mode (inlet at 280 °C). The initial oven temperature (35 °C) was held for 3 minutes, ramped with 20 °C/min to 350 °C and held for 5 minutes, resulting in a total analysis time of 23.8 minutes.
4 Results and Discussion

Section 4.1 presents some observational results of a typical experiment in the COFA setup and a visual impression of these experiments to aid with the interpretation of the results presented in subsequent sections. The next three sections, Sections 4.2 (vaporization order), 4.3 (initial slick thickness) and 4.4 (crude oil herding in ice-infested water), are largely based on the published papers number 3, 1 and 4, respectively (listed on page iii). The results presented in Section 4.5 (ignition) have not yet been developed into a full paper and some of the data analyses may need further experimental work to completely close the discussion of the results. Sections 4.6 (boilover) and 4.7 (burning efficiency) present a compilation of results obtained from the three published papers on these topics and additional experimental results to support the discussions. Finally, Section 4.8 presents the initial results that were used to evaluate the potential of the newly designed experimental setup for the study of the chemical composition of the in-situ burning byproducts.

4.1 Observational results

Figure 4.1 shows a visual overview of a typical experiment in the COFA setup featuring DUC crude oil with an initial slick thickness of 10 mm. Due to the density difference between the tested oils and water, the oil surface level in the Pyrex glass cylinder was a few millimeters higher than the water surface level outside the cylinder. The light crude oils, n-octane and gasoline contained a high amount of volatiles and were easily ignited with a lighter or butane hand torch. The heavy crude and refined oils, dodecane, hexadecane and diesel could only be ignited by the butane hand torch, after heating up the oil for 1-2 min before eventually resulting in a self-sustaining fire.

Once ignited, all oils followed the same burning phases. The fire would first propagate over the full oil surface, during which pulsating flames close to the fuel surface were observed (Fig. 4.1c), which indicated that the fire was in a growing phase. The fire then reached its fully developed stage and bright yellow-orange flames were established (Fig. 4.1d). Depending on the fuel type and initial slick thickness (see Sections 4.3 and 4.6), the fire would extinguish either after the flames had become small and intermittent or after occurrence of a boilover. The boilovers would start with single explosions that increased the flame diameter and ejected oil droplets outside of the Pyrex glass cylinder (Fig. 4.1e). The frequency and intensity of these explosions would increase until a full boilover phase was reached of several seconds of continuous violent burning, which then abruptly
ended and extinguished the fire (Fig. 4.1f). The remaining residue, independent of boilover occurrence, was always observed to be more viscous than the starting oil (Fig. 4.1g). Sinking of the residues was not observed during any of the experiments conducted during this study, so the residues could therefore easily be collected from the water surface with a 3M absorption pad (Fig. 4.1h). As such, all the burning efficiencies reported in this thesis are considered to be accurate measurements of the true burning efficiency.

Figure 4.1. Snapshots of a typical experiment in the COFA setup featuring DUC with an initial slick thickness of 10 mm. Overview of the Pyrex glass cylinder in the water basin (a), the thermocouple is adjusted to match the oil surface level (b), growing fire after ignition (c), fully developed fire (d), initiating of boilover (e), full boilover explosion (f), residue after in-situ burning (g) and collection of the residue with a 3M absorption pad (h).

4.2 Vaporization order

The results presented in this section were obtained with the COFA setup (Section 3.1) and the burning rate setup (Section 3.1.1), according to the methodologies described in Section 3.1.4 and 3.1.5.


**4.2.1 Modeling of burning parameters**

Model predictions of the burning parameters for crude oil were carried out by combining the vaporization order of the multicomponent fuel combustion models (Section 2.4) with the general properties of hydrocarbons (Section 2.2) and fire dynamics of pool fires (Section 2.1). Because the models provide a clear description of the molecular composition of the evaporating gases from the fuel, Eq. (4) and (5) can be used to predict the surface temperature, burning rate and flame height of a fresh crude oil burning on water. Although some of the models lack the numerical details that would allow for quantitative modeling, the qualitative descriptions are sufficient to draft up trends, as visualized in Fig. 4.2. Combining these trends with the measured residue composition provides sufficient detail to distinguish between the four models for a given fuel, as discussed below and shown in Table 2.3. The data presented in Fig. 4.2 do not represent actual values but only show the relative differences among the four models. The data were normalized for the model with the highest expected values for the surface temperature, burning rate and flame height (y-axis) and the burning time from ignition to extinction of the flame (x-axis).

![Figure 4.2](image)

**Figure 4.2.** Crude oil combustion model predictions of the surface temperature (left) and the burning rate and the flame height (right). Due to the similarities between the trends for the burning rate and the flame height predicted by the models, these parameters are both represented by the same plot.

In the EFV and Imperfect EFV models the vaporization has a constant rate and composition and thus the crude oil essentially burns as if it consists of only a single component. This behavior results in constant values for the
surface temperature, burning rate and flame height after the initial growing phase of the fire (Fig. 4.2). These constant values of the burning parameters represent the average of the respective values of all the evaporating components. For the EFV model, this average lies in the range of the middle hydrocarbon fraction ($T_b$ of 204-538 °C (Buist et al., 1997)), whereas the average for the Imperfect EFV model should lie closer to the light hydrocarbon fraction ($T_b \leq 204$ °C (Buist et al., 1997)). As a result, the surface temperature will be lower and the burning rate and flame height will be higher for the Imperfect EFV model compared to the EFV model, as seen in Fig. 4.2. Once the lighter components have been burned off the fuel in the Imperfect EFV model, the fire will either extinguish or the combustion will shift to the heavier fractions (depicted in Fig. 4.2).

The vaporization order of decreasing volatility for the Batch Distillation and DLV models implies that the combustible gases evaporating from the fuel have an increasing molecular weight as a function of time. Thus, these models feature an increasing surface temperature and decreasing burning rate and flame height (Fig. 4.2). Combustion in the Batch Distillation model starts with the single most volatile component and the evaporating gases shift abruptly from one component to the other. In the DLV model, the combustion gases start with a mixture of volatile components and the composition changes gradually as components are removed and introduced to the mixture one at a time. Thus, the initial surface temperature is lower and the initial burning rate and flame height are higher in the Batch Distillation model than in the DLV model (Fig. 4.2) and the Batch Distillation model features a steeper slope for these parameters. Still, the most important aspect of these models is that they in principal do not reach a steady state burning phase because the gases in the combustion zone constantly change composition. This feature is the main distinction between the volatility order models and the EFV type models.

In order to distinguish between the two EFV type models or between the two volatility order models, the residue composition can be used. The residue composition can be predicted by expressing it as a function of the vaporization order and the burning time. For a uniform vaporization order (EFV model) the chemical composition of the crude oil does not change during the burning. Thus, the residue composition is independent of time and is the same as the starting composition. For a near-uniform vaporization order (Imperfect EFV model) the components with a relative vaporization rate higher than their relative concentration will have a reduced concentration in the residue compared to the fresh crude oil. The burning time determines the concentration of these components in the residue, up to the point when they are completely removed. Thus, an unchanged or reduced concentration of the lighter components in the residue can be used as the characterizing distinction between the EFV model and the Imperfect EFV model.
For a vaporization order of decreasing volatility (Batch Distillation and DLV model), the burning time determines up to which point in the volatility order the individual components participate in the burning. Because lighter components are generally more volatile, the unburned components mainly consist of heavier hydrocarbons. The components are removed one at a time from the burning oil for the Batch Distillation model and as such the residue composition features an abrupt change between removed and present components. The removal of components from the burning oil goes more gradually for the DLV model, resulting in a concentration gradient for the partially burned components between the fully removed and unburned components in the residue. Depending on the burning time, the abrupt switch and gradient move more towards the heavier components. The difference between an abrupt concentration change and a concentration gradient in the burning residue is the characterizing distinction between the Batch Distillation model and the DLV model.

4.2.2 Experimental results

The experimental results for surface temperature for the alkanes, alkane mixture and crude oils are shown in Fig. 4.3. The data are up to the point where the surface thermocouple was no longer attached to the surface due to thinning of the slick as the burning progressed. Disconnection of a thermocouple from the fuel surface was clearly visible in the temperature data from a sudden spike in the measured temperature, indicating a transition from measuring liquid to gas temperatures. Overall, the surface temperature measurements showed good repeatability (error bars < 10% from the average temperature) for both the pure and multicomponent fuels (Fig. 4.3).

For the alkanes the surface temperatures are close to their respective boiling points, which provide a measure of validity to the method used to collect the surface temperature data. Hexadecane proved difficult to ignite as it suffered from significant heat losses to the water, which is reflected in the scattered surface temperature data and high starting temperature. The surface temperature clearly increased over time for the crude oils. This result indicates that these multicomponent fuels followed a volatility controlled vaporization order. In addition, the increasing surface temperatures of these fuels are in clear contrast with the constant trends of the alkanes, which provided a representation of an EFV type vaporization order. For the alkane mixture, the surface temperature shows an initial increase up to the point where it reaches the boiling point of hexadecane. After this point, at about 190 s (t = 0.55 in Fig. 4.3), the burning seemed to reach an equilibrium state dominated by
hexadecane. Because the total burning duration for the 15 mm alkane mixture was about 1130 seconds, it is unlikely that the mixture was depleted of n-octane and dodecane after 190 s. Thus, the vaporization of the alkane mixture is closer to an EFV type model than to a volatility controlled model.

Figure 4.3. Experimental data of the surface temperature for the alkanes, alkane mixture and crude oils.

Experimental results for the burning rate and the flame height of the alkanes, alkane mixture and crude oils are shown in Fig. 4.4. The burning rate data was corrected to only show the oil burning rate by deducing the water loss rate from the total burning rate, assuming a constant rate for the water evaporation. The mass balance between the residue weight and total weight lost showed that between 60-250 g of water evaporated, depending on the burning time and thus the fuel layer thickness. The hexadecane (20 mm) burned for 27 minutes, the alkane mixture (30 mm) and n-alkane (40 mm) for about 35 minutes and the dodecane (40 mm), DUC (40 mm) and REBCO (40 mm) burned for 50-60 minutes. Data points represent an averaged value over approximately 2% (30-60 seconds) and 3% (45-90 seconds) of the burning time for the flame height and the burning rate, respectively. A visual impression of the experimental flame height data of a 40 mm REBCO experiment is shown in Fig. 4.5.
For each fuel, the same trends are observed between its burning rate and flame height in Fig. 4.4, as expected. Again, the alkane results provide a reasonable representation of an EFV type vaporization. Near-constant values were observed for the alkanes with some minor declines after approximately half of the burning duration. This decrease in burning rate and flame height is likely caused by increasing heat losses to the water as the oil layer thickness decreases during the burning. For dodecane, however, a minor increase in the burning rate was observed. Because its flame height shows the same declining trend as \( n \)-octane and hexadecane, this increasing burning rate was contributed to an increasing evaporation rate of the surrounding water as the
burning progressed. While this implies that a constant water loss rate is incorrect, no better alternative was found to correct the oil burning rate. Because it was found that the exact function of the water loss rate did not significantly alter the burning rate results (see Section 4.3.2), this phenomenon was not further investigated.

The alkane data also clearly shows that hydrocarbons with a higher molecular weight resulted in a lower burning rate and flame height, thus verifying some of the theories used for the model predictions in Section 4.2.1.

The crude oil data differed significantly from the alkane data. The crude oils initially show similar values for the burning rate and the flame height as \( n \)-octane, after which they rapidly decreased to values below those of hexadecane. These decreasing trends match well with the volatility order model predictions and combined with the surface temperature data clearly indicate that the crude oils had a vaporization order of decreasing volatility.

The alkane mixture again showed values close to dodecane and hexadecane, indicating that the evaporating gases consisted of a mixture of all the components. As the combustion became dominated by hexadecane after approximately 70% of the burning time, it seems that the lightest components, \( n \)-octane, had been mostly depleted at this time. This suggests that the mixture followed a near-uniform vaporization order. Although the flame height shows a decreasing trend, this could be explained by heat losses to the water layer and depletion of \( n \)-octane rather than a volatility controlled vaporization order.

GC chromatograms of fresh REBCO crude oil, a typical REBCO residue and a typical alkane mixture residue are shown in Fig. 4.6. The shown crude oil chromatograms are representative for both fresh crude oils and their burn residues. Estimates of the residue thicknesses and obtained burning efficiencies are shown in Table 4.1. The crude oil data clearly shows that fresh REBCO consisted of a large amount of light and medium weight hydrocarbons that were almost completely absent in the residue. This type of residue composition matches well with what would be expected of a volatility controlled vaporization order. The components in the range between \( C_{14}-C_{31} \) in the residue were only partially removed. These components were still present in the residue but their concentration ratios to the \( C_{31} \) concentration had decreased compared to the fresh crude oil. The resulting concentration gradient clearly indicates that, of the two volatility controlled vaporization models, the \textit{diffusion-limited vaporization} model best matches the pool burning of a crude oil. The alkane mixture residue consisted mainly of hexadecane (99.6%) with only a trace amount of dodecane (0.4%) and contained no \( n \)-octane. Both \( n \)-octane and dodecane were clearly evaporated preferentially over hexadecane, yet were
present up to at least half of the burning duration, as suggested by the other results (Fig. 4.3 and Fig. 4.4). These results indicate that the alkane mixture had a near-uniform vaporization order and that the Imperfect EFV model best matches the pool burning of an alkane mixture.

![Gas chromatograms of Fresh REBCO and a typical REBCO residue (left) and a typical alkane mixture residue (right).](image)

**Figure 4.6.** Gas chromatograms of Fresh REBCO and a typical REBCO residue (left) and a typical alkane mixture residue (right).

<table>
<thead>
<tr>
<th>Oil type</th>
<th>Thickness (mm)</th>
<th>Initial</th>
<th>Final</th>
<th>Efficiency (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-Octane</td>
<td>10/40</td>
<td>0.1/0.05</td>
<td>99/99</td>
<td></td>
</tr>
<tr>
<td>Dodecane</td>
<td>10/40</td>
<td>0.2/0.9</td>
<td>94/97</td>
<td></td>
</tr>
<tr>
<td>Hexadecane</td>
<td>20</td>
<td>0.4</td>
<td>87</td>
<td></td>
</tr>
<tr>
<td>Alkane mixture</td>
<td>15/30</td>
<td>2.1/1.0</td>
<td>77/92</td>
<td></td>
</tr>
<tr>
<td>DUC</td>
<td>10/40</td>
<td>1.5/5.7</td>
<td>60/79</td>
<td></td>
</tr>
<tr>
<td>REBCO</td>
<td>10/40</td>
<td>1.6/7.9</td>
<td>52/75</td>
<td></td>
</tr>
</tbody>
</table>

*Based on the residue mass inside the cylinder and the initial density.

**Table 4.1.** Burning efficiencies for the tested oils
However, experimental work on multicomponent and crude oil droplet combustion has shown somewhat different results for the vaporization controlling mechanisms. Ikegami et al. (2003) showed that the combustion of crude oil droplets followed a distillation-like vaporization mechanism, even though the theoretical Peclet number indicated that the vaporization was diffusion-limited. This discrepancy was contributed to the “violent inter-circulation of fuel” caused by droplet swellings and contractions and gas generation and nucleation inside the droplet. Such processes are not expected to have a significant effect on the circulation within pool fires, so that the Peclet number would be determining the vaporization mechanism. Therefore, the vaporization mechanism for crude oil pool fires on water would indeed be diffusion-limited, as indicated by the data.

According to experiments on multicomponent droplets of two and three components, these types of fuels have a mixture of a distillation-like and diffusion-limited vaporization mechanism (Wang et al., 1984; Randolph et al., 1988). In these experiments, the droplets went through several steady state burning phases, each during which a new component was added to the vaporization. Although the lightest component evaporated preferentially at the start of the burning, it was still present at the last stages of the burning. When comparing these results to the performed pool fire experiments that have much longer burning times, it is not surprising that such a vaporization mechanism can be approximated with a near-uniform vaporization order. The narrow range of components in the alkane mixture would quickly lead to a steady state in which all components evaporate simultaneously. Such a steady state would remain until the lightest component(s) are depleted from the fuel near the end of the combustion. Thus, even though the alkane mixture might have a volatility controlled vaporization order, a near-uniform vaporization order is a representative approximation for pool fires, as shown by the experimental results. This approximate near-uniform vaporization order may also apply to other fuels with a narrow range of hydrocarbons such as refined fuels (gasoline or diesel). However, multicomponent fuels with a very wide range of components were shown to have significantly different behavior during the burning. The crude oils had a much more prominent volatility controlled vaporization order and can therefore not be represented by multicomponent fuels with only a narrow range of components.

4.2.3 Residue composition as a function of the burning time
The DUC residues from the experiments that were extinguished at fixed burning times had burning efficiencies of 15% (after 1:24 min), 32% (after 3:46 min) and 39% (naturally extinguished after 5:41 min). The chemical
analysis of the n-alkane composition in these residue samples and fresh DUC was based on the 85 m/z (C\textsubscript{6}H\textsubscript{13} fragment) ion chromatogram. This ion is observed in all n-alkanes with \( n \geq 6 \) in \( C_nH_{2n+2} \) and the n-alkanes are very abundant in this ion chromatogram, as shown in the 85 m/z ion chromatogram for fresh DUC (Fig. 4.7). Almost all of the major peaks in this ion chromatogram correspond to the n-alkanes ranging from \( C_8 \) to \( C_{31} \), of which some are annotated in the chromatogram. The 85 m/z ion is therefore a very suitable ion to follow the compositional changes in crude oil as a function of the burning efficiency.

The principal component analysis of the 85 m/z ion for fresh DUC and the burned DUC residues is shown in Fig. 4.8. Figure 4.8a is the loading plot, which shows the average relative concentration of hydrocarbons among all four samples and the loadings of the principal component (i.e. the alkane composition) relative to the average. The intensity of the loadings of the principal component indicates to what degree the individual samples differed from the shown average. A high intensity of the principal component loading for a specific hydrocarbon means that there was a large variation in the concentration of this hydrocarbon among the samples (e.g. \( C_{12}H_{26} \)). A low intensity of the principal component loading for a specific hydrocarbon means that the relative concentration of this hydrocarbon was similar to the shown average in all samples.

Figure 4.7. Ion chromatogram for 85 m/z of fresh DUC. The majority of the major peaks represent the n-alkanes, of which several are annotated.
Figure 4.8. Principal component analysis of 85 m/z ion in fresh DUC and burned DUC residues. The loading plot (a) shows the average ion chromatogram of all samples and the loadings of the principal component (alkane composition). The score plot (b) shows the score of the each sample for the principal component loadings. Positive scores indicate changes relative to the average according to the principal component loadings. Negative scores indicate changes relative to the average opposite of the principal component loadings. The higher the score (from zero), the larger the difference of the chemical composition was from the average. The percentage on the y-axis shows that 96% of the variance in the chemical composition between the samples was explained by the shown principal component loadings.

Figure 4.8b is the score plot, which shows the loadings score of the principal component for each sample. A high positive score indicates a large change of the chemical composition of the sample, in the direction of the shown principal component loadings, compared to the average. A negative score indicates that the chemical composition of the sample changed in the opposite direction of the shown principal component loadings compared to the average. Low scores (i.e. close to zero) indicate that the alkane concentrations only changed little in the (opposite) direction of the principal component loadings compared to the average. For example, fresh DUC has a high positive score, so it contained relatively more of the hydrocarbons between C₉-C₁₇ and relatively less of the hydrocarbons between C₁₈-C₃₁, compared to the average chromatogram. This difference can be visually confirmed by comparing the ion chromatogram for 85 m/z of fresh DUC in Fig. 4.7 to the average chromatogram in Fig. 4.8.
The principal component analysis in Fig. 4.8 clearly shows that the relative concentrations of the light hydrocarbons decrease and of the heavy hydrocarbons increase with increasing burning efficiency. These results confirm that the components in crude oil are burned in order of decreasing volatility and thus provide quantitative proof that the proposed vaporization order for crude oils is correct. The chemical composition of the oil changed most between a burning efficiency of 15% and 32%, which is also reflected in the viscosity increase between these samples (Table 4.2). A detailed chemical analysis of the components that were the main contributors to these changes was beyond the scope of this thesis.

<table>
<thead>
<tr>
<th>Burning efficiency (%)</th>
<th>Burning time (min)</th>
<th>Density (g/ml)</th>
<th>Viscosity (cP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fresh</td>
<td>0:00</td>
<td>0.853</td>
<td>6.750</td>
</tr>
<tr>
<td>15</td>
<td>1:24</td>
<td>0.884</td>
<td>22.06</td>
</tr>
<tr>
<td>32</td>
<td>3:46</td>
<td>0.915</td>
<td>202.7</td>
</tr>
<tr>
<td>39</td>
<td>5:41</td>
<td>0.935</td>
<td>716.7</td>
</tr>
</tbody>
</table>

*Measured at 25 °C using an Anton Paar SVM 3000 viscometer.

The principal component analysis of a selection of ion chromatograms with different m/z values for fresh DUC and burned DUC residues is shown in Fig. 4.9. The selected ion chromatograms contain several PAHs that are commonly used as biomarkers for crude oils (Christensen et al., 2010; Gallotta and Christensen, 2012). These PAHs consist of methylated pyrenes (m/z of 216), benzo(a)anthracene, triphenylene and chrysene (m/z of 228), methylated chrysenes (m/z of 242), 5-ringed PAHs (m/z of 252) and indeno[1,2,3-c,d]pyrene and benzo[g,h,i]perylene (m/z 276). Of these PAHs, the ones that contain m/z ions 228, 252 and 276, are pyrogenic components, which means that these PAHs are formed during combustion. The PAHs that contain m/z ions 216 and 242 are petrogenic components, which means that these PAHs are typically found in fresh crude oils (Gallotta and Christensen, 2012). In theory, these PAH biomarkers should thus be able to be used to follow the burning efficiency of the DUC samples.
Figure 4.9. Principal component analysis of five ion chromatograms for fresh DUC and burned DUC residues. The ion chromatograms are separated in the loading plot (a) by the dashed lines and the corresponding m/z value of each ion is annotated in the plot. The loading plot (a) shows the average ion chromatograms of all samples and the loadings of the principal component (PAH composition). The score plot (b) shows the score of each sample for the principal component loadings. Positive scores indicate changes relative to the average according to the principal component loadings. Negative scores indicate changes relative to the average opposite of the principal component loadings. The higher the score (from zero), the larger the difference of the chemical composition was from the average. The percentage on the y-axis shows that 93% of the variance in the chemical composition between the samples was explained by the shown principal component loadings.

The results of the principal component analysis in Fig. 4.9 indeed show that the pyrogenic PAHs increase in relative concentration with increasing burning efficiency. The petrogenic PAHs present in the fresh crude oil react on the other hand are removed with increasing burning efficiency. These results give a measure of the accuracy with which the byproducts of in-situ burning of crude oils on water can be analyzed as a function of the burning time and burning efficiency. In addition, these results validate the results from the 85 m/z ion principal component analysis because the burning efficiencies of the residue samples are correctly reflected in their respective chemical compositions. As such, the results of the principal component analyses provide strong, quantitative evidence that the vaporization order of crude oil is volatility controlled.
4.2.4 Influence on heat transfer mechanics and burning efficiency

With the best vaporization model established for crude oil, the significance of this vaporization order for the burning efficiency was assessed by analyzing its influence on the heat transfer mechanics (Section 2.1.4). The main equations that were specifically derived for pool fires on water and that are relevant to the current discussion are repeated here for convenience purposes (Eq. (7) and (12)):

\[
\dot{Q}_{\text{evap}} = \dot{Q}_{\text{net}} - \dot{Q}_{\text{grad}} - \dot{Q}_{\text{loss}}
\]

\[
\chi_s = \frac{\dot{Q}_{\text{net}}}{\dot{Q}} = \frac{\dot{m} \cdot \Delta H_g + \dot{Q}_{\text{loss}}}{\dot{m} \cdot \Delta H_c} = \frac{\Delta H_g}{\dot{m} \cdot \Delta H_c} + \frac{\dot{Q}_{\text{loss}}}{\dot{m} \cdot \Delta H_c} = \frac{\dot{Q}_{\text{net}}}{\dot{m} \cdot \Delta H_c} + \frac{\dot{Q}_{\text{loss}}}{\dot{m} \cdot \Delta H_c}
\]

For the alkane fuels, the experimental results (Section 4.2.2) show that a semi-steady state is reached shortly after ignition. For such a state, \(\dot{Q}_{\text{net}}\) can be assumed to be constant because the burning rate is constant (Eq. (4)). Over time the temperature gradient in the fuel layer, and therefore \(\dot{Q}_{\text{grad}}\), also typically remained constant for a long duration of the burning (Fig. 4.10). Only \(\dot{Q}_{\text{loss}}\), which is a function of the temperature difference between the fuel layer and water layer, will increase over time as the slick thickness is reduced and the hot fuel surface starts to approach the water layer. As \(\dot{Q}_{\text{loss}}\) increases, \(\dot{Q}_{\text{evap}}\) decreases up to the point where it becomes too low to maintain an evaporation rate that can sustain the fire. At this ‘critical point’ the fire is extinguished and a residue is left on the water. Because larger hydrocarbons generally show lower flame heights and higher surface temperatures (Fig. 4.3 and Fig. 4.4), it is likely that their \(\dot{Q}_{\text{net}}\) is lower and \(\dot{Q}_{\text{grad}}\) and \(\dot{Q}_{\text{loss}}\) are higher. The critical point can therefore be expected to be reached relatively faster, which is reflected in the lower burning efficiencies and higher residue thicknesses in Table 4.1 for dodecane and hexadecane. For thicker slicks, it takes longer for the hot surface to approach the water layer and the increase in \(\dot{Q}_{\text{loss}}\) is slower. Thus, relatively more fuel can be burned before the critical point is reached and therefore the burning efficiencies are higher for the thicker initial slicks.
Figure 4.10. Temperature difference between the fuel surface and the temperature 10 mm below the fuel surface (initial oil-water interface) for fuels with an initial slick thickness of 10 mm as a function of the burning time. The data shown is up to the moment when the thermocouple placed at the fuel surface no longer measured the surface temperature. The temperature gradients were representative for the temperature gradients in the fuels between all measured locations below the fuel surface (2, 3, 5 and 10 mm).

Whereas the critical point for the alkane fuels is mostly determined by the balance between $Q_{\text{evap}}$ and $Q_{\text{loss}}$, the heat transfer mechanics are more complicated for the crude oils. Because the crude oils were shown to have a volatility controlled vaporization order, $Q_{\text{net}}$ and $Q_{\text{grad}}$ cannot be assumed to be constant. Over the course of the burning, the flame height for the crude oils was reduced by 70% (Fig. 4.4), which would result in a reduction of $Q_{\text{net}}$ over time. As shown in Fig. 4.10, the temperature gradient inside the crude oils increased over time, causing $Q_{\text{grad}}$ to increase, which was also observed in an earlier study (Vali et al., 2015). Furthermore, the crude oils reached higher temperatures than the alkane fuels, both at the surface (Fig. 4.3) and the oil-water interface (Fig. 4.3 and Fig. 4.10), so $Q_{\text{loss}}$ also was more significant. These heat transfer mechanics lead to $Q_{\text{evap}}$ being reduced in an increasingly faster rate over time. The critical point can therefore be reached well before the crude oil has been fully burned, which explains the low burning efficiencies (Table 4.1). Thus, in order to reach high burning efficiencies for crude oils, the accumulative effect of a decreasing flame height (and thus $Q_{\text{net}}$) and increasing heat losses ($Q_{\text{grad}}$ and $Q_{\text{loss}}$) needs to be overcome.

The above discussions show that in terms of Eq. (12), the $Q_{\text{loss}}$ term has a more limiting effect on $Q_{\text{evap}}$ for crude oils, due to their volatility controlled vaporization order, than for pure oils. This in turn increases the effect that the burning rate per unit area has on $Q_{\text{evap}}$ in Eq. (12), which decreases as a function of time for
crude oils (Fig. 4.4) but increases with increasing diameter (Section 2.1.3). As such, this equation provides a possible explanation to the size dependency of the burning efficiency of crude oil. When the increasing burning rate per unit area with increasing diameter balances out against the increasing heat losses for crude oil burning on water, the limiting effect of $\dot{Q}_{\text{loss}}$ on $\dot{Q}_{\text{evap}}$ is mitigated. The critical point would not be reached until the final stages of the burning when the slick becomes very thin and $\dot{Q}_{\text{loss}}$ starts to dominate the heat transfer mechanics, such as for the pure fuels. The burning efficiency of a fuel burning on water, when its $\dot{Q}_{\text{evap}}$ is limited by $\dot{Q}_{\text{loss}}$, will therefore be a function of the pool diameter.

The current results indicate that fuels with low volatilities are more limited by $\dot{Q}_{\text{loss}}$ than high volatility fuels, because more energy is required to evaporate the fuel and thus $\dot{Q}_{\text{evap}}$ needs to be larger. This suggests that in-situ burning of weathered crude oils, which have lower volatilities than fresh crude oils, is also limited by $\dot{Q}_{\text{loss}}$. Burning efficiencies for weathered oils have indeed been shown to be size dependent (see e.g. Fritt-Rasmussen et al. (2012) and Brandvik et al. (2010a)). The principles of this heat transfer model and Eq. (12) can therefore likely be applied to the in-situ burning of crude oil on water in general, independent of the state (weathered or fresh) of the oil.

**4.2.5 Sub-conclusion**

The comparison between model predictions and experimental results for the surface temperature, burning rate, and flame height of crude oil pool fires on water showed that the crude oil had a volatility controlled vaporization order. Crude oil residue compositions showed that this order was furthermore diffusion-limited, meaning that several components evaporate simultaneously from the fuel as the evaporating components shift from most volatile to least volatile. Principal component analyses of the alkanes and a select group of PAHs in fresh DUC and burned DUC residues provided clear evidence for this proposed vaporization order for crude oils. Alkanes were progressively removed in order of volatility from the crude oil as a function of the burning efficiency. As the burning efficiency increased, the concentration of pyrogenic PAHs in the residues also increased, whereas the concentration of petrogenic PAHs was reduced. This indicates that the higher burning efficiency residue samples were clearly more burned samples. It can therefore be stated that the vaporization order of crude oils during in-situ burning on water is volatility controlled.
The alkane mixture, studied as an alternative, simplified substitute for crude oil with a more narrow range and limited number of components, showed significantly different results from the crude oil. Whereas the crude oil did not reach a steady state burning, the alkane mixture results were similar to the steady-state behavior of the pure alkane fuels. The alkane mixture was better described by a near-uniform vaporization order, where all components in the fuel evaporate simultaneously but with a relatively higher vaporization rate for the lighter components. This shows that simplified fuels with a narrow range of hydrocarbons do not accurately represent crude oils, because the burning behavior of a multicomponent fuel depends on the (volatility) range of its components. Great caution should thus be taken when making statements about oil burning based on simplified experiments.

The established vaporization model for crude oils was analyzed in terms of the heat transfer mechanics (Section 2.1.4) to give an explanation for the size dependency of the burning efficiency for crude oils. Due to volatility controlled vaporization order, the fuel surface temperature increases and flame height decreases as a function of the burning time. This causes the heat losses to the water to increase, while less energy is supplied to the fuel through heat feedback from the flame. These heat transfer mechanics reduce the energy available for the evaporation of the fuel, until the fire is no longer self-sustaining, causing it to extinguish prematurely, as compared with predictions based on adiabatic models. Because the burning rate per unit area increases with increasing diameter, large scale experiments have more energy available to overcome the increasing heat losses. As a consequence, more heat remains available for evaporating the crude oil and, as a result, large scale experiments would result in higher burning efficiencies than small scale experiments.

### 4.3 Initial slick thickness

The results presented in this section were obtained with the COFA setup (Section 3.1) and the burning rate setup (Section 3.1.1), according to the methodology described in Section 3.1.6.

#### 4.3.1 Regression rate

The regression rate as a function of the initial oil slick thickness for both pure and crude oils is shown in Fig. 4.11. Modelled predictions of the regression rates for \( n \)-octane, dodecane and crude oil are also shown, using
the model developed by Garo et al. (1999b) and Torero et al. (2003) (Eq. (18)). The average experimental regression rate was calculated by multiplying the burning efficiency with the initial slick thickness and dividing this number by the burning time (from ignition to flame extinction). This method neglects any density changes in the crude oils that might affect the actual thickness of the residue. The experimental regression rate data for the crude oils thus only show an approximate regressions rate and the trends emerging from the data are the main results.

\[ r = \frac{1}{\Delta H_T \cdot \rho_F} \left[ \chi_s \cdot \frac{4 \cdot \rho_\infty \cdot c_p \cdot \left( T_\infty \cdot g \cdot (T_f - T_\infty) \right)^{1/2}}{\pi} \right] \cdot D^{1/2} - \frac{a_F \cdot k \cdot (T_b - T_\infty)}{y_{S,i} \cdot \left( \sqrt{\alpha_f} + \sqrt{\alpha_w} \right)^2} \]  

(18)

Figure 4.11. Average regression rates as a function of initial oil slick thickness for the alkanes and two crude oils (REBCO and Grane). The open symbols represent crude oil experiments without boilover. The Grane data was adapted from Brogaard et al. (2014).

Equation (18) describes the regression rate as a function of the heat feedback from the flame to the fuel surface (first term in the brackets) and heat losses to the water layer based on the thermal properties of the fuel and water (second term in the brackets). Here, \( r \) is the regression rate of the fuel, \( \rho_F \) is the density of the fuel, \( \rho_\infty \) is the density of air at ambient conditions, \( T_f \) is the temperature of the flame (in this study taken as 1100 K, based on results in Torero et al. (2003)), \( g \) the gravitational acceleration (9.81 m/s\(^2\)), \( \alpha \) the thermal
diffusivity of the fuel ($\alpha_F$) and water ($\alpha_W$), and $y_{s,i}$ is the initial slick thickness. The heat feedback fraction ($\chi_s$) was taken as a constant value of $2.9 \times 10^{-3}$ (as defined by Torero et al. (2003)). Model input parameters are listed in Table 4.3 and were obtained from Tanaka et al. (1988) and Torero et al. (2003). The crude oil parameters from Torero et al. (2003) used to represent both REBCO and Grane were updated with the boiling point and density of Grane (Table 3.1) for improved representation of the tested crude oils.

Table 4.3. Regression rate model parameters (Tanaka et al., 1988; Torero et al., 2003)

<table>
<thead>
<tr>
<th>Fuel</th>
<th>$T_b$ (K)</th>
<th>$\Delta H_v$ (kJ/kg)</th>
<th>$k$ (at 20 °C)</th>
<th>$\rho_F$ (at 20 °C)</th>
<th>$c_p$ (at 20 °C)</th>
<th>$\alpha \times 10^{-7}$ (at 20 °C) (m²/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-Octane</td>
<td>399</td>
<td>300</td>
<td>0.128</td>
<td>703</td>
<td>2.2</td>
<td>0.82</td>
</tr>
<tr>
<td>Dodecane</td>
<td>489</td>
<td>256</td>
<td>0.137</td>
<td>750</td>
<td>2.2</td>
<td>0.83</td>
</tr>
<tr>
<td>Crude oil (Grane)</td>
<td>653</td>
<td>250</td>
<td>0.132</td>
<td>941</td>
<td>2.3</td>
<td>0.68</td>
</tr>
<tr>
<td>Air</td>
<td>-</td>
<td>-</td>
<td>0.026</td>
<td>1.16</td>
<td>1</td>
<td>225</td>
</tr>
<tr>
<td>Water</td>
<td>373</td>
<td>2257</td>
<td>0.59</td>
<td>998</td>
<td>4.18</td>
<td>1.414</td>
</tr>
</tbody>
</table>

Model calculations showed the same trend for all three oils, i.e. an increasing regression rate with increasing slick thickness that approaches a maximum value, as expected. Altering the flame temperature between 900 and 1300 K did not significantly change the model output qualitatively. Due to the uncertainties concerning the model, changing the flame temperature only for quantitative purposes seemed unwarranted. The fact that $n$-octane was predicted to have a lower maximum regression rate than dodecane and experimental data was contributed to inaccuracies in the model combined with similar model parameters for $n$-octane and dodecane. The main purpose of showing the modeled predictions is to provide a qualitative reference to which the experimental data can be compared. As the predicted trend for $n$-octane was similar to the other model predictions as expected, it was deemed sufficiently accurate.

The general trend in the data shows that for all oils the regression rate increases with increasing slick thickness and then approaches a fairly constant value. The initial slick thickness at which the constant value is approached varies for each individual oil (10-20 mm for $n$-octane, 10-20 mm for dodecane, 20-40 mm for REBCO and 20-40 mm for Grane), but it is always equal to or larger than 10 mm. This is in accordance with
previous reported studies and the trend in model predictions (Garo et al., 1994; Garo et al., 1999b; Torero et al., 2003; Buist et al., 2013). The low regression rates for slick thicknesses below 10 mm can be explained by heat losses to the underlying water layer (Brzustowski and Twardus, 1982; Buist et al., 1999). As the oil functions as an insulating layer between the burning surface and the water surface, a thicker initial slick decreases the heat losses to the water, which in turn causes the regression rate to increase. Increasing the initial slick thickness will therefore minimize the heat losses up to the point where the regression rate reaches a maximum constant value. The obtained maximum values lie within the same order of magnitude as the model predictions and regression rates for pool fires of similar \( n \)-alkanes reported in literature (Burgess et al., 1961; Mudan, 1984). The maximum regression rate that an oil can reach is determined by its intrinsic parameters (mainly the mass transfer number (Spalding, 1955, 1962)) and the pool diameter (Koseki and Mulholland, 1991; Garo et al., 1994; Garo et al., 1999b; Torero et al., 2003).

While the experimental data mainly follow the expected trends, a few deviations can be seen. The regression rate for Grane seems to peak around 10 mm after which it reaches a constant value around an initial slick thickness of 20-40 mm. The elevated regression rates for initial thicknesses of 5-15 mm were most likely caused by a boilover just before the flames extinguished. (The regression rate data in Fig. 4.11 includes boilovers, contrary to the regression rate data from Garo et al. (1994) and Garo et al. (1999b).) During boilover, the regression rate increases significantly and can easily be twice as high as the pre-boilover regression rate (Evans et al., 1988; Evans et al., 1992). For Grane, boilover was only observed for an initial slick thickness between 5 and 20 mm and occurred only during half of the 20 mm experiments (see Section 4.5.4 for further discussion of the boilover results). Thus, boilovers likely explain the increased regression rates for initial slick thickness of 5-15 mm compared to 20-40 mm. It is expected that the pre-boilover regression rate as a function of initial slick thickness for Grane followed the same trend as found for the other oils and shown in previous studies (Garo et al., 1994; Garo et al., 1999b; Torero et al., 2003).

### 4.3.2 Burning rate

The burning rate data of \( n \)-octane and dodecane clearly showed that water evaporated during the burning of the oil because the total mass lost was higher than the initial oil mass (Fig. 4.12). Evaporation of water occurred during all burning rate experiments and water losses increased with increasing slick thickness (Fig. 4.13). The water mass lost in each experiment was derived from the difference between the total measured mass lost at
the end of the experiment and the weight of the collected oil residue. Temperatures of the flames and in the oil slick were independent of the initial slick thickness for a specific oil and the total water mass lost was therefore assessed to be only a function of the burning time. Because the water requires time to heat up in order to significantly contribute to the total mass loss rate, it will have a larger effect on experiments with a longer burning time. The boilover phenomenon was also clearly identifiable in the burning rate data as the burning rate rapidly increased during this period, as annotated in Fig. 4.12. Such a sudden loss of a relatively high amount of mass results in an increased average regression rate and these results thus confirm that the boilover occurrence increased the average regression rate (Fig. 4.11).

!![Figure 4.12.](image)

Figure 4.12. Normalized mass loss curves from ignition to extinction of the flames for the alkanes and REBCO. The relative mass is based on the initial amount of oil used in each experiment. The negative mass balances for n-octane and dodecane are caused by evaporation of water.

Figure 4.13 shows an overview of the average mass loss rate including and excluding water mass losses as a function of the slick thickness. The average mass loss rates were calculated from the mass lost between 10% and 90% of the burning time, to avoid the inclusion of the growing phase, the extinction phase where the burning can become intermittent and the boilover occurrence. The results clearly show that the mass loss rate increases with increasing slick thickness, but that the water mass losses distort the average mass loss trend from the trend that was observed for the regression rate (Fig. 4.11). The average mass loss data suggests that

\* Several burning rate experiments featured an extended thermocouple array with three thermocouples placed 0.25, 0.40 and 1.0 m above the fuel surface to monitor the flame temperature with respect to the water mass losses.
there is either no maximum mass loss rate, or that the maximum rate is not yet reached. However, considering that the mass loss rate and the regression rate represent similar aspects of the burning process (assuming a constant oil density), the same trend was expected. When excluding the water mass loss, assuming a constant water mass loss rate (explained below), the data show a good correlation with the regression rate data. Thus, mass loss rate data should be corrected for any water mass losses to properly represent the burning rate of the oil.

Figure 4.13. Average mass loss rates of oil and oil including water mass losses as a function of the initial oil slick thickness for the alkanes and REBCO.

In order to correct for the water mass losses, it was assumed that the water mass loss rate only depended on the burning time and the oil type. The average water mass loss rates for each tested thickness of a specific oil type could then be combined to provide five water mass loss rate data points as a function of the burning time. Based on these data points, a linear, logarithmic and polynomial trendline were plotted to determine the best fitting function of the water mass loss rate as a function of time (Fig. 4.14a). From these trendlines, the water mass loss rates were calculated and then subtracted from the total mass loss rates to acquire the mass loss rates excluding water losses (i.e. the burning rate) of each experiment. The burning rates of the experiments were also calculated for a constant water mass loss rate, equal to the average water mass loss rate. The resulting burning rates as a function of time were then compared, as shown as example for dodecane in Fig. 4.14b, to determine the best fitting water mass loss rate function.
Figure 4.14. Average water mass loss rates of dodecane (a) and burning rates excluding water losses of 40 mm dodecane (b) as a function of the burning time. Burning rate data points are shown as lines for clarity reasons. The legend in (b) denotes the corresponding function in (a) for the water mass loss rate that was used to calculate the burning rate of the fuel. The differences between the calculation methods in (b) were representative for all tested oil types and thicknesses.

The calculated burning rates in Fig. 4.14b, show that none of the tested water mass loss rate functions results in a significantly different burning rate compared to the other methods. As such, a constant water mass loss rate was used in this study, as this correction does not depend on other data sets of the same oil with different initial slick thicknesses. This allowed for correcting the burning rate consistently among all burning rate experiments (e.g. hexadecane in Fig. 4.4), without the need to conduct a multitude of experiments only to derive the water mass loss rate function. A test experiment with 40 mm dodecane was conducted that featured a metal lit over the water to shield it from radiation of the flame and therefore minimize the water losses. Although the water losses decreased, the water losses were not fully prevented and the total mass loss rate still increased as a function of the burning time. Because of the limited influence of the water mass loss function on the burning rates of n-octane, dodecane and REBCO (Fig. 4.14), the precise water loss mechanisms were not investigated further.

4.3.3 Burning efficiency
The burning efficiency as a function of initial slick thickness is shown in Fig. 4.15. As expected, the observed trend compares with that for the average regression rate (Fig. 4.11) and average mass loss rate (Fig. 4.13). For
both alkanes, the burning efficiency reached up to 99%, leaving only a very thin colored oil sheen behind. The slightly lower burning efficiencies (93-98%) for thinner alkane slicks (3-10 mm) were attributed to heat losses to the underlying water layer. For the crude oils, the burning efficiency increased with increasing initial slick thickness from 23% to 75% for REBCO and from 6% to 63% for Grane. The very low burning efficiencies for thin crude oil slicks (2-5 mm) are most likely caused by the fast boilover occurrence after ignition, which extinguished the fire after a short period of intense burning (see also section 4.5.4). This early boilover occurrence can be explained by a combination of fast superheating of the water due to heat losses and a thin slick that allows for the early penetration of water vapor after the water was superheated. Thus, while boilover occurrence increases the regression rate and burning rate and may increase the burning efficiency (e.g. 40 mm REBCO), it likely has a negative impact on the burning efficiency for thin oil slicks.

![Figure 4.15. Burning efficiency as a function of initial slick thickness. The open symbols represent crude oil experiments without boilover. The Grane data was adapted from Brogaard et al. (2014).](image)

The difference between burning efficiency for thin and thick slicks was in particular observed for the 10 and 20 mm REBCO results (respectively a BE of 50% and 71%). Usually, the burning time doubled when doubling the slick thickness. However, the typical 10 mm REBCO experiment took between 550-600 seconds, whereas the 20 mm REBCO experiments took over 1500 seconds. As discussed in Section 4.6.1, this difference was most likely caused by the insulating properties of the oil slick that prevented the superheated water from penetrating the oil slick. Boilover was therefore significantly postponed at an initial slick thickness of 20 mm, which allowed for
the burning to continue longer and thus more oil was burned before flame extinction as a result of the boilover. Considering the small difference in burning efficiency between 20 and 40 mm for the crude oils, an initial slick thickness of 20 mm was optimal in terms of the burning efficiency.

Figure 4.15 clearly shows that the crude oils do not reach a burning efficiency of near 99%. In fact, a minimum residue formation of about 30 wt% was observed for the 20 and 40 mm REBCO experiments. Considering that the obtained residues never sank and thus have a density < 1.00 g/ml, the residues were estimated to have a thickness of 3.5 mm and 6.5 mm, respectively. Previous studies have described a “rule of thumb” regarding residue formation that states that for an initial slick thickness of ≤ 40 mm, a residue thickness of about 1 mm is formed (Buist et al., 1999; Buist et al., 2013). Based on this theory, a logarithmic increase would be expected for the burning efficiency as a function of the initial slick thickness with an asymptote close to a 100%. However, the data clearly show much lower burning efficiencies. While a burning efficiency of 90% would be expected for a 10 mm slick based on this rule of thumb, the observed burning efficiencies did not reach over 50%. The clear asymptotic function of the initial slick thickness in Fig. 4.15 shows that the burning efficiency is not expected to reach above 80%, even for much higher slick thicknesses. These results thus provide another clear example of the limited burning efficiencies for crude oils on water in small scale experiments. As such, the initial slick thickness only has a limited influence on the maximum achievable burning efficiency, which is also controlled by the pool diameter.

As discussed above, the logarithmic trend observed in Fig. 4.15 (and in Fig. 4.11 and Fig. 4.13) is likely caused by heat losses to the underlying water layer. For thin slicks, too much of the heat fed back to the fuel surface from the flame is lost to the water to sustain the fire, due to a lack of insulation. Considering that such heat losses play a role during large scale fires, the same logarithmic relation between the burning efficiency and the initial slick thickness is expected for large scale fires. Because the relative heat feedback to the fuel surface is larger for large scale fires than for small scale fires (Section 2.1.4), less insulation from the thickness of the slick will be required to sustain the fire. It is therefore reasonable to expect that the maximum burning efficiency for large scale fires can be obtained for initial slick thicknesses lower than the optimal thickness of 20 mm found in this study. Above this optimal initial slick thickness, which can be as low as the ignitability limit (1-2 mm), the
burning efficiency will be independent of the initial slick thickness. The optimal initial slick thickness would thus be a function of the pool diameter. Because the optimal initial slick thickness is expected to decrease with increasing pool diameter, the effect of the initial slick thickness on the burning efficiency for operational scale fires may become near negligible.

4.3.4 Flame height

The average flame height, defined as the height up to which 50% of the time flames were present, is shown in Fig. 4.16 as a function of the initial slick thickness. For each oil type, the flame height profiles as a function of the burning time were similar to the 40 mm data presented in Fig. 4.4, independent of the slick thickness. The average flame height results for the alkanes were similar to the results for the burning rate (Fig. 4.13), as expected from Eq. (5). The general asymptotic trend was followed as the average flame height reached a maximum constant value at initial slick thicknesses of ≥ 10 mm. For the thinner slicks, the flame height was influenced by heat losses to the water layer that reduced the burning rate (Fig. 4.13).

![Figure 4.16. Average flame height as a function of the initial slick thickness for the alkanes and REBCO.](image)

The crude oil, however, showed a decreasing average flame height after an initial slick thickness of 10 mm. This decrease was caused by a combination of higher burning efficiencies for thicker initial oil slicks and a
decreasing flame height for crude oils as a function of the burning time (Fig. 4.4). Because of the volatility controlled vaporization order (4.2), the higher the burning efficiencies of a crude oil, the higher the fraction of heavy components that contributes to the combustion relative to the burning time. Since the flame height decreases with increasing molecular weight (Fig. 4.4), the average flame height must decrease with increasing burning efficiency.

This effect is clearly shown in Fig. 4.17, which shows the flame height as a function of the normalized burning time of REBCO with initial slick thicknesses of 3, 10 and 40 mm. The flame height for an initial slick thickness of 40 mm has the steepest slope and reaches the lowest flame height because its burning efficiency is the highest of the three thicknesses shown. Even though an initial slick thickness of 40 mm is affected least by heat losses to the water layer and showed the highest maximum flame height, the steep slope resulted in a lower average flame height than for a 10 mm initial slick thickness. At an initial slick thickness of 3 mm, the flame height is limited by heat losses to the water layer, resulting in a low overall flame height. The average flame height is therefore highest for an initial slick thickness of 10 mm, because it has the optimal balance between insulation from the slick thickness and a relatively high fraction of light components contributing to the combustion.

Figure 4.17. Flame height as a function of the normalized burning time for REBCO with different initial slick thicknesses. The sudden increase of the flame height at the end of the burning in the 10 and 40 mm experiments was caused by boilover.
4.3.5 Sub-conclusion

The results on the influence of the initial slick thickness showed a clear relationship between the initial slick thickness and the regression rate, mass loss rate, burning efficiency and flame height. Initially, increasing the initial slick thickness resulted in an asymptotic increase of these burning parameters, up to a maximum asymptote value after which they remained constant. At this point an optimal initial slick thickness is reached and increasing the slick thickness will not further improve the burning effectiveness. Only for crude oil (REBCO), the average flame height decreased for slick thickness higher than the optimal initial slick thickness, which was caused by the volatility controlled vaporization order.

For the studied scale (160 mm diameter pool), the optimal initial slick thickness was reached at an initial slick thickness of 20 mm, with a maximum burning efficiency of 65-75% for the used crude oils. Burning efficiencies of up to 99% could not be obtained by further increasing the initial slick thickness, suggesting that the initial slick thickness only has a limited influence on the burning efficiency. The principle of a maximum asymptote value is probably independent of the diameter and it is anticipated that for larger scales the optimal initial slick thickness can decrease to a minimum of 1-2 mm. As such, the effect of the initial slick thickness on the burning efficiency would decrease as a function of the pool diameter. The pool diameter might thus have a more dominating influence on the burning efficiency, considering that the highest burning efficiencies of ≥ 90% have only been obtained for large scale experiments. Therefore, from an operational point of view, it may be sufficient to focus on the initial slick thickness only in terms of ignitability rather than as a means to increase the burning efficiency.

4.4 Crude oil herding in ice-infested water

The results presented in this section were obtained with the small and intermediate scale crude oil herding setups and the methodology described in Section 3.2.

4.4.1 Slick thickness

The average slick thicknesses after 30 minutes of spreading of the oil spill, here referred to as the spread thickness, and subsequently 30 minutes of herding are shown in Fig. 4.18 as a function of the ice coverage. The
data show that the spread oil slicks were in general not ignitable, as the majority of the spread thicknesses in all ice coverages was well below the theoretical ignitability limit of 1-2 mm (Buist et al., 1999). Although two of the intermediate scale experiments showed thicker spread thicknesses (1-2 mm), the causes were not related to the presence of ice. The spread thickness of the 15 L experiment was about 3-4 times larger (1 mm) than the other experiments without ice, which was expected as its oil-to-water surface ratio was 3.4 times larger. The high spread thickness of 2 mm for the experiment with a 2/10 ice coverage was caused by strong wind gusts from a single direction that pushed the oil and ice to the opposite side of the basin. As a result, the oil and ice were contained in a small area of the basin for most of the 30 min spreading period. The results thus show that none of the tested ice coverages significantly inhibited the spreading of the oil, which corresponds with previous work (SL Ross and DF Dickins, 1987; Brandvik et al., 2006), and thickening of the oil prior to in-situ burning was indeed required.

In all experiments, applying herder to the water surface increased the oil slick thickness to a thickness of 3-8 mm (Fig. 4.18). The herded slick thicknesses were all theoretically ignitable, independent of the ice coverage, and were thus sufficiently thickened to apply in-situ burning. These results match well with earlier results on herded oil thicknesses in ice-infested water (SL Ross, 2007).

Figure 4.18. Average slick thickness after 30 minutes of spreading (open symbols) and 30 minutes of herding (closed symbols) as a function of the ice coverage. Data points of experiments with no ice coverage (0 on the x-axis) are jittered for clarity reasons. The dashed line indicates the theoretical minimal thickness required for ignition (1 mm).
Increasing the ice coverage resulted in a maximum herded slick thickness around an ice coverage of 3/10, after which the herded slick thickness decreased for higher ice coverages. The low herded slick thickness of the 2/10 ice coverage experiment compared to the other intermediate scale experiments was attributed to the slick already being pre-herded by the wind into a small area. As a consequence, most of the oil was effectively shielded from the thickening effect of the herder by a barrier of ice and pre-thickened oil. The maximum herded slick thickness for a 3/10 ice coverage was also observed in previous experiments on herding oil in ice-covered water (Buist et al., 2011). This correlation suggests that the ice has two competing effects on the herding process. A possible explanation is that a 3/10 ice coverage provides additional boundaries against which the oil can be herded, while the ice concentration is not yet so high that it physically obstructs the herder. For the purposes of this study, however, the thickness reducing effect of high ice coverages (5/10-7/10) was not considered relevant because all herded thickness were theoretically ignitable. Overall, the slick thickness results corresponded well with results from literature (SL Ross, 2007; Buist et al., 2011), both in absolute values and as a function of the ice coverage. The experiments provided therefore suitable circumstances to study how the theoretical ignitable thickness would translate to the actual ignitability of these herded slicks in ice-infested water.

### 4.4.2 Herded oil slick distribution

Although the final herded slick thickness was not significantly affected by the presence of ice, the ice had a clear influence on the herding process. An impression of the oil-ice-herder interactions during the herding process is given in Fig. 4.19 and Fig. 4.20 for the small and intermediate scale experiments, respectively. The herder spread considerably slower over the water surface in experiments with a high ice coverage. Ice blocks physically blocked the herder and this caused the herder front to spread asymmetrically over the water surface. Any oil that was hindered in its movement as it was stuck on, between or adjacent to ice fragments was unable to follow the herder front and became separated from the rest of the oil. Once a fraction of the oil slick was fully surrounded by herder, it would not easily merge with other oil fragments and alternatively form a new slick or droplet. This interaction between the asymmetrically advancing herder front and slowed or trapped oil caused the oil to fracture into tens to hundreds of such separate oil slicks and droplets.
Figure 4.19. Snapshots of the herding process of crude oil in a small scale experiment without ice (a) and an ice coverage of 3/10 (b), 5/10 (c) and 7/10 (d). The first picture in each row shows the oil slick right before the herder was applied. The herder front can be observed from the border between the retracting oil surface and the water surface.

In the small scale experiments without ice, the spreading of the crude oil showed a non-uniform distribution over the water surface, which was not observed in experiments with ice (compare e.g. Fig. 4.19a and Fig. 4.19b at t = 0 s). It was speculated that this non-uniform distribution was caused by herder residues on the COFA, despite the measured surface tensions of the water being in the expected range (68-71 mN/m). If the herder would have a preferred affinity for ice over water, the ice could possibly remove such residues and thus facilitate uniform spreading of the oil. Test experiments, however, showed that this theory was incorrect.
Spreading experiments, where ice was added and then removed from the water to remove any hypothetical herder residues prior to applying the oil, showed similar non-uniform oil distributions. It was noticed during these experiments that the water body had a circular motion after filling the basin, which could have caused the circular pattern in the spreading distribution. Ice experiments took longer to prepare, which would reduce this motion, and the ice could also have additional dampening effect on such motions, and therefore allowing the oil to spread uniformly. Because the spreading pattern of crude oil in experiments without ice did not seem to influence the final spread thickness or the herding process, this phenomenon was not investigated further.

![Figure 4.20. Snapshots of the herding process of crude oil in an intermediate scale experiment with a 2.5/10 ice coverage. The red arrow indicates the location where the herder was applied. The herder front can be observed from the border (marked in red) between the retracting oil surface and the water surface.](image)

The surface distribution of the herded oil slicks after 30 min of herding is shown in Fig. 4.21. Because the surface distribution of the oil was unique for each experiment, the data sets are shown individually. The total number of oil slicks and droplets and the relative size of the largest oil slick are also summarized in Table 4.4. Each data point in Fig. 4.21 resembles an individual oil slick and the data points are in order of increasing slick size. In this study an individual oil slick or droplet was defined as any amount of oil surrounded completely by
water, ice or the boundaries of the water basin. The relative size of a specific oil slick or droplet can be derived from the difference between its value on the y-axis and the value of the point below it. For example, the second 3/10 ice data set consists of 9 slicks, with the largest slick occupying 37% of the total surface area. Thin oil sheens that had spread on the ice typically formed several hundred oil droplets during the herding process that greatly increased the total number of slicks and droplets, but occupied only a very small area. Including all these droplets in the surface distribution analysis would misrepresent the extent of the fracturing of the oil slick in terms of in-situ burning purposes. Therefore, the smallest oil droplets accounting for a cumulative 5% of the total area were omitted from Fig. 4.21 and Table 4.4.

![Figure 4.21. Surface distribution of the herded oil slicks after 30 min of herding in small scale experiments (closed symbols) and intermediate scale experiments (open symbols).](image)

The oil slick distribution data show a clear increase in the extent of the fracturing of the herded oil slick as a function of the ice coverage (Fig. 4.21). A higher ice coverage increased the number of oil slicks and droplets and reduced the (relative) size of the largest oil slick post-herding in both experimental scales. While the precise distribution and size of the oil slicks could not simply be derived from the ice coverage alone, it was clear from the results that the ice prevented the oil from being herded into a single slick. These results correspond with previous herding experiments of crude oil in ice-infested water (SL Ross, 2007).
<table>
<thead>
<tr>
<th>Scale</th>
<th>Ice coverage</th>
<th>Slicks (#)</th>
<th>Largest slick (oil area %)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Small</td>
<td>No ice</td>
<td>2</td>
<td>83</td>
</tr>
<tr>
<td>Small</td>
<td>No ice</td>
<td>2</td>
<td>96</td>
</tr>
<tr>
<td>Small</td>
<td>3/10</td>
<td>6</td>
<td>67</td>
</tr>
<tr>
<td>Small</td>
<td>3/10</td>
<td>9</td>
<td>37</td>
</tr>
<tr>
<td>Small</td>
<td>5/10</td>
<td>331</td>
<td>12</td>
</tr>
<tr>
<td>Small</td>
<td>5/10</td>
<td>119</td>
<td>14</td>
</tr>
<tr>
<td>Small</td>
<td>7/10</td>
<td>91</td>
<td>14</td>
</tr>
<tr>
<td>Small</td>
<td>7/10</td>
<td>506</td>
<td>11</td>
</tr>
<tr>
<td>Intermediate</td>
<td>No ice</td>
<td>7</td>
<td>56</td>
</tr>
<tr>
<td>Intermediate</td>
<td>No ice</td>
<td>7</td>
<td>47</td>
</tr>
<tr>
<td>Intermediate</td>
<td>2.5/10</td>
<td>31</td>
<td>24</td>
</tr>
<tr>
<td>Intermediate</td>
<td>2/10</td>
<td>4&lt;sup&gt;a&lt;/sup&gt;</td>
<td>65</td>
</tr>
<tr>
<td>15 L experiment</td>
<td>No ice</td>
<td>3</td>
<td>90</td>
</tr>
</tbody>
</table>

<sup>a</sup>Increased coherency due to wind, see also Section 4.4.1.

Fracturing of the oil slick has also been observed in a large scale experiment featuring the herding of 630 L of crude oil on open sea, which resulted in three oil slicks prior to ignition (Buist et al., 2010b). This shows that large oil slicks are also susceptible to fracturing, of which the extent would further increase in the presence of ice. Oil slicks were larger in size and more fractured in the intermediate scale than in the small scale experiments for similar ice coverages. The results also show that the more the oil comes into contact with ice, the higher the extent of the fracturing of the oil becomes. Extrapolating these results to operational scales suggests that herding a large oil slick in ice-infested water would result in a large amount of big oil slicks scattered all over the area occupied by the ice (such as in Fig. 4.19). The implications of such a large, fractured oil slick are discussed in the next section.
4.4.3 Ignition of herded oil

Ignition of the herded oil was attempted on several slicks per experiment and resulted in the successful ignition of and flame spread on at least one slick in each experiment. This confirms that all average herded slick thicknesses (Fig. 4.18) were thick enough for in-situ burning and shows that the herder is capable of facilitating this response method in ice-infested waters. Fracturing of oil slicks, as described above, however, considerably complicated and inhibited the ignition procedure. The slick thickness alone was thus not a sufficient measurement to determine the full extent of the ignitability of the herded oil.

Monitoring which oil slicks had been burned and which remained unburned was challenging because slicks were in motion during the burning and occasionally burning slicks would merge with other slicks. Igniting slicks separately was also more labor intensive and combined with the large area that could be occupied by large herded slicks, fracturing of an oil slick in operational scales could create a dilemma. Either the logistics become more complex when trying to ignite all oil slicks, whereas simple logistics is normally a selling point for in-situ burning (Buist et al., 1999), or some (small) slicks are neglected but this reduces the burning efficiency. This dilemma would in particular be present when herding oil in ice-infested waters and thorough preparations should be in place for in-situ burning operations to be effective in such scenarios.

Successful ignition of an oil slick mainly depended on the size of an oil slick and its immediate surroundings. For the small scale experiments, all slicks with a diameter ≥ 5 cm could be ignited. Smaller slicks probably lost too much heat to the surrounding water to sustain a fire. Ignition was much harder for the intermediate scale experiments, partially due to the influence of the wind. Typically, oil slicks that were not adjacent to either ice blocks or the boundaries of the basin could not be ignited for the experiments with 200 g oil/m² of water. Ignition attempts with a weed burner and ignition gel (5-10 ml) failed to ignite free-floating slicks with areas of ≤ 0.45 m² and ≤ 0.20 m², respectively. The small ignition sources were not strong enough to overcome the blowout effects of the wind. Adding larger amounts of ignition gel (up to 50 ml) did not aid the ignition of these free-floating slicks as the ignited gel displaced the oil slick rather than spreading on top of the oil to spread the flames. Observations during the experiments gave the impression that the oil slicks were too small to maintain their coherency under the spreading pressure of such higher amounts of ignition gel. This theory was successfully tested during the experiment with 15 L of oil in which a free-floating slick of 1.9 m² was burned, starting from an ignition gel (± 50 ml) fire of 0.2 m².
Herded slicks adjacent to ice blocks or basin boundaries were more shielded from the wind and not as easily displaced and were therefore easier to ignite. Contrary to free-floating slicks, such confined slicks could be ignited with just the weed burner or small amounts of gel (5-10 ml), although ignition was not always successful either. Larger amounts of ignition gel were also tested for confined slicks that otherwise failed to ignite, but because of their small slick size (< 0.25 m²) the ignition gel would only displace the slicks and not spread the flames on the oil. This shows again that small slicks, their small size a consequence of the fracturing of the oil slick, were very difficult or failed to ignite. As a consequence, the success rate of the ignition attempts for the intermediate scale experiments was low (< 50%) and only in the 15 L experiment 96% of the oil was set on fire, compared to 11-57% for the other experiments. Because any unburned oil is treated as residue during cleanup after in-situ burning, failure to ignite a fraction of the oil reduces the burning efficiency. Fracturing of a herded oil slick can therefore reduce the burning efficiency by forming (small) oil slicks that are no longer ignitable due to their reduced size.

The ice blocks used in the experiments are representative for the smaller pieces of brash ice and pancake ice that can be observed on sea in ice conditions such as open ice and around larger ice floes (WMO, 2014). Formation of small, non-ignitable slicks in these types of ice-infested water for operational scales should therefore be considered as a possibility. The herded oil slick distribution in the intermediate scale experiments (Fig. 4.21) showed that the formation of very small droplets (< 5 cm in diameter) is negligible in scales larger than the small scale experiments. On sea, smaller pieces of brash ice are thus more probable to form slicks with an area of about 0.1-0.5 m² that contain a notable amount of oil but are still difficult to ignite, similar to the intermediate scale results.

4.4.4 Burning efficiency
The burning efficiency of the herded oil slicks is shown in Fig. 4.22 as a function of the ice coverage. Correlating the burning efficiency to the herded slick thickness showed that the burning efficiency was independent of the thickness of the burned slicks. The herded slick thickness (Fig. 4.18) was therefore only relevant for the ignitability of the oil, which corresponds to the results of the burning efficiency as a function of the initial slick thickness (Section 4.3.3). All trends observed in the burning efficiency data could be explained by the scale of the experiment, the presence of ice and the surface distribution of the oil, as discussed below.
Figure 4.22. Burning efficiency of herded oil slicks as a function of the ice coverage. Closed symbols show the absolute burning efficiency, which is based on the initial oil weight and the total weight of the residue (burned and unburned). Open symbols show the effective burning efficiency, which is the absolute burning efficiency relative to the oil area fraction that was set on fire (i.e. burned residue).

For the small scale experiments, the obtained burning efficiencies were independent of the ice coverage. However, due to the fracturing of the oil, 31-56% of the total oil surface area could not be ignited during the experiments with a 5/10 and 7/10 ice coverage. By dividing the burning efficiency with the area fraction of the oil that was set on fire, the burning efficiency of only the burned oil fraction was obtained, i.e. the effective burning efficiency. The effective burning efficiency should be used as an estimate of the potential burning efficiency if all oil could have been ignited and set on fire, rather than as an exact result. For example, the effective burning efficiency was very high for the 7/10 ice coverage experiments (86%) and based on the amount of residue observed in these experiments was likely overestimated. It does, however, give a clear indication that the burning efficiency would increase with increasing ice coverage in the small scale experiments if ignition of small oil slicks would not be an issue.

For the intermediate scale experiments the burning efficiencies were relatively low (15-39%, see Fig. 4.22), which was mainly caused by ignition issues. Hardly any oil slicks could be ignited in the experiments without ice and only 11-37% of the oil area was set on fire, resulting even in a negligible burning efficiency for the first of these experiments. The higher burning efficiencies for the 2/10 and 2.5/10 ice coverage experiments were achieved because a higher area fraction could be set on fire, although this fraction was still below 60%. In comparison, 96% of the oil was set on fire in the 15 L experiment, resulting in a burning efficiency of 60%. 

100
Similar ignition issues have also been observed to decrease the burning efficiency in a study on the burning of herded oil slicks in cold (< 0 °C) weather conditions (SL Ross, 2007). In such experiments dominated by the ignition process, the effective burning efficiency gives a better estimate of the burning results (Fig. 4.22) and was used for further discussion. No top view photos were made of the ignition and burning of oil in the 2.5/10 ice coverage experiment out of safety concerns and hence the effective burning efficiency could not be calculated for this experiment.

The effective burning efficiency of the intermediate scale experiment without ice was relatively low compared to the small scale experiments, as larger oil slicks typically have higher burning efficiencies (Fig. 4.23). The burning efficiency was probably affected by the outdoor conditions such as wind and a light drizzle. Increasing the ice coverage also resulted in an increasing burning efficiency in the intermediate scale (even compared to the 15 L experiment), which matched the results of the small scale experiments. This increase in burning efficiency with increasing ice coverage could be caused by the ice working as a confinement around the oil, inhibiting the spreading of the oil during the burning. Free-floating herded oil slicks expanded upon ignition so their thickness was reduced faster than herded slicks that could not expand. Heat losses to the water affect expanding slicks sooner, leading to earlier extinction of the flame and could therefore lower burning efficiencies. Thus, when fracturing of herded oil in ice-infested waters does not inhibit ignition, the presence of the ice could in fact aid \textit{in-situ} burning of the oil.

Plotting the burning efficiencies as a function of the oil mass and comparing the data to burning efficiencies of similar experiments from literature shows that the results are within the expected range for the tested scales (Fig. 4.23). Apart from the ignition issues, the \textit{in-situ} burning of the herded oil, in both water with and without ice, performed appropriately relative to the experimental scales. These results show that the tested herder can be an effective tool to facilitate \textit{in-situ} burning in ice-infested waters. The main issue that should be solved to optimize its effectiveness is to ensure ignition of all the oil slicks that result from fracturing of an oil slick during the herding process. This can be achieved either by limiting the fracturing of the oil slick and avoiding the formation of many small and difficult to ignite slicks, or by a strong ignition source that can easily be applied on multiple locations in a large area. Research on an operational scale will be required to determine which of these options is the most realistically achievable.
Figure 4.23. Burning efficiency as a function of the oil amount. Open symbols show the effective burning efficiency, which is relative to the oil area that was set on fire. Literature data was taken from Buist et al. (2011), SL Ross (2012), Potter (2010b) and Guénette and Wighus (1996).

4.4.5 Sub-conclusion

In small and intermediate scale experiments, spread oil slicks were successfully herded in ice-infested waters from spread thicknesses of 0.1-2 mm to herded thicknesses of 3-7 mm, depending on the ice coverage. These herded slick thicknesses were all theoretically ignitable and indeed at least one oil slick per experiment was successfully ignited. Fracturing of the oil during the herding process, however, complicated the ignition process and many of the smaller slicks and droplets formed were non-ignitable, negatively affecting the burning efficiency. This would cause a dilemma on an operational scale as either more complex logistics are required to ignite all the oil, or some fraction of the oil remains unburned which reduces the burning efficiency.

Of the ignited oil slicks, the effective burning efficiency was within the expected range for the small and intermediate scale experiments (42-86% and 42-68%, respectively). The herder thus successfully facilitated in-situ burning of oil in ice-infested water because it herded spread oil to an ignitable thickness and ignited oil resulted in expected burning efficiencies. Ignitability issues of oil slicks, both logistically and the actual ignition, due to fracturing of the oil in ice-infested water should be addressed in order for the herder to become a fully effective tool for the in-situ burning of oil.
4.5 Ignition

The results presented in this section were obtained with the cone setup (Section 3.3), the COFA setup (Section 3.1) and the crude oil herding setups (Section 3.2), according to the methodologies described in Sections 3.3, 3.1.4 and 3.1.6, and 3.2, respectively.

4.5.1 Ignition time

The ignition times of the weathered oils, Grane and IFO 180 are shown in Fig. 4.24 as a function of the incident heat flux. Fresh DUC is not included in Fig. 4.24 because its flashpoint is below the ambient temperature (15-20 °C) and therefore this oil ignited instantly with the spark igniter, independent of the incident heat flux. Of the oils that required an incident heat flux to be ignited by the spark igniter, only Grane could be ignited for a heat flux of 5 kW/m². DUC 40/0, DUC 40/40 and IFO 180 ignited only at an incident heat fluxes ≥ 10 kW/m², which indicates that the critical heat flux for these fuels was between 5-10 kW/m². The lowest external heat flux tested for DUC 30/0 was 8 kW/m², for which the time to ignition was similar to the ignition times of DUC 40/0 and DUC 40/40 at an incident heat flux of 10 kW/m². The critical heat flux of DUC 30/0 is therefore expected to be lower than the critical heat flux of DUC 40/0 and DUC 40/40.

![Figure 4.24](image)

Figure 4.24. Ignition time as a function of the incident heat flux for DUC (weathered), Grane and IFO 180. The data points are jittered for incident heat fluxes ≥ 20 kW/m² for clarity purposes.
Temperature measurements at the fuel surface and at the bottom of the sample holder showed a clear temperature gradient in all the oil slicks, which confirms that the tested oils were thermally thick. This is also in agreement with temperature measurements of oil burning on water in the COFA setup (Fig. 4.10) and literature data from Wu et al. (2000). The ignition time results from Fig. 4.24 could therefore be plotted in the form of $1/\sqrt{t_{ig}}$ as a function of the incident heat flux (Fig. 4.25), based on Eq. (1) (repeated here for convenience purposes, see also Section 2.1.1). The results for the critical heat flux derived from Fig. 4.25, the surface temperature upon ignition and the thermal inertia of the tested oils calculated with Eq. (1) are summarized in Table 4.5.

\[
t_{ig} = \frac{\pi}{4} \cdot k \rho c_p \cdot \left(\frac{T_{ig} - T_\infty}{a \cdot \dot{q}_{inc}}\right)^2
\]

(1)

**Figure 4.25.** Ignition time as a function of the incident heat flux for DUC (weathered), Grane and IFO 180. The intercept of each trendline with the x-axis gives the critical heat flux of its respective oil.
Table 4.5. Thermal properties of the tested fresh and weathered oils

<table>
<thead>
<tr>
<th>Oil</th>
<th>Critical heat flux (kW/m²)</th>
<th>Temperature of ignition (°C)</th>
<th>Thermal inertia (Ws^(1/2)/(m²K))^a</th>
</tr>
</thead>
<tbody>
<tr>
<td>DUC</td>
<td>&lt; 0</td>
<td>&lt; 18</td>
<td>-</td>
</tr>
<tr>
<td>DUC 30/0</td>
<td>1.7</td>
<td>113</td>
<td>8.2 \times 10^2</td>
</tr>
<tr>
<td>DUC 40/0</td>
<td>1.1</td>
<td>110</td>
<td>1.1 \times 10^3</td>
</tr>
<tr>
<td>DUC 40/40</td>
<td>5.2</td>
<td>127</td>
<td>8.3 \times 10^2</td>
</tr>
<tr>
<td>Grane</td>
<td>2.8</td>
<td>125</td>
<td>7.2 \times 10^2</td>
</tr>
<tr>
<td>IFO 180</td>
<td>3.7</td>
<td>145</td>
<td>6.4 \times 10^2</td>
</tr>
</tbody>
</table>

^a An ambient temperature of 18 °C was assumed.

The results for the calculated critical heat flux in Table 4.5 show a significant deviation from the experimentally observed critical heat flux (Fig. 4.25). Both DUC 40/0 and IFO 180 were not ignitable for an incident heat flux of 5 kW/m², so critical heat fluxes of 1.1 and 3.7 kW/m², respectively, cannot be correct. Similarly, the critical heat fluxes of DUC 30/0 and DUC 40/40 are most likely too low based on the time to ignition at incident heat fluxes of 8 kW/m² and 10 kW/m², respectively. Only for Grane, the calculated critical heat flux shows a plausible value as it corresponds with Grane being ignitable at an incident heat flux of 5 kW/m².

The deviations of the calculated critical heat flux results from the experimental results were possibly caused by preheating of the oil sample below the shutters of the cone. The thermocouples had to be positioned while the sample was in place under the hot cone. Although the shutters prevented the oil from being heated directly, the temperature of the oil samples still increased as a function of time and the temperature of the cone. For example, for Grane, the surface temperature varied from 30 °C to 130 °C for incident heat fluxes of 5 kW/m² and 30 kW/m², respectively, right before the shutters were opened and the experiment was started. At incident heat fluxes ≥ 30 kW/m², all crude oils ignited nearly instantly upon opening the shutters above the sample and turning on the spark igniter. Such instant ignitions are clearly an artifact of samples preheated above their flashpoint and do not reflect actual ignition times. While longer ignition times at high heat fluxes may not necessarily lead to an increase of the calculated critical heat flux, the results undoubtedly indicate that the experimental procedure should be refined.
In theory, the flashpoint (Table 3.1) could be used as the ignition temperature in Eq. (1). These flashpoints were obtained in a small, closed environment, however, where the combustible gases could build up in concentration and thus show a lower flashpoint than in open environments. In addition, due to the multicomponent character of crude oils, the oils practically weather when subjected to an incident heat flux and thus lose a fraction of the volatile components prior to ignition. Once the oil then ignites, the surface temperature at ignition will be higher than the flashpoint measured in a closed cup. For example, IFO 180 has a measured flashpoint of 90 °C, whereas the oil could not be ignited while it had a surface temperature of 110-120 °C at an incident heat flux of 5 kW/m². The measured surface temperature at ignition was therefore used to calculate the thermal inertia for the tested oils (Table 4.5).

The results for the time to ignition (Fig. 4.24) and estimated thermal inertias (Table 4.5) of the tested oils matched reasonably well with the data from Wu et al. (2000). The results were within the same order of magnitude but lower ignition times and thermal inertia were systematically found in this study, which, based on the above discussion, was expected. The experimentally obtained limits for the critical heat flux for the 30-40 wt% evaporated oils (5-10 kW/m²) were well in line with the critical heat fluxes found for 20-25 wt% evaporated crude oils (4-6 kW/m²). These comparisons show that, although the observed ignition times were too low, these initial results can still be used to assess the relative ignition requirements among the tested oils.

The ignition times in Fig. 4.24 show that the ignition times increased most with increasing evaporative losses. Emulsification did not notably influence the time to ignition at incident heat fluxes of ≥ 5 kW/m². When igniting the emulsion without an incident heat flux, however, it took several minutes to ignite compared to several seconds for any of the other oils. Ignition results of evaporated and emulsified oils in large scale field experiments, in contrast, showed that emulsification was the dominant weathering effect that decreased the ignitability of the tested oils (Bech et al., 1993). Large amounts of fresh oil (≥ 200 L) were required to ignite and initiate flame spreading on oils with 18-45 vol% evaporative losses and 10-40 vol% water content. Oils with only evaporated losses, on the other hand, were reported to be easily ignitable.

The difference between the observed results and results reported in literature is probably due to the stability of the tested emulsions. The DUC 40/40 emulsion was very unstable and would start to naturally break up within an hour after shaking of the emulsion was stopped. It is therefore probable that an incident heat flux of only 5 kW/m² was already sufficient to break the emulsion prior to ignition, after which it essentially behaves as only the evaporated oil. This would explain why the results for DUC 40/40 and DUC 40/0 are nearly identical.
in Fig. 4.24. The hand torch used to ignite the oils in the experiments without an incident heat flux is a much smaller ignition source than the conical heater. Breaking the emulsion would then take a much longer time and increase the time to ignition, as observed during the experiments. More stable emulsions, such as Grane emulsions (Fritt-Rasmussen et al., 2012), that require more heat to be broken prior to ignition are therefore expected to show more significant deviations from evaporated oils. Further testing is needed to be able to obtain a more accurate correlation between the weathering state and the time to ignition as a function of the incident heat flux.

Of the physical properties of the tested oils, only the volatility was relevant to the ignitability of the oils (Table 3.1). The density and viscosity did not show any correlation to the time to ignition and critical heat flux (Table 3.1 and Table 3.4). Because of the volatility controlled vaporization order (Section 4.2), the combustible gases evaporating from a crude oil when heated up for ignition originate mostly from the lightest, most volatile fraction of the oil. The density and viscosity, on the other hand, are mostly determined by the heavy, non-volatile fraction of a crude oil (Section 2.2). For example, the evaporated DUC samples had a lower density and viscosity than fresh Grane because Grane has, among others, a higher asphaltene content. Grane had nevertheless a lower time to ignition, because it also contained a larger fraction of light components. The physical appearance of a spilled oil can thus not be used to estimate whether the oil will be ignitable.

4.5.2 Heat release rate

The heat release rates as a function of the burning time at an incident heat flux of 10 kW/m² for each tested oil is shown in Fig. 4.26. The oils that did not feature a boilover during the burning (DUC, DUC 30/0, DUC 40/0 and IFO 180) all showed a declining heat release rate as a function of the burning time. These results correspond well with the proposed volatility controlled vaporization order for crude oils (Section 4.2). Equation (4) shows that the heat release rate depends on the burning rate and the heat of combustion of the fuel, which decrease for hydrocarbons with decreasing volatility (Section 2.2.2), and therefore the heat release rate decreases.
Figure 4.26. Heat release rate as a function of the burning time at an incident heat flux of 10 kW/m² of DUC (a), DUC 30/0 (b), DUC 40/0 (c), DUC 40/40 (d), Grane (e) and IFO 180 (f). The presented curves were representative for all tested incident heat fluxes.

For DUC 40/40 and Grane, boilovers occurred in each experiment and dominated the heat release rates. Both the average and peak heat release rates increased significantly due to boilover compared to experiments.
without boilover (Fig. 4.26). The near-constant heat release rate prior to boilover for DUC 40/40 and to a lesser degree for Grane suggests that these oils did not burn according to a volatility controlled vaporization order. As mentioned in Section 2.4, weathered oils could follow an onion skin model. Alternatively, the decrease in the heat release rate caused by the volatility controlled vaporization order is evened out by an increasing burning rate as the fire leads up to the boilover. These results are further discussed in Section 4.7.3 in relation to the burning efficiency as a function of the incident heat flux. The low heat release rates for Grane at high incident heat fluxes (≥ 30 kW/m²) were caused by a combination of the rapid decrease of the heat release rate after boilover (see Fig. 4.26) and low initial heat release rates. The underlying causes for these asymmetric trends in the Grane data in Fig. 4.27 are the subject of further studies.

Figure 4.27. Average heat release rate and peak heat release rate as a function of the incident heat flux. Data points are jittered on the x-axis for clarity reasons.

The results of the average and peak heat release rate (Fig. 4.27) show that the evaporation of crude oil reduces the energy released during combustion. This confirms that the light, volatile components of crude oil, which are removed during evaporation, have a higher heat release rate than the medium and low volatility components. Similar to the ignition time results (Fig. 4.24), the weathering effect from emulsification (40 vol% water) of the oil only decreased the heat release rate without an incident heat flux. For incident heat fluxes of
≥ 10 kW/m², emulsification of the crude oil in fact increased the average and peak heat release rate due to the much higher boilover intensity, as indicated by the peak heat release rate. These results further support the theory that the weathering effect from emulsification mainly has an influence during the ignition of a cold oil slick (see also Section 4.2.4). Once an emulsion has been successfully ignited, the burning intensity is similar to or higher than the burning intensity of the fresh oil.

4.5.3  In-situ burning results

Ignition tests in the COFA setup confirmed that the minimum slick thickness required for ignition of an oil slick on water is approximately 1-2 mm, depending on the volatility of the oil. For n-octane and dodecane, two pure oils, the lowest ignitable slick thicknesses were < 1 mm and 2-3 mm, respectively. For REBCO and Grane, a light and heavy crude oil, the lowest ignitable slick thicknesses were 0.8-1.0 mm and 1.75-2.0 mm (Brogaard et al., 2014), respectively. These oils were ignited with a hand torch under ideal circumstances, with no wind or waves present, at room temperature and the oil slick was confined in a relatively small Pyrex glass cylinder. The oils with low volatilities (dodecane and Grane) could be heated up by concentrating the heat from the torch on one location of the oil slick, without the oil slick expanding or floating away. Only when the volatility of the oil was very low, the initial slick thickness had to be increased to be able to ignite the oil (e.g. > 10 mm for hexadecane). Since heat losses to the water layer were the only inhibiting factor for ignition, the ignitability of the oil was only depending on the initial slick thickness.

Under more challenging circumstances, e.g. wind and colder temperatures, the slick thickness is no longer the only controlling factor for successful ignition of an oil slick on water. While the slick thickness still needs to be above 1-2 mm for the oil to be ignitable, meeting this requirement does not guarantee successful ignition as it does in controlled laboratory experiments. The ignition results of herded crude oil slicks (Section 4.4.3) clearly showed that igniting of crude oil slicks was much more challenging in typical outdoor conditions. Considering that a fresh crude oil was used, wind speeds were low, there were no waves and outdoor temperatures were between 0-10 °C, the observed ignition challenges represent only a best case scenario for oil spills on sea. In addition, small oil slicks (< 0.5 m²) were often not ignitable, even when a strong ignition source (ignition gel) was used, because these slicks were dispersed rather than ignited by the ignition gel. As such, these results give a clear example of the ignition challenges in outdoor conditions, but combining these results with the ignition results in Section 4.5.1 is difficult because any quantitative information is lacking. Considering that the
environmental conditions play a substantial role in the ignitability of an oil slick on water, incorporating conditions such as wind in future ignition studies would greatly increase their relevance.

4.5.4 Sub-conclusion
The ignition results of fresh and weathered oils subjected to an incident heat flux suggested that evaporative weathering was the most determining parameter that reduced the ignitability of crude oils. Emulsification of evaporated crude oil only affected the ignition time when the oil was not subjected to an external heat flux. This result, however, was only obtained for an unstable emulsion and may change when more stable emulsions have been tested. Further testing is required to establish more accurate correlations between the weathering state of the oil and ignition requirements such as the critical heat flux and the thermal inertia.

In order to overcome the ignition limitations caused by weathering of an oil, a strong ignition source would be required that can subject the oil slick to an estimated heat flux of 5-10 kW/m². These results are in line with the large ignition sources (≥ 200 L of fresh oil) that were required to ignite weathered oil slicks in intermediate scale field experiments reported in literature. In-situ burning experiments also showed that the ignitability of oils on water is reduced by fracturing of an oil slick into multiple small oil slicks in combination with environmental conditions such as wind. Quantitative measures of the environmental effects and the slick size on the ignition requirements, however, could not be established from such in-situ burning experiments. Implementation of these factors into future ignition experiments would therefore make any quantitative results more representative of the ignition requirements for in-situ burning of oil under realistic conditions.

4.6 Boilover
The results presented in this section were obtained with the COFA setup (Section 3.1), the burning rate setup (Section 3.1.1), the modified COFA setup (Section 3.5) and the cone setup (3.3), according to the methodologies described in Sections 3.1.4 and 3.1.6, 3.5, and 3.3, respectively.
4.6.1 COFA setup and burning rate setup

All of the crude oils tested in the COFA (DUC, REBCO and Grane) and IFO 180 resulted in boilovers during in-situ burning in the COFA setup (Fig. 3.1) and in the burning rate setup. During boilover, the burning changed from a regular laminar-turbulent flame to an explosive burning state with a large increase of the burning rate (Fig. 4.12) and flame height (Fig. 4.17) as a consequence (Fig. 4.28). Explosions at the oil surface ejected oil droplets into the flames and outside of the Pyrex glass cylinder, up to a meter from the oil pool, and caused residue to spill over the cylinder edge. After the boilover, the residue was spread over a large portion of the water surface and the residue outside the Pyrex glass cylinder could contain over 50 wt% of the total residue mass.

Figure 4.28. Regular burning of REBCO (left) followed by a boilover (middle) and the resulting spreading of the residue, after flame extinction (right). The frames are 77 cm wide and 91 cm high.

As discussed in Section 1.5.5, the boilover phenomenon is attributed to the explosive boiling of the water layer below the burning oil due to superheating of the water (Arai et al., 1990; Garo et al., 1994). In order to reach a superheated water layer of 120-150 °C, it is essential that the fuel has a boiling point considerably higher than that of the underlying water, i.e. considerably higher than 120 °C. Experiments with n-octane, dodecane and gasoline, which have relatively low boiling points (Table 3.1), confirmed this theory. No boilover was observed
for experiments with \( n \)-octane and explosions at the oil surface only occurred in very limited form for some of the experiments with dodecane. These results for dodecane indicate that its boiling point of approximately 225 °C lies at the borderline between occurrence and no occurrence of boilover. Experiments with hexadecane, the alkane mixture and diesel, that have higher boiling points than dodecane, indeed showed boilovers, although the boilover duration was only very brief compared to the crude oils.

The borderline between boilover and no-boilover for dodecane experiments was also confirmed by the oil-water interface temperatures, which reached between 100-120 °C. For comparison, experiments with REBCO that ended in a boilover reached oil-water interface temperatures of 120-150 °C, while for experiments with \( n \)-octane featuring no boilover the interface temperature did not exceed 100 °C (Fig. 4.29). These results correspond well with previous studies on the boilover phenomenon (Garo et al., 1994; Garo et al., 1999a).

![Figure 4.29](image.png)

**Figure 4.29.** The oil-water interface temperature over the burning progression for \( n \)-octane, dodecane and REBCO at an initial slick thickness of 5 mm.

The two data points in Fig. 4.11 for 20 mm Grane and 40 mm REBCO represent the experiments with and without boilover. A possible explanation for the failure to boilover is that the oil slick is too thick or becomes too dense during the burning to conduct the amount of heat from the burning surface required for superheating the underlying water layer. The burning residue was furthermore much more viscous (and dense) than the initial crude oil, due to the volatility controlled vaporization order, which could further amplify the insulating effect of the oil slick. Thus, with the viscosity of the slick increasing during the burning and the
insulating effect increasing with thicker initial slicks, a certain initial slick thickness might result in a sufficiently insulating slick to prevent the water from superheating. It seems that this ‘boundary thickness’ is around 20 mm for Grane and 40 mm for REBCO, considering that only half of these experiments went into boilover and no boilover occurred for 40 mm Grane. The difference in boundary thickness is most likely caused by the properties of the oil (Table 3.1), e.g. Grane is much more viscous than REBCO.

For the 10 mm experiments with REBCO and Grane, the boilover was extremely violent and had a significant effect on the burning efficiency and regression rate. These violent boilovers resulted in more scattered data upon repetition, but the individual data points were still matching the presented trends in Fig. 4.11 and Fig. 4.15. A possible explanation for the extremity of the boilover is that an initial slick thickness of 10 mm is sufficiently thick to superheat the water but is not yet functioning as an insulating layer. For initial slicks of 2-5 mm the water layer might already penetrate the oil layer just after it reaches a temperature of 120 °C, instead of heating up to 150 °C, leading to less violent boilovers. For slicks thicker than 10 mm, the insulating effect of the oil (as described above) might hinder the superheating and penetration of the water.

4.6.2 Modified COFA setup
Experiments in the modified COFA setup (Fig. 3.7) featured circulation of the water below the oil, which allowed for testing the boilover tendency of oils on moving water, such as on open sea. Initial testing of DUC crude oil with an initial slick thickness of 5 mm showed no signs of boilover and the fire simply extinguished when the flames were too small to sustain the fire. DUC experiments in the COFA with an initial thickness of 5 mm, on the other hand, showed clear boilovers that lasted for 15-30 seconds before extinguishing the fire. These results clearly show that a current in the water prevents boilovers of crude oil burning on water. Because the current did not notably affect the surface of the oil, the current was deemed representative of the current on sea. The results thus provide an initial confirmation of the theory that boilovers do not occur for in-situ burning of crude oil on sea due to the sea current (Buist et al., 2013).

Compared to the experiments in the COFA, the burning time increased from 5-6 to 8 minutes and the burning efficiency increased from 40% to 50% for experiments with a water current. These results show that boilovers can also have a negative effect on the burning of crude oil by prematurely ending the burning. This decrease in burning efficiency is contrary to the results presented for thick slicks of REBCO (Fig. 4.15) and indicates that the
influence of boilovers on the burning of crude oils is unpredictable. Since boilovers are unlikely to occur on sea and the effect of boilovers on the burning efficiency is difficult to control, laboratory experiments should thus aim to prevent boilovers to better represent full scale operations.

4.6.3  Cone setup
The experiments conducted in the cone setup did not contain a water layer below the oil and thus the boilovers observed for DUC 40/40 and Grane were directly related to the properties of the oils. For DUC 40/40, the boilover occurrence was expected because of the water present in the fuel. By applying heat to the emulsion in order to ignite it, the emulsion will break (Section 2.3.2). Because the water had a higher density than the emulsion, it formed a sub-layer below the fuel which could then superheat. The Boilovers for the emulsion were extremely violent (Fig. 4.30) compared to the boilovers for fresh oils in the COFA, with often multiple instances of boilover, which can be seen from the multiple peaks in Fig. 4.26d. After the fire extinguished, sometimes additional explosions released a white smoke plume, most likely consisting of combustible gases (as the plume could ignite) and water vapor. This relatively violent boilover behavior of DUC 40/40 was probably the effect of the water being distributed throughout the fuel, creating multiple layers of water (droplets) that could superheat one after the other.

The boilover occurrence for Grane, which was observed in each experiment with Grane, was not expected because fresh Grane does not contain a significant amount of water. The boilovers could therefore not be caused by the superheating of a water sub-layer. These boilovers without a water layer provide strong evidence that boilovers are similar to the microexplosions observed during the combustion of multicomponent droplets results (Law, 1978; Wang et al., 1984; Ikegami et al., 2003). During the combustion of multicomponent droplets with a volatile and non-volatile component, the volatile component burned more rapidly at the surface than the non-volatile component. This resulted in the depletion of the volatile component at the surface of the droplet, so that the volatile component became concentrated in the core of the droplet. The temperature of the burning droplet then became dominated by the high boiling point of the more abundant non-volatile component at the droplet surface. This finally caused the volatile component trapped in the droplet core to superheat, which lead to the microexplosion of the droplet (Wang et al., 1984). The boilover phenomenon of Grane would thus be caused by (relatively) light components trapped inside the viscous oil slick, which superheat and then lead to a multitude of microexplosions.
For microexplosions to occur in multicomponent droplet combustion there has to be a large difference in the boiling points of the components and the vaporization order has to be volatility controlled. Both of these conditions are met by fresh Grane, which has a high asphaltene content and a substantial amount of light components, as seen from its relatively low flashpoint (Table 3.1). In addition, Grane is a viscous crude oil, which increases the plausibility that unburned, light components can become trapped inside the burning slick. Fresh DUC, in comparison, has a lower concentration of heavy components and a lower viscosity, so light components are not as easily trapped and superheated. IFO 180 is a heavier oil than Grane, but lacks a substantial light fraction that could be superheated. Theoretically, Grane would therefore be the only of the tested fresh oils to result in boilover without a water sub-layer.

Due to its high asphaltene content, however, Grane has a large affinity for water and there is a possibility that the Grane used in the experiments contained a small fraction of water in the form of a stable water-in-oil emulsion. Temperatures at the bottom of the sample holder at the time of boilover varied between 135-270 °C and could not be used as an indication of when boilover started or which type of components superheated. These temperatures, however, are much higher than the superheating temperature of water (120-150 °C),
which provides some proof that water did not cause the boilovers observed in Grane experiments. Further testing will be required to confirm that the superheating of water was not the cause for the Grane boilovers.

The boilover results of Grane are relevant because they indicate that boilovers could theoretically happen during in-situ burning operations on sea for oils with both a substantial light and heavy fraction. A current in the water sub-layer was shown to prevent the superheating of water, and thereby boilover (Section 4.6.2), which suggested that boilovers would not occur on sea. However, if boilovers can occur independent of interaction with a water sub-layer, then the boilover phenomenon they cannot be excluded for in-situ burning of oil on sea. This would mean that boilovers have to be taken into account during the safety planning of any in-situ burning operations, which complicates the planning and execution of this oil spill response method. A logical next step will therefore be to study the boilover tendency of Grane in the modified COFA setup, to test whether the boilovers also occur under more representative testing conditions.

### 4.6.4 Sub-conclusion

Boilovers were observed for pure, refined and crude oils in the COFA setup and for emulsified crude oil and a heavy crude oil in the cone setup. In the COFA setup, temperature measurements of the oil-water interface suggested that boilovers were caused by the superheating of water (120-150 °C), which required a fuel with a boiling point > 220 °C. For thick initial slick thicknesses of REBCO and Grane (20-40 mm), boilover was not always observed, possibly because the viscosity of the oil became too high during the burning for water vapor to penetrate the oil. Introducing a current in the water that refreshed the water below the oil continuously prevented boilover occurrence, which is in accordance to observations of in-situ burning of crude oil on sea.

Boilover occurrence for emulsified DUC in the cone setup was expected because of the water inside the emulsion. The burning of emulsified DUC was extremely violent, with multiple instances of boilover, and explosions even occurred after the fire extinguished. Boilover occurrence of Grane in the cone setup was unexpected, because fresh Grane contains no significant amount of water. The results indicated that the boilover phenomenon is similar to microexplosions observed during the multicomponent droplets combustion. Such microexplosions are caused by a volatile component that is trapped in the droplet core and superheats as the temperature of the droplet increases when less volatile components burn at the fuel surface. The implications of these results are that boilovers could occur during in-situ burning operations of crude oil on sea,
because a superheating water sub-layer is then not a requirement for boilover. Further studies are required to determine the conditions under which (crude) oils can lead to boilover, independent of a superheating water sub-layer.

4.7 Burning efficiency

The results presented in this section were obtained with the COFA setup (Section 3.1), the burning rate setup (Section 3.1.1), the ice cavity setups (Section 3.4.2) and the cone setup (3.3), according to the methodologies described in Sections 3.1.4, 3.1.6, 3.4.1, 3.4.2 and 3.3.

4.7.1 Oil types in COFA setup

Figure 4.31 shows the burning efficiency of all the different oil types tested in the COFA setup at initial slick thicknesses of 5 and 10 mm, apart from the alkane mixture (15 mm) and hexadecane (20 mm). The results clearly show that the burning efficiency decreases with a decreasing amount of volatile components and an increasing amount of non-volatile components in the oils. These results were expected based on the heat loss and vaporization order theories discussed in Section 4.2 for the burning efficiency of small scale pool fires on water and provide further evidence for the proposed theories.

The lowest burning efficiencies were obtained for diesel and IFO 180, i.e. refined oils with little light components. The burning of heavy oil fractions was shown to become quickly dominated by heat losses to the underlying water layer, which cause the fire to extinguish prematurely. Compared to light components such as \(n\)-octane, heavy components have lower burning rates, lower flame heights (Fig. 4.4) and therefore less heat feedback to the fuel surface to accommodate for the heat losses. Although crude oils contain heavier components than diesel and have higher densities, they also contain a more substantial light fraction, as indicated by their lower flashpoints (Table 3.1). Crude oil burning efficiencies were therefore higher because they are an average value of the high burning efficiencies of their light components and the low burning efficiencies of their heavy components.
Figure 4.31. Burning efficiency as a function of the oil type. The oils are ordered from left to right by increasing density. All oils on the right of the vertical dashed line ended in boilover. Burning efficiencies of the alkane mixture and hexadecane were obtained for an initial slick thickness of 15 and 20 mm, respectively.

A similar behavior was observed for the alkane mixture, which had a relatively low burning efficiency. Once the majority of the \( n \)-octane and dodecane were burned from the mixture, the slick thickness of the remaining hexadecane (< 5 mm) was insufficient to sustain the fire. The burning efficiency of the alkane mixture with a 15 mm initial slick thickness thus mainly consisted of the burned \( n \)-octane and dodecane fractions (65 wt%), as hardly any of the hexadecane was burned. At a higher initial slick thickness, the burning efficiency was more in line with the burning efficiencies of gasoline and dodecane, because a higher fraction of the hexadecane could be burned (Table 4.1).

Boilovers occurred for all oils with a boiling point of \( \geq 287 ^\circ \text{C} \), although with varying intensity. While it is difficult to assess the boilover intensity without heat release rate measurements, visual observations and video recordings could still be used to obtain an impression of the boilover intensity. The boilover intensity seemed to increase with increasing boiling point of the fuel. Boilovers were clearly less intense for hexadecane and diesel than for the crude oils and IFO 180 seemed to have the most violent boilovers. It was shown that the effect of boilovers on the burning efficiency could be both positive (Fig. 4.15) and negative (Section 4.6.2) at initial slick thicknesses of 40 mm and 10 mm, respectively. The deviations caused by boilovers from burning efficiencies without boilover, however, did not exceed a ± 10% burning efficiency interval. Experiments with
DUC and REBCO showed good repeatability in terms of the time to boilover and the burning efficiency at an initial slick thickness of 10 mm. These results indicate that boilovers do not randomly affect the burning efficiency, but that this influence is likely correlated to the initial slick thickness. It seems therefore improbable that at the same initial slick thickness, boilovers will affect the burning efficiency of the tested oils positively for some oils and negatively for others. It is thus expected that the relative burning efficiencies among the different oil types as shown in Fig. 4.31 were not significantly affected by boilovers.

4.7.2 Scaling in ice cavities

The burning efficiency of ANS with an initial slick thickness of 10 mm as a function of the ice cavity diameter is shown in Fig. 4.32. The burning efficiencies are also plotted as a function of the oil amount with respect to the data in Fig. 4.23, for a comparison between the ice cavity results and (herded) oil burned in ice-infested water (Section 4.4.4). The results clearly show that the burning efficiency increased with increasing pool diameter. Because the ice cavity experiments were conducted under very similar conditions, these results provide strong evidence that the burning efficiency is a function of the diameter. Compared to in-situ burning experiments in ice-infested water, the ice cavity results show similar burning efficiencies as a function of the oil amount. This indicates that the burning oil in ice cavities is not notably different from burning oil on water and that the results can be considered to be representative of the other results presented in this thesis.

The relatively high burning efficiency of the 1.1 m diameter experiment as a function of the oil amount was probably caused by both the indoor conditions and limited spreading opportunity for the burning oil slick. The main spreading mechanism of oil burning in an ice cavity is due to melting of the cavity that increases the diameter (Fig. 4.33) and formation of a lateral cavity in the ice (Farmahini Farahani et al., 2015a; Farmahini Farahani et al., 2015b; Shi et al., 2016). Compared to the intermediate scale herding experiments, wind was shown to have a significant impact on the burning efficiency and herded oil slicks were observed to spread out during the burning (Section 4.4.4). Because the slick thickness of spreading slicks decreases faster, the heat losses to the water increase faster resulting in faster extinction of the flames and thus a lower burning efficiency. Spreading of herded slicks was, however, less common in experiments with an ice coverage, while the burning efficiencies were still much lower than the ice cavity experiments. It is therefore most likely that the absence of wind in the ice cavity experiments was the dominating factor of the increased burning efficiency.
Figure 4.32. Burning efficiency of ANS with an initial slick thickness of 10 mm as a function of the ice cavity diameter (left) and relative to burning efficiencies of (herded) oil slicks in ice-infested water (right) (Fig. 4.23). Open symbols show the effective burning efficiency, which is relative to the oil area that was set on fire. Literature data was taken from Buist et al. (2011), SL Ross (2012), Potter (2010b) and Guénette and Wighus (1996).

Figure 4.33. Snapshots of ANS burning in a 240 mm diameter ice cavity. The arrows in each frame give an indication of the size of the cavity diameter, which increased as a function of the burning time. The decrease in the ullage height due to meltwater accumulating below the oil can also be observed between the first and last frame.

Melting of the ice cavity caused water to accumulate below the oil because the water had a higher density than the crude oil. The ullage height therefore decreased as a function of the burning time (Fig. 4.33) and had to be deep enough to prevent the oil from overflowing from the cavity during the burning. In the ice cavity
experiments with $D = 0.25$ m and 1.1 m, boilovers were observed as a consequence of the water layer accumulating below the oil (4:50 min in Fig. 4.33). The flow of water from melting ice into the water layer was clearly not sufficient to prevent the superheating of the water in these experiments. In the smallest ice cavities ($D = 0.1$ m), the size of the crude oil fire was likely too small to superheat the water sub-layer because of the constant inflow of cold water. In ice cavities (or melt pools) of any substantial size ($D > 0.1$ m), the forming water layer under burning oil should as such be considered to be a still water layer that facilitates boilover. Contrary to *in-situ* burning of crude oil on open water, boilovers in ice cavities are thus not an artefact of the experimental design but are part of the burning process and the resulting burning efficiency.

The effects of the initial slick thickness and initial ullage height on the burning efficiency in small scale cavities ($D = 0.1$ m) are shown in Fig. 4.34. The burning efficiencies of the experiments with varying initial slick thicknesses were taken for the initial ullage heights that resulted in similar final ullage heights (just below the cavity edge) for each initial slick thickness. A fixed initial ullage height for these experiments would either result in oil overflowing from the cavity for thick initial slick thicknesses or reduce the burning efficiency for thin initial slick thicknesses (as discussed below). An initial water layer under the oil did not show any effect on the burning efficiency and this parameter is therefore not further discussed.

![Figure 4.34](image)

*Figure 4.34.* Burning efficiency as a function of the initial slick thickness for ANS and *n*-octane (left) and as a function of the initial ullage height for ANS (right).
The burning efficiencies as a function of the initial slick thickness (Fig. 4.34) showed very similar results compared to the results obtained in the COFA setup (Fig. 4.15). The burning efficiency showed an asymptotic increase with increasing initial slick thickness, reaching a maximum at an initial slick thickness of 10 mm for \( n \)-octane and 20 mm for ANS. As for the results obtained in the COFA, \( n \)-octane burned to near completion, whereas the crude oil was limited to a burning efficiency of 44%. These results indicate that the burning behavior (e.g. vaporization order) and the heat losses are similar for oil burning in ice cavities and confined oil burning on water.

By increasing the ullage height, the burning efficiency initially remained near-constant, after which the burning efficiency decreased by further increasing the ullage height (Fig. 4.34). The negative effect of the ullage height on the burning efficiency was attributed to an oxygen deficiency inside the cavity as air is less capable of flowing into deep cavities to provide the oxygen required for combustion. For minor increases in the ullage height, this effect was not noticeable because the burning efficiency was more limited by other factors (e.g. heat losses). For relatively large ullage heights (≥ 50 mm), the limitation of the air supply to the burning fuel started to play a factor and reduce the oxygen available for combustion. This means that more CO and soot is formed instead of CO\(_2\), which have a lower heat of combustion, and thus the heat release rate decreases. This in turn lowers the heat feedback to the fuel, which causes the heat losses to the water layer below the oil to dominate the heat transfer mechanics faster and as a consequence reduces the burning efficiency. For ice cavities with a high initial ullage height, the burning of crude oil would thus no longer be comparable to confined oil slicks burning on open water. Based on the final ullage height (relative to the pool diameter), however, the influence of the ullage height on the burning efficiency of the \( D = 0.25 \text{ m} \) and 1.1 m ice cavity experiments was considered to be negligible.

### 4.7.3 Cone setup

The burning rate and burning efficiency of weathered and fresh oils as a function of the incident heat flux are shown in Fig. 4.35. For all the tested oils, the burning rate and burning efficiency increased with increasing incident heat flux. The burning efficiency results show that the weathering state of crude oil and a lack of volatile components (IFO 180) mostly reduce the burning efficiency at low incident heat fluxes (≤ 5 kW/m\(^2\)). Because the heat release rate increases with increasing pool diameter (Section 2.1.3 and Eq. (4)), the heat feedback to the fuel surface also increases (Eq. (9)). These results thus suggest that as the diameter of an oil
pool fire increases, the burning efficiency of the oil becomes less dependent of its weathering state and chemical composition. This theory is supported by the high burning efficiencies that have been observed for evaporated and emulsified oil in large scale experiments and full scale in-situ burning operations (Allen, 1990; Guénette et al., 1995; Guénette and Wighus, 1996). The results therefore further suggest that the detailed fire science aspects associated with ignition are the main issues related to in-situ burning of oil spills (see also Sections 4.3.3 and 4.4.4). Once an oil slick is ignited, high burning efficiencies have been obtained for in-situ burning of spilled crude oil under most conditions tested to date.

![Figure 4.35](image)

**Figure 4.35.** Burning rate and burning efficiency as a function of the incident heat flux. Data points are jittered on the x-axis for clarity reasons.

Similar to the heat release rate results (Fig. 4.27), the boilover occurrence of DUC 40/40 dominated its burning rate, showing a large jump in the burning rate from an incident heat flux of 10 kW/m² to 20 kW/m². Based on the peak heat release rate (Fig. 4.27), however, this increase in burning rate was expected already at an incident heat flux of 10 kW/m². The low burning efficiency at an incident heat flux of 30 kW/m² was most likely related to the boilover phase, although the boilover intensity and burning time did not stand out compared to the other DUC 40/40 experiments. For Grane, the burning rate and burning efficiency were not notably affected by the occurrence of boils, most likely because the boils were less violent and the burning continued after the boilover phase. Apart from the relatively high burning efficiency for the experiment
without an incident heat flux, the Grane results were similar to the other fresh oils. The reason for the observed anomalies are currently unknown but will be investigated in future studies.

The increasing burning efficiency for increasing incident heat fluxes (Fig. 4.35) provides further evidence that the vaporization order of crude oils, including weathered crude oils, is volatility controlled (Section 4.2). This vaporization order causes the heat losses to the cooled sample holder to increase as a function of the burning time and consequently limit the burning efficiency (Section 4.2.4). By increasing the incident heat flux, this limiting of the increasing heat losses effect on the burning efficiency is mitigated, which results in the higher observed burning efficiencies with increasing incident heat fluxes.

For most of the oils in Fig. 4.35, however, the burning efficiencies do not reach the ≥ 90% that has typically been observed in large scale crude oil fires on water (Allen, 1990; Guénette and Wighus, 1996; Brandvik et al., 2010a; Potter, 2010b). An estimate of the heat feedback to the fuel surface in large scale pool fires was calculated using Eq. (19) (from Eq. (4) and (9)) to determine whether the tested incident heat fluxes are representative of large scale pool fires.

$$
\dot{Q}_{net} = \chi_s \cdot \dot{Q} = \chi_s \cdot A \cdot \dot{m}^{\#} \cdot \chi_c \cdot \Delta H_c
$$

The heat feedback fraction of crude oil was assumed to be 0.011, based on the reported heat feedback fractions of heptane (0.010) and toluene (0.012) in Hamins et al. (1994). The fraction accounting for incomplete combustion was assumed to be 0.7 (similar to heptane (Tewarson, 1982)) (see also Section 2.1.3) and the heat of combustion of crude oil was taken as 44 kJ/g (Section 2.2.2). According to Buist et al. (2013), the regression rate of a large, unemulsified oil fire on water is 3.5 mm/min. This translates to a burning rate of 3.9 kg/s for a 10 m diameter pool fire of a crude oil with a density of 0.85 g/ml. The heat feedback to the fuel surface for such a crude oil fire on water would then be approximately 17 kW/m².

The main uncertainty in this estimate originates from the heat feedback fraction, because the reported values were based on 0.30 m pool fires (Hamins et al., 1995). The other parameters are either relatively well-known, or have less influence on the calculated heat feedback. It was shown, however, by Hamins et al. (1995) that the mass transfer number ($B = 1/\chi_s$) is relatively constant with increasing diameter for hydrocarbon pool fires. It is therefore deemed unlikely that the used heat feedback fraction contains a factor three error margin, which is the ratio between the calculated heat flux and the highest incident heat flux tested in this study. The estimated
heat feedback thus strongly suggests that the very high heat fluxes tested (≥ 30 kW/m$^2$) in this study are not representative of the heat feedback to the fuel surface in large scale crude oil fires.

For an incident heat flux of 20 kW/m$^2$, the burning efficiency for the tested oils varied between 69-77% (Fig. 4.35). As such, these results suggest that the high burning efficiencies observed for large scale crude oil fires on water are not only caused by the increased heat feedback to the fuel surface compared to small scales. One possible additional factor that could contribute to the high burning efficiencies in large scale fires is the wind induced herding of surrounding oil into the fire (Allen et al., 2011). The buoyancy controlled rise of a hot smoke plume from a pool fire causes entrained flows of air into the fire and the plume (Heskestad, 2016), which become stronger with increasing pool diameter. During the in-situ burning operations that were part of the response to the Macondo spill, it was observed that oil on the sea surface around the fire was herded into the fire by these entrained flows into the fire. By feeding oil to the fire, the oil slick thickness increases which counteracts the reduction of the slick thickness, as oil is consumed by the fire. More oil can then be burned before the oil slick reaches its critical thickness, for which the heat losses to the water dominate the heat transfer mechanics (Section 4.2.4), and the fire is extinguished. As such, the herding of oil into the fire increases the burning efficiency. This oil herding phenomenon, induced by entrained flows, could therefore possibly contribute to the high burning efficiencies observed for large scale crude oil fires on water.

Overall, there is only very limited experimental data available on the differences between the fire dynamics of small and large scale crude oil fires on water. There is therefore currently no reason to assume that the two factors discussed above (increased heat feedback and herding of oil into the fire) are the only two factors that increase the burning efficiency for large scale crude oil fires on water compared to smaller scales. Further studies should be conducted that focus on the fire dynamics of large scale crude oil fires on water to accurately determine the driving factors behind the very high burning efficiencies observed for such operations.

4.7.4 Sub-conclusion

The burning efficiencies of pure oils, refined oils, crude oils and weathered crude oils were studied on water, in ice cavities and in a cooled sample holder subjected to an incident heat flux. All of the burning efficiency results supported the proposed volatility controlled vaporization order (Section 4.2.5). The burning efficiency decreased from 99% to 20% with decreasing amount of volatile components and increasing amount of non-
volatile components in the oil composition for small scale experiments on water. Burning efficiency results of oil burning in ice cavities showed similar burning behavior and heat losses as confined oil burning on open water. The main difference between crude oil burning in ice cavities and on open water is that crude oil burning in ice cavities is expected to end in a boilover, because the water layer is by definition still. Scaling experiments in ice cavities clearly showed that the burning efficiency increases with increasing pool diameter under similar testing conditions. These results confirm that the burning efficiency is a function of the pool diameter for crude oils burning on water.

Burning efficiencies increased with increasing incident heat flux for fresh and weathered oils, as expected. These results support the theory that the high burning efficiencies observed in large scale in-situ burning experiments (≥ 90%) are due to an increased heat feedback to the fuel surface compared to small scale fires. Such high burning efficiencies, however, were not reached for the conducted small scale experiments. Even at incident heat fluxes of 40-50 kW/m², which are much higher than the estimated 20 kW/m² heat feedback to the fuel surface for large scale crude oil fires on water, the burning efficiency did not reach above 85%. The high burning efficiencies observed in large scale crude oil fires on water are therefore probably caused by a combination of multiple factors. One such factor that could possibly increase the burning efficiency of large scale fires compared to small scale fires is the herding of surrounding oil into the fire, induced by entrainment flows into the fire and the plume.

4.8 Composition analysis of byproducts

The results presented in this section were obtained with the modified COFA setup (Section 3.5), according to the methodologies described in Sections 3.5.1 and 3.5.2.

4.8.1 Smoke analysis test

The gas chromatogram of the analytes adsorbed on one of the thermal desorption tubes (number 1) is shown in Fig. 4.36, which was representative of the results for all thermal desorption tubes. The result shows that the analytes on the thermal desorption tubes mainly consisted of water and components corresponding to the sorbent materials in the tubes. The concentration of the hydrocarbon combustion products was very low and
therefore difficult to analyze. Because water is also one of the combustion products (Section 2.1.2), this is an inherent problem to sampling the combustion gases in the smoke plume. It was attempted during the gas chromatography analysis to remove the water by heating the tubes at 70 °C prior to injecting the samples on the column, but this could not prevent water from dominating the results. Heating tape was therefore added around the thermal desorption tubes in the experimental design (Fig. 3.7) to heat up the sorbent material during the sampling. By elevating the temperature inside the tubes, water is less likely to be adsorbed on the sorbent materials in the tubes. The downside of this method is that volatile hydrocarbon combustion products with boiling points similar to water are also less likely to be absorbed on the sorbent material in the tubes. Alternative methods to reduce the water concentration on the thermal desorption tubes are installing a water trap before the tubes or testing alternative sorbent materials that may have a lower affinity for adsorbing water.

Figure 4.36. Gas chromatogram of the analytes on the first thermal desorption tube. The analytes were mainly dominated by water and components corresponding to the sorbent materials, as annotated.

Despite the high concentration of water in the thermal desorption tubes, hydrocarbon combustion products could be sampled from the smoke plume. The use of thermal desorption tubes is as such a promising method for sampling combustion gases from the smoke plume of burning crude oil on water. Further testing to optimize the water to hydrocarbon ratio on the sorbent material will be required to be able to properly analyze chemical composition of the hydrocarbon byproducts in the smoke plume.
Analysis of soot particles was not possible because no visible amount of soot was collected by the filter before the thermal desorption tubes. The thermal desorption tubes, however, contained a sufficient amount of sampled gases. Increasing the smoke inlet or increasing the flow through the tubes to increase the collection of smoke thus risks that the thermal desorption tubes are overdosed with sampling gases. This could lead to differences between the relative concentrations of the byproducts on the tubes and in the smoke plume. The collected sample would then no longer be representative of the actual smoke plume composition. A separate filter may thus be necessary to sample the soot from the smoke plumes for chemical analysis of the soot composition.

4.8.2 Water fraction test
The total petroleum content (hydrocarbon oil index from C10 to C40) in the water samples was measured to be 6.35 mg/l for the experiment with a burning efficiency of 10% and < 5 mg/l for the other experiments. These values correspond well with reported values in literature (Faksness et al., 2008; Faksness et al., 2012), which indicates that the water body is being properly homogenized by the current. The experimental design with the low Pyrex glass cylinder and a mild water current is thus suitable for further analysis of the chemical composition of the hydrocarbon fraction in the water body below burning oil.

4.8.3 Residue composition test
The burning efficiency, burning time, density and viscosity of the residues that were intentionally stopped to match burning efficiency intervals of 10% are shown in Table 4.6. The relationship between the burning time and the burning efficiency, density and viscosity corresponds very well with the results of the burning series conducted in the COFA setup (Table 4.2). This clearly shows that the burning of crude oil in the modified COFA setup is not notably affected by introducing a water current, apart from the lack of boilover (Section 4.6). The chemical compositions of the residues also showed the expected reduction in relative concentration of the volatile components as a function of the burning time (Fig. 4.37). These results thus show that the modified COFA is a suitable setup for studying the chemical composition of burning residues as a function of the burning efficiency, for example using a principal component analysis (Section 4.2.3).
Table 4.6. Density and viscosity of burned DUC residues

<table>
<thead>
<tr>
<th>Burning efficiency (%)</th>
<th>Burning time (min)</th>
<th>Density (g/ml)</th>
<th>Viscosity (cP)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Fresh</td>
<td>0:00</td>
<td>0.853</td>
<td>6.750</td>
</tr>
<tr>
<td>13</td>
<td>0:56</td>
<td>0.877</td>
<td>16.62</td>
</tr>
<tr>
<td>24</td>
<td>2:23</td>
<td>0.896</td>
<td>49.13</td>
</tr>
<tr>
<td>30</td>
<td>3:42</td>
<td>0.916</td>
<td>117.0</td>
</tr>
<tr>
<td>45</td>
<td>6:02</td>
<td>0.949</td>
<td>665.0</td>
</tr>
<tr>
<td>51</td>
<td>8:10</td>
<td>0.929</td>
<td>3170</td>
</tr>
</tbody>
</table>

*Measured at 25 °C using an Anton Paar SVM 3000 viscometer.

Figure 4.37. Gas chromatograms of DUC burn residues with a burning efficiency of 13% (left) and 51% (right). The reduced concentration of the volatile components as a function of the burning efficiency observed between these samples was representative of all residue samples.

Based on the burning efficiency results as a function of the incident heat flux in the cone setup (Section 4.7.3), it is expected that the current limit of the burning efficiency (50%) can be increased by the infrared heaters (Fig. 3.7). Although the very high tested heat fluxes (≥ 30 kW/m²) may not be representative of the heat feedback to the fuel surface for large scale oil fires on water, these heat fluxes did result in high burning efficiencies (> 85%). As such, the factors that increase the burning efficiency with increasing pool diameter, besides an increased heat feedback, (Section 4.7.3) could possibly be simulated by increasing the incident heat.
flux to 30-50 kW/m². The modified COFA setup will then allow for studying the chemical composition of byproducts from \textit{in-situ} burning of oil on water at burning efficiencies representative of large scale fires.

\textbf{4.8.4 Sub-conclusion}

Sampling tests of the water fraction, residue and smoke plume from oil burning experiments on water in the modified COFA setup showed that this setup is suitable for studying the chemical composition of the byproducts as a function of the burning efficiency. Only with respect to the sampling of soot and combustion gases should the setup be optimized to reduce the concentration of water in the thermal desorption tubes and allow for sampling higher concentrations of soot. The burning efficiency results for an increased heat flux to the fuel surface indicated that increased burning efficiencies could be obtained for small scale experiments that are representative of large scale oil fires on water. With the use of infrared heaters, it is thus expected that the modified COFA can be used to study the chemical balance between byproducts of \textit{in-situ} burning as a function of burning efficiencies representative for operational scales.
5 Conclusion

The main results of all the sub-conclusions in the results sections are summarized here. Section 5.1 shows the main highlights of the results presented throughout this thesis. Section 5.2 gives a full summary of the experimental results and the main conclusions. These conclusions are then placed into the perspective of the research objective in Section 5.3. Finally, based on the presented conclusions, recommendations are made for future work in Section 5.4.

5.1 Result highlights

- Crude oils burn with a volatility controlled vaporization order which means that the components in crude oils are burned in the order of decreasing volatility.
- Crude oils are a unique type of fuel that cannot be simulated with simplified multicomponent fuels.
- Chemical herders were shown to successfully thicken simulated oil spills to ignitable thicknesses in ice coverages of 3/10-7/10, but ignition issues with fractured oil slicks should be solved to improve the burning efficiencies of herder oil slicks.
- Strong ignition sources that translate to substantial ignition gel pool fires are required to provide the heat flux required for ignition of weathered and non-volatile oils.
- Boilover tendency depended on both the superheating of an underlying water layer and the chemical composition of the oil and could therefore not be excluded from occurring for in-situ burning operations on sea.
- The primary conclusion of this thesis is that once a large oil slick has been ignited, it is expected to result in a high burning efficiency, independent of the properties of the oil and environmental conditions.

5.2 Summary of experimental results

In-situ burning experiments of crude oil on water were conducted under various laboratory and outdoor conditions to study the fire dynamics and fire chemistry of burning crude oil on water. The results showed that
crude oil, being a multicomponent fuel with a large range of components, has a distinct vaporization order in which its components evaporate during combustion. The components in crude oils are burned in order of decreasing volatility, as indicated by an increasing surface temperatures and decreasing burning rates and flame heights as a function of the burning time. A principal component analysis of the composition of burned crude oil residues with different burning efficiencies confirmed that the (relative) concentration of volatile components decreased with increasing burning efficiency. Because of this volatility controlled vaporization order, the crude oils never reached the steady-state burning phase that was observed for the reference fuels (pure oils and the pure oil mixture) burning on water. This shows that crude oils are a unique type of fuel that cannot be simulated with simplified multicomponent fuels.

A mathematical analysis of the heat transfer mechanics showed that the heat losses to the water layer increase as a function of the burning time for crude oil burning on water due to the volatility controlled vaporization order. Furthermore, the flame height, and thus the heat feedback to the fuel surface, decreased as a function of the burning time. The burning efficiencies of the crude oils in the small scale experiments (20-75%) were probably limited by these increasing heat losses that led to premature extinction of the flame. It was proposed that the higher burning efficiencies observed for large scale crude oil fires were due to their higher heat feedback to the fuel surface that balanced out against the increasing heat losses. In fact, small scale crude oil burning experiments subjected to an incident heat flux showed increased burning efficiencies. At incident heat fluxes representative of large scale pool crude oil fires on water (20 kW/m²), however, the burning efficiencies did not reach above 80%. It was therefore deduced that the high burning efficiencies observed in large scale crude oil fires on water are not only caused by an increased heat feedback, but by other factors inherent to large scale fires as well. One of such additional factors could be the herding of surrounding oil into the fire by air entrainment flows. It is, however, likely that there are additional, currently unknown, complex factors related with the fire dynamics of the problem that lead to the high burning efficiencies for large scale fires. Further studies on the fire dynamics of large scale crude oil fires on water should be conducted to identify the factors associated with a large pool diameter that are responsible for the high burning efficiencies.

The initial slick thickness was found to be mainly relevant for the ignitability of crude oil slicks on water. Once ignited, the diameter of the pool fire was a more dominating parameter, which limits the burning efficiency more than the initial slick thickness. An ignitable slick thickness (> 1-2 mm), however, does not guarantee that the oil slick can in fact be ignited. Ignition attempts of herded oil slicks showed that the combination of the slick size and wind also play an important role in the ignitability of (herded) oil slicks. Ignitability tests showed that
for oils with a low amount of volatile components (e.g. weathered oils), an ignition source of 5-10 kW/m² was required to ignite the oil. In terms of the current ignition methods, such as ignition oil, this means that the ignition source needs to have a substantial fire diameter to provide this critical heat flux to the oil. Oil slicks need to have large enough sizes to accommodate the ignition source spreading over the oil, rather than dissipating the slick. Experimental results of herded oil suggested that oil slicks need to be larger than 0.5 m² to support ignition by ignition gel.

Chemical herders were shown to successfully thicken simulated oil spills to ignitable thicknesses in ice coverages of 3/10-7/10. Interaction with the ice, however, caused the oil slicks to break up into multiple oil slicks during the herding process. Because the smaller slicks of these fractured oil slicks were difficult to ignite, the burning efficiencies of the herded oil slicks were low (15-43%) compared to other experiments with similar oil volumes and experimental conditions (36-59%). Herders could thus be a potentially valuable tool for in-situ burning as oil spill response method, also in ice-infested waters, if the ignitability issues inherent to fractured oil slicks can be resolved.

The boilover phenomenon, i.e. the explosive burning of crude oil, observed during the burning of oils with a high boiling point on a still water layer was shown to depend on the superheating of the water below the oil. Introducing a current in the water body of the small scale water basin to continuously refresh the water layer directly below the burning oil prevented boilovers from occurring. Boilovers are therefore only expected on still water, such as in ice cavities or melt pools. During ignition studies on fresh and weathered oils without an underlying water layer, however, boilovers were also observed for a fresh heavy crude oil with both an abundant light and heavy fraction. The lack of a water layer suggests that the light components in the oil were the cause for the boilover, which means that the tendency to boilover is also depending on the chemical composition of the burning oil. Boilovers can thus not be excluded from occurring during in-situ burning operations on sea, which could complicate the safety planning of in-situ burning operations due to the increased fire intensity of boilovers. Further studies are required to determine the conditions under which these boilovers without a water layer can occur.

All of the experimental results supported the observation from literature data that the burning efficiency is depending on the pool diameter. The dependency on the pool diameter for crude oil fires on water was shown to be partially due to a combination of the volatility controlled vaporization order and increasing heat losses to the underlying water layer. Other parameters such as the initial slick thickness, presence of ice, chemical
The composition of the oil and weathering state of the oil mostly influenced the burning efficiency in small scale experiments. The primary conclusion of this thesis is therefore that once a large oil slick has been ignited, it is expected to result in high burning efficiencies, independent of the properties of the oil and environmental conditions.

5.3 Research objective

In terms of the research objective, the results show that most of the operational parameters, apart from the pool diameter, will only have a limited effect on the efficiency of in-situ burning as oil spill response method. This strongly suggests that high burning efficiencies are inherent to operational scale crude oil fires on water. Once both ignition and flame spread on a large oil slick are successful, high burning efficiencies are expected simply due to the scale of the fire. As such, the main parameter that determines the suitability of in-situ burning as oil spill response method becomes the ignitability of the oil.

The ignitability parameter is depending on complex fire dynamics aspects, but can be expressed in terms of the heat flux that the ignition source needs to be able to provide to the oil surface to ignite the oil. At high heat fluxes (≥ 20 kW/m²), ignition was nearly instantaneous for all tested oils, independent of the weathering state or volatile components present in the oil. An estimate of the heat feedback to the fuel surface in crude oil pool fires on water with a 10 m diameter, however, showed that such large scale fires only reach heat fluxes of approximately 17 kW/m². While heavily weathered oils could thus be ignitable when subjected to heat fluxes of 20 kW/m², it would require an enormous amount of ignition gel to create an ignition source large enough to provide this heat flux. The ignitability of oil slicks should thus not be considered as a binary question of whether an oil slick is ignitable or non-ignitable, but as a function of the strength of the ignition sources available to ignite the oil slick. From an operational point of view, predicting the suitability of in-situ burning as oil spill response method can thus be reduced to answering the question whether the required strength (e.g. ignition gel volume) of the ignition source is practically feasible.
5.4 Recommendations for future work

Based on the results from this study, the recommendations for future work can be divided into scientific problems and practical problems. It would be valuable for suitability predictions of in-situ burning as response method to oil spills to confirm the postulated theories regarding the burning efficiencies of large scale crude oil fires on water. This works should focus on the factors that increase the burning efficiency with increasing diameter, such as the increased heat feedback to the fuel surface as compared to small scales.

Once the burning efficiency can be predicted with a high certainty, the suitability of in-situ burning will be mainly depending on the ignition of the oil slick and the net impact of the byproducts on the environment. The fundamentals of ignition studies should aim to take into account realistic field conditions as these conditions are known to notably affect the ignitability of crude oil on water. Such studies should then translate to functional field methods that are capable of igniting weathered oils under challenging weather conditions.

The (relatively) low capacity of in-situ burning is also a problem that should be addressed to make in-situ burning an effective oil spill response method. Chemical herders are a promising measure to contain oil spills, even in ice-infested waters, that can facilitate in-situ burning of spread oil on water. Further research on the fracturing of oil slicks during the herding process and ignition of fractured oil slicks could improve the viability of herders, and thereby in-situ burning, as oil spill response method.

Fundamental research can aim to improve the understanding of the boilover phenomenon during the combustion of crude oils with and without underlying water layers. A better understanding of this phenomenon would allow for predictions under which conditions boilovers become plausible during operational scale in-situ burning of crude oil. This is a relevant problem for the safety planning of oil spill response operations and as such would make suitability predictions of in-situ burning more accurate.

Finally, to determine the net environmental impact of the byproducts, it would be valuable to determine the chemical balance of the byproducts that form during in-situ burning at large scale crude oil fires on water. Studies should therefore focus on representative burning efficiencies for such large scale fires. The new experimental setup developed for this purpose showed promising results and provides a suitable experimental setup for such studies. On the practical side, one aspect that seems relatively less studied is the impact of precipitating soot in the environment, on for example snow and ice. Together with the residue, these two
products seem to have the largest potential to negatively impact the environment, although further studies are required to determine the extent of their environmental impact.
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In-situ burning of spilled crude oil is a promising oil spill response method for potential oil spills in the Arctic. Forecasting the amount of oil that is removed during a crude oil fire on water (i.e. the burning efficiency) is, however, challenging due to a lack of theoretical understanding of the fundamental fire science behind crude oil fires on water. It is shown herein that the burning efficiency is primarily governed by the diameter of the crude oil pool fire and the complexity of the multicomponent fuel, both of which influence the ignition, flame spread and extinction processes.