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Abstract—In this work, a 2-D vector flow imaging (VFI) method based on synthetic aperture sequential beamforming (SASB) and directional transverse oscillation is implemented on a commercially available tablet. The SASB technique divides the beamforming process in two parts, whereby the required data rate between the probe and back-end can be reduced by a factor of 64 compared to conventional delay-and-sum focusing. The lowered data rate enables real-time wireless transfer for both B-mode and VFI data. In the present setup, element data were acquired from a straight vessel with the SARUS research scanner and processed by a first-stage beamformer in a fixed focus. The data were subsequently transferred to an HTC Nexus 9 tablet through an ASUS RT-AC68U Wi-Fi router to simulate a wireless probe. The second-stage beamforming of the B-mode and flow data and the velocity estimation were implemented on the tablet’s built-in GPU (Nvidia Tegra K1) through the OpenGL ES 3.1 API. Real-time performance was achieved with rates up to 26 VFI frames per second (38 ms/frame) for concurrent processing and Wi-Fi transmission.

I. INTRODUCTION

This paper presents an implementation of 2-D synthetic aperture (SA) vector flow imaging (VFI) on a commercially available tablet. The objective is the integration of quantitative blood flow imaging in portable ultrasound systems.

Pocket-size devices have the potential to open new possibilities for the healthcare system bringing ultrasound out of the radiology department and closer to the point of care [1]. An attempt of integrating a flow imaging modality in a general-purpose mobile device has been previously made by Hemmsen et al. [2] based on the method presented in [3]. However, the implementation has two major limitations. First, the velocity estimation is limited to the axial component and a prior knowledge of the flow angle is required. Second, it relies on a cross-correlation estimator that necessitates significant computational resources for the calculation of the correlation functions, which makes the method not optimal for the strict requirements of a mobile device. Other portable ultrasound systems with flow capabilities have been previously presented in literature [4], [5] or are available on the market. However, these systems only perform 1-D flow estimation and are affected by flow angle limitations.

VFI methods estimate the velocity in 2-D and do not require any manual angle adjustments providing quantitative velocity measurements [6]–[8]. For these reasons, the integration of VFI in hand-held devices has the potential to improve the clinical workflow. A 2-D SA VFI method for portable ultrasound has been recently proposed in [9] combining SA sequential beamforming (SASB) [10] and directional transverse oscillation (TO) [11]. The method enables the wireless transmission of the ultrasound data and uses a relatively inexpensive 2-D phase-shift approach for the velocity estimation. The present paper demonstrates a real-time implementation on a consumer-level mobile device using processing in the built-in GPU concurrent with the transmission of the data over Wi-Fi.

II. BACKGROUND AND THEORY

The ultrasound data received by $L$ transducer elements are initially beamformed by a first-stage fixed-focus beamformer. The transmit/receive focal point is referred to as virtual source (VS). This is located behind the array, therefore a diverging wave is emitted to insonify the whole image area at each emission. The fixed-focus beamformer can be integrated in the front-end of the ultrasound probe [12], therefore one single beamformed line, referred to as low-resolution line (LRL), is obtained for each emission, with a reduction of the data...
throughput by a factor $L$. The LRLs are then sent to the mobile device, where a second beamforming stage takes place.

A high-resolution image (HRI) is created in the second stage after $K$ emissions. The second beamformer is based on the VS assumption [13], and its computational complexity equals that of a monostatic SA beamformer. The $K$ VSs are divided in two virtual apertures (VAs) that are laterally separated by a distance $D$ as shown in Fig. 1. This separation gives rise to a TO in the HRIs, which enables the velocity estimation in both the lateral and axial directions.

A moving-average-subtraction filter is used on the LRLs to remove the signal from the tissue. The beamformed HRIs are Hilbert transformed in the lateral direction, and the lateral frequency is estimated through a Fourier transform [9]. For each velocity point, $M$ lateral samples are selected, and the velocity is estimated from $N$ HRIs using an autocorrelation approach [11]. The method provides velocity estimates everywhere in the image, and continuous data acquisition is obtained.

### III. METHODS

#### A. Measurement setup

An experimental setup was constructed to assess the data transmission and processing performance on a consumer-level tablet. A linear array was connected to the SARUS scanner [14] for the acquisition of the element data, and a duplex sequence was designed with the parameters in Table I. The VAs were steered toward the center of the image with an angle of ±2.5°. No apodization was used on the VAs. The B-mode VSs were regularly distributed between ±15 mm in the lateral direction. B-mode and flow emissions were interleaved to achieve continuous data acquisition, i.e. one B-mode pulse was transmitted after every $K = 6$ flow emissions, with an effective pulse repetition frequency $PRF_{eff} = PRF/(K+1)$.

Measurements were performed on a flow rig system consisting of a centrifugal pump (Cole-Parmer, Vernon-Hills, IL, USA) circulating a blood mimicking fluid. A laminar flow profile was created in a vessel with a radius of 6 mm placed at a depth of approximately 20 mm with a beam-to-flow angle of 90°. The volume flow was measured for reference by a magnetic flow meter (MAG3000, Danfoss, Nordborg, Denmark) and was set to obtain a peak velocity of approximately 0.2 m s$^{-1}$.

For each emission, the channel data received by $L = 64$ transducer elements were beamformed in Matlab (The MathWorks, Inc., Natick, MA, USA) using a fixed-focus to create the LRLs. These were sent to a Nexus 9 tablet (HTC Corp., Taoyuan, Taiwan) through a Wi-Fi link to simulate a wireless probe. The connection was established through an ASUS RT-AC68U (ASUS, Taipei, Taiwan) router with a maximum theoretical link speed of 867 Mbit/s. B-mode and VFI processing were performed on the tablet’s built-in GPU.
Fig. 3. Comparison of the 2-D VFI frames processed in the tablet (a) and in Matlab (b). The VFI and B-mode images are overlapped. The arrows show the velocity vectors, and the angle is shown encoded as in the color wheel at the bottom of the images.

B. GPU implementation

To achieve real-time performance, all the VFI computations outlined in Sec. II and described in [9] must be implemented on the tablet’s GPU (Nvidia Tegra K1). Fig. 2 shows the GPU processing graph for each VFI frame in addition to the data flow arranged in 2-D texture arrays. The GPU was instructed to perform general purpose computations through the OpenGL ES 3.1 API, and each of the tasks in Fig. 2 was implemented as compute or fragment shaders. The LRLs were buffered in the tablet’s memory and copied to the GPU texture memory for further processing. The second-stage beamformer refocused the LRLs creating high-resolution lateral signals of length \( M = 32 \) samples, and 512 samples were used for each velocity line in the axial direction. The velocities were estimated from \( N = 16 \) HRIs.

The GPU is perfectly suited for most of the steps, such as individual per-pixel operations, which are straightforwardly executed in parallel. However, some of the tasks require more effort to run efficiently, in particular concerning the TO synthesis, where spatial quadrature signals are created by discrete Hilbert transformations. These are generated by making the frequency spectrum one-sided using forward and inverse fast Fourier transforms (FFTs) [15]. In the present work, radix-2 FFTs were implemented in OpenGL ES 3.1 compute shaders with use of fast inter-thread shared memory for efficient parallel computation.

Finally, each VFI frame was interleaved with a B-mode frame, which was computed on the GPU by refocusing, envelope detection, and scan conversion as described in detail in [16], [17].

The software implementation was written in C++ and GLSL and compiled either to a desktop application or cross-compiled to Android with the Android Native Development Kit. The performance can, thus, be evaluated easily on a range of discrete and mobile GPUs and operating systems.

IV. Results

The results of the 2-D VFI implementation are shown in Fig. 3, where frames processed in the tablet (3a) and in Matlab (3b) are shown for comparison. The VFI and B-mode images are overlapped. The arrows show the velocity vectors, and the angle is shown encoded as in the color wheel in the bottom of the images. The 2-D velocities were calculated over 32 lines.

The mean velocity profile +/- one standard deviation (SD) is shown in Fig. 4 calculated from 50 velocity profiles at the center of the VFI image processed in the tablet. The average bias was 2.91% in the lateral direction and 0.93% in the axial direction. The SD was 10.13% and 3.51% for the two velocity components.

The combined VFI and B-mode peak frame rate was 26 frames per second, which is sufficient for real-time performance. The corresponding data rate for the transmission of LRLs over the Wi-Fi link was 13 MB/s for 1648 16-bit samples per LRL. This was lower than the average throughput of 30 MB/s measured between the tablet and the Wi-Fi router. Hence, the operational rate of the entire system is limited by the GPU processing speed rather than the data bandwidth.

Previously, it was identified that the particular tablet model suffers from heating issues when the GPU and network card operate concurrently close to the maximum load [2]. To test
whether this is the case for the present implementation, continuous scanning simulations were carried out for a duration of several minutes. The benchmark covered data input from a) a pre-recorded dataset stored on the device and b) the Wi-Fi link. In Fig. 5, the processing frame rate is shown as a function of the time since the start of the session. It can be noticed that the frame rate was lowered significantly after a few minutes of continuous scanning simulations were carried out for a duration of several minutes.

V. CONCLUSION

In conclusion, SA VFI is feasible in a commercial tablet with real-time performance. The computational tasks were efficiently implemented on the GPU, and the data reduction of the sequential beamforming enables real-time wireless transmission. For continuous scanning sessions of several minutes duration, however, the performance degraded due to heating of the chipset of the Nexus 9 tablet used in the experiment.
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