
 
 
General rights 
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright 
owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights. 
 

 Users may download and print one copy of any publication from the public portal for the purpose of private study or research. 

 You may not further distribute the material or use it for any profit-making activity or commercial gain 

 You may freely distribute the URL identifying the publication in the public portal 
 
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately 
and investigate your claim. 
  
 

   

 

 

Downloaded from orbit.dtu.dk on: Mar 13, 2024

An End-to-end Deep Learning Approach to MI-EEG Signal Classification for BCIs

Dose, Hauke; Møller, Jakob Skadkær; Iversen, Helle K.; Puthusserypady, Sadasivan

Published in:
Expert Systems with Applications

Link to article, DOI:
10.1016/j.eswa.2018.08.031

Publication date:
2018

Document Version
Peer reviewed version

Link back to DTU Orbit

Citation (APA):
Dose, H., Møller, J. S., Iversen, H. K., & Puthusserypady, S. (2018). An End-to-end Deep Learning Approach to
MI-EEG Signal Classification for BCIs. Expert Systems with Applications, 114, 532-542.
https://doi.org/10.1016/j.eswa.2018.08.031

https://doi.org/10.1016/j.eswa.2018.08.031
https://orbit.dtu.dk/en/publications/54a70e70-f5df-4ce7-89db-4e32504673ca
https://doi.org/10.1016/j.eswa.2018.08.031


 

Accepted Manuscript

An End-to-end Deep Learning Approach to MI-EEG Signal
Classification for BCIs

Hauke Dose, Jakob S. Møller, Helle K. Iversen,
Sadasivan Puthusserypady

PII: S0957-4174(18)30535-9
DOI: https://doi.org/10.1016/j.eswa.2018.08.031
Reference: ESWA 12161

To appear in: Expert Systems With Applications

Received date: 4 June 2018
Revised date: 31 July 2018
Accepted date: 14 August 2018

Please cite this article as: Hauke Dose, Jakob S. Møller, Helle K. Iversen, Sadasivan Puthusserypady,
An End-to-end Deep Learning Approach to MI-EEG Signal Classification for BCIs, Expert Systems
With Applications (2018), doi: https://doi.org/10.1016/j.eswa.2018.08.031

This is a PDF file of an unedited manuscript that has been accepted for publication. As a service
to our customers we are providing this early version of the manuscript. The manuscript will undergo
copyediting, typesetting, and review of the resulting proof before it is published in its final form. Please
note that during the production process errors may be discovered which could affect the content, and
all legal disclaimers that apply to the journal pertain.

https://doi.org/10.1016/j.eswa.2018.08.031
https://doi.org/10.1016/j.eswa.2018.08.031


ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

Highlights

• End-to-end neural network model for classifying motor imagery EEG signals

• Using 1-D CNN layers to learn temporal and spatial filters for feature extraction

• Application of transfer learning to calibrate the model for individual subjects

• Analysis of the temporal and spatial filters learned by the model
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Abstract

Goal. To develop and implement a Deep Learning (DL) approach for an electroencephalogram (EEG) based Motor

Imagery (MI) Brain-Computer Interface (BCI) system that could potentially be used to improve the current stroke

rehabilitation strategies.

Method. The DL model is using Convolutional Neural Network (CNN) layers for learning generalized features and

dimension reduction, while a conventional Fully Connected (FC) layer is used for classification. Together they build

a unified end-to-end model that can be applied to raw EEG signals. This previously proposed model was applied to

a new set of data to validate its robustness against data variations. Furthermore, it was extended by subject-specific

adaptation. Lastly, an analysis of the learned filters provides insights into how such a model derives a classification

decision.

Results. The selected global classifier reached 80.38%, 69.82%, and 58.58% mean accuracies for datasets with two,

three, and four classes, respectively, validated using 5-fold crossvalidation. As a novel approach in this context,

transfer learning was used to adapt the global classifier to single individuals improving the overall mean accuracy

to 86.49%, 79.25%, and 68.51%, respectively. The global models were trained on 3s segments of EEG data from

different subjects than they were tested on, which proved the generalization performance of the model.

Conclusion. The results are comparable with the reported accuracy values in related studies and the presented

model outperforms the results in the literature on the same underlying data. Given that the model can learn

features from data without having to use specialized feature extraction methods, DL should be considered as an

alternative to established EEG classification methods, if enough data is available.

Keywords: Deep Learning (DL), Electroencephalogram (EEG), Motor Imagery (MI), Convolutional Neural

Networks (CNNs), Brain Computer Interface (BCI), Stroke Rehabilitation
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1. Introduction

Stroke is one of the leading causes of adult disability leaving a large part of those surviving the incident with

some form of hemiparesis or hemiplegia, which brings a heavy burden to the patient, family and healthcare systems

(World Stroke Organization (WSO), 2016). While conventional therapy focuses on physiotherapy and repetitive

training for functional recovery (National Institute of Neurological Disorders and Stroke, 2014), new therapy forms5

are sought for in order to promote regaining independence in daily activities. Different strategies ranging from

neuromodulatory techniques (such as repetitive Trans-cranial Magnetic Stimulation (TMS) (Pinter & Brainin,

2013; Bates & Rodger, 2015) or Trans-cranial Direct Current Stimulation (TDCS) (Leuthardt et al., 2009)), to

stem cells and pharmacological therapy (Chaudhary et al., 2016), to the usage of Brain-Computer Interface (BCI)

systems have emerged to tackle the limitations of current stroke rehabilitation strategies/methods.10

BCIs have received a lot of attention recently. Controlling an electric wheelchair (Galán et al., 2008), text input

(Guan et al., 2004), or neural bypasses to control paretic limbs (Young et al., 2014) are some of the use cases that

demonstrate their possibilities. Motor imagery (MI) (i.e. imagining the execution of movements) has shown to

activate similar brain pathways as in actual execution of movements. It shows promise to act as substitute exercises

in situations where there is no residual motor function, or to prevent exhaustion (Lotze & Halsband, 2006; Stippich15

et al., 2002; Mulder, 2007).

Several studies (Meng et al., 2008; Jure et al., 2016; Vallabhaneni & He, 2004; Pichiorri et al., 2015; Tabar &

Halici, 2017; Shen et al., 2017; Kim et al., 2016a; Loboda et al., 2014; Park et al., 2013; Do et al., 2011, 2012;

Ma et al., 2016; Kumar et al., 2016; Schirrmeister et al., 2017) have investigated the classification of such MI-EEG

signals to create a BCI that provides feedback during MI training. Providing proper feedback, possibly through20

Functional Electric Stimulation (FES) devices is believed to promote neural plasticity and enhance the learning

process. This could ultimately lead to faster and better recovery for hemiparetic stroke patients.

The dominating approach for the task of MI-EEG classification is the Common Spatial Patterns (CSP) algorithm

(Wang et al., 2005; Grosse-Wentrup & Buss, 2008) and variations thereof, like Common Spatio-Spectral Patterns

(CSSP) (Aghaei et al., 2016), Filter Bank CSP (FBCSP) (Ang et al., 2008; Bentlemsan et al., 2014), or Strong25

Uncorrelating Transform Complex CSP (SUTCCSP) (Park et al., 2014a,b; Kim et al., 2016b). These algorithms

extract features from the EEG signals, which are then classified by supervised machine learning algorithms like

Support Vector Machines (SVMs). To improve the results, specialized pre-processing, such as linear filtering,

artifact removal (Halder et al., 2007), and trial rejection is often applied.

While CSP methods focus heavily on frequency selection, it was recently shown that accounting for temporal30

variability using time-frequency selection can be beneficial to accuracy and can help reduce the needed amount of

EEG channels (Yang et al., 2014, 2016, 2017). This calls for new methods, that detect time-dependent features in

EEG signals.

Deep learning (DL) methods are conquering many domains by outperforming conventional methods in a mul-

titude of problems (LeCun et al., 2015). Especially in the domain of image recognition, Convolutional Neural35

Networks (CNNs) have lead to a significant performance increase almost halving the error rates of competing al-
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gorithms in the ImageNet competition 2012 (LeCun et al., 2015). Only recently, DL was also applied to EEG

classification. Kumar et al. (2016) and Yang et al. (2015) suggested replacing commonly used classifiers like SVMs

by Multilayer Perceptrons (MLP) while keeping the specialized feature extraction mechanisms. Bashivan et al.

(2016) used CNNs to classify EEG signals through spectral topography maps generated from short-time Fourier40

transformed (STFT) recordings. Finally, Tabar & Halici (2017) used time-frequency maps from STFT as input to

a CNN with stacked auto-encoders (SAE) reaching very high accuracy compared to benchmark methods.

While the approaches applied in Kumar et al. (2016); Bashivan et al. (2016); Tabar & Halici (2017) involve

pre-processing, such as the feature extraction or STFT for time-frequency mapping, Shen et al. (2017) proposed an

end-to-end DL approach using CNNs and Long Short-Term Memories (LSTMs) to classify raw EEG data. Tang45

et al. (2017) developed a CNN architecture with one-dimensional convolutional layers to classify raw EEG data.

A similar model was developed by Schirrmeister et al. (2017) with CNN input stages for separated temporal and

spatial filters yielding exceptional results despite a very simple and shallow architecture.

In the following, we will present a similar architecture and apply it to the Physionet database (AL et al., 2013) of

MI recordings. This database contains more samples than the BCI Competition IV 2a dataset used in Schirrmeister50

et al. (2017) which may improve the results. As a novel approach, we extended the training process to apply transfer

learning, which allows for adaptation of the model to a single subject. This improves the final result by accounting

for subject-specific differences at the cost of an additional re-training for each subject. To gain insight into the

models’ learning process, we conclude with a brief analysis of the CNN filters after training.

2. Background55

This section introduces the methods that were used to build an MI-EEG classification model. It presents the

concept of feed-forward neural networks and the specialized case of the CNN as well as implementation details for

training the models effectively.

2.1. Deep feed-forward neural networks

Neural networks are biologically inspired mathematical models, which are conditioned to solve problems that60

can be generalized to producing an output of a fixed dimension from an input of a fixed dimension. They are a

subset of a generalized graph model, where the nodes of the graph are organized in layers. Each node, also referred

to as neuron, performs a (possibly non-linear) computation on its inputs and passes the result to the next layer.

There, the neurons receive all inputs from the outputs of the previous layer and perform themselves a computation

on these.65

An artificial neuron describes a function f : RN → R that computes an output (activation) as the result of a

scalar activation function σ : R→ R evaluated at the weighed sum bi +
∑
j wijxj of the inputs x ∈ RN and a bias

bi. Hence, the activation ai of a neuron given the activation of the input neurons a′j is computed as

ai = σ


bi +

∑

j

wija
′
j


 , (1)
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ai1 ai2 ai3 aiN−2

x2x1 x3 x4 x5 ...

...

xN−1xN−2 xN

wi1
wi2 wi3 wi1

wi2 wi3

Figure 1: Temporal convolution. A convolutional window of size k = 3 moving across a 1D time-series. The three corresponding weights

(wi1, wi2, wi3) for the ith filter are shown and the bias is left out for clarity. Here, N represents length of the input vector xj .

where wij is the weight of the connection from the jth neuron of the previous layer to the ith neuron of the layer

at hand. Commonly used σ are the rectified linear units (ReLU), hyperbolic tangent or the sigmoid function.70

2.2. Convolutional neural networks

Increasing the number of layers proportionally increases the number of parameters in a feed-forward model.

Even worse, increasing the number of neurons per layer increases the number of parameters quadratically, as each

neuron in one layer has to be connected to every neuron in the following layer. The resulting high parameter counts

therefore disqualify feed-forward models for high-dimensional data like EEG signals of sufficient recording lengths.75

This issue is tackled by CNNs which formulate the convolution operation in the neural network context. The

convolution of two discrete signals xn and wn is defined as xn ⊗ wn =
∑∞
m=−∞ xmwn−m, where ⊗ denotes the

convolution operation, this operation can easily be extended to 2-D. Each neuron in the first hidden layer of the

CNN is connected only to a small region of the input neurons, known as the convolutional window (Refer Fig. 1).

Each connection learns a weight, and the neuron also learns an overall bias. Next, the window is slid across the

entire input sequence, and each neuron in the hidden layer learns to analyze a specific part of the input sequence

as shown in Fig. 1. The size or length of the convolutional window is known as the kernel size, k. Now instead of

learning new weights and biases for each neuron in the hidden layer, the CNN learns only one set of weights and

a single bias, which is applied to all neurons in the hidden layer (concept of weight sharing). Mathematically, this

can be expressed as:

aij = σ

(
bi +

3∑

k=1

wikxj+k−1

)
= σ

(
bi + wT

i xj
)
, (2)

where T denotes the transpose operation, aij is the activation or output of the jth neuron of the ith filter in the

hidden layer, bi is the shared overall bias of filter i, wi = [wi1 wi2 wi3]T is a vector with the shared weights and

xj = [xj xj+1 xj+2]T . All neurons in the first hidden layer are hence trained to detect the same feature, just at

different locations in the input sequence. Because of this property, the activations of the hidden layer is commonly

referred to as a feature map (Nielsen, 2015a). Given a finite kernel size (dimension of wi), the input to a certain80

neuron only depends on the values of a smaller amount of neurons from the previous layer (sparse connections).

Through these concepts, sparse connections and weight sharing, constraints are imposed on the optimization,

which dramatically reduces the amount of weights that have to be learned. This speeds up the training process as
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less gradients have to be computed, which is decisive for the computational cost of DNN training. Furthermore,

the drastically reduced number of parameters is a natural protection against overfitting, while still granting ability85

to learn complex features.

The hidden layers in a CNN carry multiple filtered versions of the input data, where certain aspects are pro-

nounced in each of the filtered representations. These representations are often called feature maps. Through

stacking of CNN layers, more and more complex features can be learned by the network.

Through pooling operations, the dimensions of an initially high-dimensional input are often incrementally re-90

duced between the layers. This is done by aggregating neighboring values in a feature map into one value by

determining the average, maximum, or other operations. This can also increase location independence of the

model, as the same features in slightly different locations can ultimately be mapped to the same internal feature

due to the aggregation of neighboring neurons.

2.3. Neural network training95

Finding suitable weight matrices and bias vectors for the neural network model is typically done through an

iterative gradient descent optimization. The efficient computation of the gradient of the cost function (quantify-

ing the deviation of the observed output from the desired output) with respect to every weight is based on the

backpropagation algorithm, the derivation of which is omitted here for brevity. We refer to Nielsen (2015b) and

Goodfellow et al. (2016) for details.100

For this work, Adam was used as the optimization algorithm, which builds upon Stochastic Gradient Descent

(SGD) with an adaptive learning rate based on the average first and second order moments of the gradients.

This method generally promotes a faster convergence of the model and is more robust in case of noisy and sparse

gradients.

3. Method105

With the required DL models defined, we will now describe how they were applied to the specific problem of EEG

signal classification. CNNs are often used for image classification, which is a task of classifying two-dimensional

data. Multichannel EEG data is also two-dimensional, but the two dimensions time and channel have different

units, which motivates a non-trivial choice of the filter kernel dimensions.

In this study, the direction of filtering was fixed for each layer resulting in one layer performing a 1-D convolution110

along the time axis, and a second layer performing a spatial convolution only along the channel axis. The model

was applied to the Physionet MI dataset, which was chosen because of its size containing data from 109 subjects.

This proved to be large enough to train the proposed model without overfitting too early.

3.1. Model architecture

The model is based on a shallow CNN proposed in Schirrmeister et al. (2017) and consists of two convolutional115

layers with 40 kernels per layer. The first layer only performs convolution along the time axis. This corresponds
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Table 1: CNN model architecture: N refers to the length of the input and NEEG to the number of EEG channels used. The parameter

counts are provided for two class classification of 6s of EEG data from NEEG = 64 channels.

kernel padding params output shape

Conv 40 30× 1 same 1240 N ×NEEG × 40

Conv 40 1×NEEG valid 102440 N × 1× 40

Avg. pool 15× 1 valid 0 N
15 × 1× 40

Flatten - - 0 40N
15

FC 80 - - 201680 80

Softmax - - 162 2

305522

to a linear pre-filtering of every channel’s EEG signal. The second layer only performs convolution along the EEG

channel axis, that is, only the different channel values at the same time instances are considered.

The valid padding in the second layer means that the input data is not padded at the outer bounds such that the

kernel does not move past the data bounds. With the kernels being equally as long as the number of channels, this120

operation corresponds to a linear combination of all channel values at a particular instant as there is only one valid

position of the kernel. It reduces the channel dimension to one value, such that only 1-D time series are produced

as the output of each kernel of the CNN. Subsequently, the output is reduced in an average pooling layer, flattened

to 1-D and finally fed into a fully connected (FC) layer. The output is produced by a softmax layer with a number

of neurons corresponding to the number of classes in the data to classify for. The softmax operation ensures that125

the output values sum to one and can therefore be seen as probability/certainty values of the input belonging to a

certain class.

Table 1 summarizes the proposed neural network architecture. The number of kernels and kernel dimensions

were empirically determined based on the values used in Schirrmeister et al. (2017). Except for the output layer,

ReLUs were chosen as activation functions. They have the advantage of a steep gradient even at high deviations130

from the optimum, which speeds up the optimization process.

With the one-hot output encoding (the target output is a vector with one value per class, which is one for the

target class and zero otherwise), the loss function was chosen to be the categorical cross-entropy, which is defined

as

C(p, q) = −
∑

i

pi log qi, (3)

where p is the target distribution and q is the observed distribution. In the multi-class scenario, this reduces to

C(p, q) = − log qtrue, where qtrue is the observed value of the target classes neuron, as pi = 0 for all other terms of

the summation.

Table 2 provides an overview over the remaining design decisions and hyperparameters. Their choice is based135

on empirical trails and choices made in related works (Schirrmeister et al., 2017; Shen et al., 2017).

To sum up, Fig.2 illustrates the network’s conceptual architecture. The different layers of the network can be

interpreted as a typical signal processing pipeline. First, a filter bank of 40 FIR-filters pre-filters the time series.
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Table 2: Model hyperparameters

parameter value

optimizer Adam

activation ReLU

regularization 0

cost function categorical cross-entropy

batch size 16

...

t

ch
a
n
n
e
l

...

...

...

Classification

Temporal convolution Spatial convolution Pooling Flatten

Figure 2: General architecture: The layers of the CNN can be described as different types of filtering and processing steps before the

actual classification by the FC/softmax layers. The red rectangles indicate the filter kernel and pooling dimensions.

The filter coefficients are learned automatically, but likely result in filters for frequency separation. Then, the

filtered signals are combined by spatial filters. In this layer, different linear combinations of frequency contents and140

channel locations are learned, which achieve a high inter-class difference to facilitate the classification through the

FC/Softmax layers.

Ideally, the model will learn to ignore artifacts that are not relevant to the classification result in the course

of the optimization process. It was deliberately chosen not to apply any artifact removal or filtering beforehand

(Halder et al., 2007), to emphasize the end-to-end capability of the model.145

3.2. Overfitting

As stated in Table 2, the regularization term is set to be zero as neither dropout nor L1 or L2 regularization

showed to improve the generalization performance. On the other hand, even without regularization, the model was

not prone to overfitting unless the amount of input data was reduced significantly. This shows that the model might

well be applicable to smaller datasets.150

The reason for the robustness against overfitting may be due to the drastic dimension reduction through the

model’s pooling layers and the batch learning process, which averages over 16 samples from different subjects in

each training step.
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4. Data

This section introduces the data used for training and evaluation of the proposed method. We also describe the155

applied method of splitting data into training and test data.

4.1. The Physionet database

The methods presented in the previous section have been applied to the Physionet EEG Motor Movement/MI

Dataset (AL et al., 2013), which was recorded by the developers of the BCI2000 system (Schalk et al., 2004). The

dataset1 contains both recordings of motor execution tasks (i.e. actual execution of movements), as well as MI tasks160

from the same subjects. Only the MI trials were used in this work.

There are recordings from 109 different subjects, where each performed three two-minute runs of two different

MI tasks (left/right fist or both fists/both feet). The data is publicly available as raw time series data from 64

EEG channels sampled at 160Hz. The amount of data makes it particularly well suited for DL models, as these are

known to excel at the presence of large amounts of training data.165

4.2. Paradigm

The experimental paradigm is illustrated in Fig.3. The subject sits relaxed in front of a computer screen. The

trial starts at t = −2s. At t = 0s a target appears and its position on the screen dictates the movement to be

imagined. It appears left or right for the task of opening and closing the left or right fist, respectively. In another

task, it appears at the top or the bottom indicating the movement of either both fists or both feet. The target170

remains on the screen for 4s during which the subject is asked to execute the movement. When the target disappears

at t = 4s, the subject relaxes. After additional 2s, a new trial begins.

4.3. Data subsets

The following subsets were created from the available data.

• 2-class: MI trials of opening and closing either the right or the left fist. Due to some variability in the175

number of trials per subject, a subset of 105 subjects and 42 trials per subject were selected (21 for each side),

although most subjects performed more than 42 trials.

• 3-class: Random sections from the available baseline recordings with eyes open were added to the 2-class

data to obtain a total of 63 trials per subject with 21 trials per class. This third class represents the resting

state, where the subject is not performing any MI task.180

• 4-class: The fourth class corresponds to MI of both feet, which was performed in the sessions where the

subjects were asked to perform imagined movements of either both fists or both feet. The trials, where both

fists moved were discarded as they were expected to share features with the single fist trials. This set contains

84 trials per subject with 21 trials per class.

1publicly available at https://doi.org/10.13026/C28G6P

9



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

−2 0 4 6

cue periodrest rest

la
st

tr
ia
l n

ex
t
trial

F

LR

RL

t [s]

Figure 3: Experimental paradigm used in the Physionet EEG dataset. After a resting period the subject is cued to execute an MI task

for four seconds. The class both fists (LR) was not used as the task overlaps with the single fist classes L and R.

4.4. Crossvalidation185

To obtain valid results, the data was separated into five 80/20 crossvalidation splits by subject. That is, every

model was trained five times on 80% of the subjects and tested on the remaining 20% of the subjects. This ensures

the applicability of results to new cases as the global model was not trained on any data from the subjects it was

tested on. If not mentioned otherwise, the mean maximum accuracy across all five splits is reported as a global

measure.190

5. Results

In this section, the results achieved by applying the proposed model to the different data subsets are presented.

5.1. Offline global model performance

The first approach that was considered was a model classifying full trials of 6s (one second rest before and after

four seconds of MI) with data from all 64 EEG channels. This approach can make use of all available information195

and is expected to deliver the highest classification performance. The model reached an average crossvalidation

accuracy of 87.98%, 76.61%, and 65.73%, respectively for the two-, three-, and four-class classification tasks.

Reducing the amount of input data to the first three seconds after the MI cue delivered global accuracy values of

80.38%, 69.82%, and 58.58%, respectively. The significantly lower performances are likely a result of additional

information from the end of the MI period, which this model could not make use of.200

To examine the results of the first model in greater detail, Fig. 4 presents scatter plots of the first two principal

components of a test set at the output of the FC layer, that is the layer just before the softmax classifier. It can

be used to interpret the quality of the learned feature detector. A good feature detector should produce a large

inter-class variance. Generally, we can state that there are no significant outliers in this example. This shows that

the model is able to obtain generalized features, which correspond to the class differences, but they are partly too205

similar to be classified correctly.
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variance explained: 86.38%
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variance explained: 76.43%
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Figure 4: The first principal components at the output of the FC layer. The classes L and R are well separated, but they overlap where

class 0 and F are located, which makes them harder to classify.
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Table 3: Confusion matrix for 4 class classification. Many L, R, and F samples are classified as 0 leading to class 0 featuring the highest

recall, but the lowest precision.

predicted

L R 0 F recall

ac
tu

al

L 325 16 100 42 0.672

R 15 287 120 61 0.594

0 28 46 358 51 0.741

F 39 16 96 332 0.687

precision 0.799 0.786 0.531 0.683

The two-class network shows a good separation of the test data, where two long clusters of the actual classes

are immediately visible. They partly overlap, which is where we expect cases that are harder to classify, possibly

because the subject did not produce significant MI brain signals.

The resting state 0 and class F are found around the intersection as well, which increases difficulty even more.210

The expected consequences can be confirmed by the confusion matrix associated with the same test set presented

in Table 3. As can be expected from Fig. 4, many samples are falsely classified as 0 leading to a low precision for

this class. In turn, its recall is high, as there are fewer trials with true class 0, which are classified as something

else.

This leads to the conclusion that the model tends to classify samples as 0, if less distinct EEG activity can be215

extracted from the signal. These are most likely cases that are located in the intersection area in the PCA plots.

Intuitively, this makes sense, as trials with less distinctive MI features may look like the subject is resting and not

performing any task at all. With respect to a system with real-time stimulation of muscles, this is desirable. If

the model is uncertain, it should rather tend to output class 0 instead of a wrong guess, which would trigger an

undesired feedback.220

5.2. Adapting the global model

It is a reasonable assumption that different subjects can yield a different individual accuracy, because they

might be more or less able to perform MI and activate the detectable brain circuits. Another reason, however,

could be individual features in the EEG signal, which are not representative for all subjects, but actually facilitate

classification. In this case, adapting the global classifier to a single person can improve the performance of a classifier225

for that individual.

As a novel approach compared to the previous work of Schirrmeister et al. (2017), transfer learning is applied

to yield a subject-specific classifier. First a global model was trained as before. Second, for each subject in the

test set, the trials were split into four 75/25 crossvalidation splits and the model was trained for five more epochs.

This approach only requires one global model to be trained. The subsequent adaptation of each subject’s model230

only requires a comparatively short training period and less data. Figure 5 shows the distributions of subject-based

classification accuracy on the four class set before and after the subject-specific training step.

Apart from an apparent shift of the distribution towards higher accuracy, the distribution also got narrower
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Figure 5: The empirical distribution of subject-specific test accuracy for the four-class task. Left : global classifier (subject-independent).

Right : subject-specific classifier adapted on subject data.

Table 4: Mean accuracy values p̄0 (global classifier) and p̄s (subject-specific classifiers) and their standard deviation between subjects

for a classifier using 64 channels and 3s input segments.

p̄0 σ0 p̄s σs p̄s - p0

2 classes 0.8038 0.1254 0.8649 0.1009 +6.11%

3 classes 0.6982 0.1432 0.7925 0.1066 +9.43%

4 classes 0.5859 0.1467 0.6851 0.1256 +9.92%

(standard deviation 0.1256 vs. 0.1467 before retraining). This suggests, that the adaptation of the model has

accounted for some of the inter-subject variability in the performance. Finally, Fig.6 shows the distributions of235

the improvement (p̄s − p0) for the three sets of EEG data. It is evident that only a few subjects did not yield an

improved accuracy in each of the sets. Several subjects even attain an up to 30% increased accuracy value.

Table 4 states the average improvement over all subjects. While the two class accuracy improved by about

6%, over 9% improvement was reached for the three and four class sets. On average, ”calibrating” the model

on subject-specific data can therefore be a viable measure to increase the performance, if the additional effort of240

calibrating the model for the subject is an option.

5.3. Online global model performance

Previously, the models presented were trained and tested on a fixed segment of every trial (e.g. the first three

seconds after the cue). This is a valid measure when the offline performance shall be determined. In turn, if a

real-time system is considered, that is supposed to provide feedback to the patient while performing the exercise,245

the presented approach will likely only achieve good results in the short part of the trial it was trained on. To

resolve this, a model was trained on segments of 2.5s with a random offset. The selection was constrained such that

at least half of the 2.5s were located after the cue and before the end of the cue. This ensures that there is actually

MI activity in the training samples.
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Figure 6: Distributions of accuracy improvement p̄s − p0 after retraining with subject data. Only few subjects do not benefit from

retraining. The mean improvement (vertical line) is higher for the three and four class data compared to the two class data.
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Figure 7: Accuracy and mean certainty ytrue of a two class classifier over time offset (relative to the cue) of the test input sample.

The trained model was then validated with fixed time offsets to verify the performance over time. The result250

is shown in Fig. 7 along with the actual certainty ptrue of the classifier. The time-axis is adjusted such that the

accuracy value at time t represents the accuracy on the test set with EEG data from the interval [t− 2.5s, t].

At the beginning, the accuracy lies around the chance level of 0.5. Then, after the cue is first displayed, the

accuracy drops significantly below chance level. This means that when a subject starts an MI task, the model

interprets the movement onset as MI activity of the opposite class and more than 70% of the trials are falsely255

interpreted. When the MI activity continues, the accuracy rises to its maximum at about 2.5 seconds after cue

onset. This corresponds to the input length of the classifier, so at this point almost the entire input contains MI

activity. Towards the end of the imagined movement, the accuracy decays, before it rises again when the subject is

cued to stop the movement. These results suggest, that the classifier is better in classifying the start or stop of MI

activity than a period of sustained activity.260

In general, the certainty correlates with the accuracy, which qualifies it as an actual certainty measure to estimate

how much the results can be trusted. The observation that the accuracy drops far below chance level for a certain

offset, hints at a general imperfection of the model architecture caused by the fact that the onset of a movement at

the end of the input segment is interpreted as the opposite class.

5.4. Analysis of the learned filters265

Finally, it is worth analyzing the filters that are learned by the network. This helps understand, which frequency

bands and EEG channels the network mainly bases its decision on. In the following, a few illustrative examples

have been chosen to give an impression of the filters’ properties. The actual results, however, vary significantly

between models.

First, we will examine the learned temporal filters. Out of the 40 filters at the input of a three class classifier,270

five examples were chosen to illustrate different general traits, that were observed. While many filters are low-pass,

there are also filters emphasizing a certain frequency range or several frequency ranges at once. The focus was

on selecting filters that differ from each other as much as possible to show the found variations. To analyze the
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Figure 8: Five examples of the squared frequency responses |Wi(f)|2 of the learned temporal filters and the mean |W̄ |2 (bottom).

Different frequencies are pronounced/attenuated for the different filters. The mean shows a focus on the lower frequencies (below

10 Hz).

frequency dependent behavior of these filters, we will analyze the squared frequency response |Wi(f)|2 given by

|Wi(f)|2 =

∣∣∣∣∣
Nt∑

k=1

wike
−j2πf(k−1)

∣∣∣∣∣

2

, (4)

where Nt is the length of the temporal filter and wik, the kth filter coefficient of the ith filter as in Eq.(2).275

Figure 8 shows the squared frequency responses of the derived filters and the mean squared frequency response

over all 40 filters. Most of the filters attenuate a large part of the spectrum, which means that only signal contents

in small frequency ranges can pass the filter. While the filters 1 and 15 are focused on low frequencies below 20 Hz,

the filters 0, 23, and 29 have pass bands in the area of 40-70 Hz. This observation confirms that the temporal

filtering stage can be seen as a frequency separation layer.280

The fact that filters with high pass-band frequencies above 40 Hz are also learned by the model shows, that

activity related to movement and MI is also detectable in ranges of high frequency. On the one hand, this suggests

that low-pass filtering the signal before processing, as it is often done (refer to (Ang et al., 2008; Bentlemsan et al.,

2014; Park et al., 2014a; Tabar & Halici, 2017)), may even discard relevant information and degrade the classification

results. On the other hand, the mean frequency response |W̄ |2 over all filters shows that on average, the higher285

frequencies are more often attenuated, while frequencies in the area of 0-10 Hz seem to be the most relevant to the

classification.
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Figure 9: Examples of learned spatial filters for three class classification. The upper row shows filters that are assumed to detect MI

activity, while the bottom row shows filters, that possibly are used to subtract artifacts like EMG and EOG activity.

The second convolutional layer receives as input 40 differently filtered versions of each input signal. To interpret

the filters of the second layer’s weights, they were averaged along this dimension to factor out the frequency

dimension. Figure 9 shows six examples of the resulting spatial filters. The filters generally appear sparse, i.e. only290

few adjacent electrodes receive a high weight by the filter. With the task of L/R/0 classification in mind, it is not

immediately clear, which filter could act as a feature extractor indicating activity in one hemisphere, as mostly

electrodes on both sides of any particular filter have high average weights.

The spatial filters are not easy to interpret and they do not resemble the results typically achieved in CSP-based

approaches where the filters tend to pronounce areas of adjacent electrodes (Ang et al., 2008; Park et al., 2014a;295

Wang et al., 2005). One particular reason for this may be that the shown filters are actually each an average of

40 filters for differently filtered versions of a signal. This may cause less distinct filter weights and averaged-out

properties not visible in the topography maps.

Another reason might be the fact that the model is actually combining temporal, spatial and frequency informa-

tion (Yang et al., 2016). This means that the model might through the temporal convolution also be able to reject300

and emphasize certain time segments, which adds another dimension and makes the filters harder to interpret.

A few possible MI filters are shown in Fig. 9 top row (filters 9,10 and 38). As the model has many filters to

train, it possibly learns more fine-grained features, which only result in a reliable result, when they are combined

in the following layers of the model. It is also worth noticing that the model seems to learns spatial filters that look

like artifact filters for Electromyography (filters 32 and 35 in Fig. 9) and Electrooculography (filter 2 in Fig. 9).305

This makes sense due to the raw EEG input.
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5.5. Training and analysis time

The experiments were conducted on a consumer laptop with an Intel Core i7-6700HQ 2.6GHz quad-core CPU, 16

GB RAM, and a Nvidia GeForce GTX 960M GPU with CUDA toolkit 9.0. A full training cycle of five crossvalidation

splits over three epochs took: 3m 51s for 2 classes, 6m 2s for 3 classes, and 8m 3s for 4 classes. This low training310

effort should not have negative implications for the productive application of the model.

The moderate training time would also allow for applying the model to a much larger datasets or data sampled

at higher frequencies without rendering the training unfeasible in terms of time consumption.

Evaluating a single 3s trial (480 samples) takes approximately 3ms in this setup. Given the sample rate of 160Hz

(T = 6.25ms), it would be possible to retrieve a live prediction for each sample based on the previous 480 samples315

in an online scenario.

6. Discussion

To compare the performance of the obtained classifier in terms of overall classification accuracy, the results from

our two-class model classifying 3s of MI data is used. In Table 5 it is compared with other works that performed

the same classification task on the same data. Additional classifiers using the same channel configurations as in320

the reference works were trained to show the impact of reducing the number of EEG channels on the classification

performance and to compare the results.

Our method outperforms the best global and subject-specific models, which shows that it likely represents a

true alternative to the conventional methods. That said, as the number of works using the Physionet MI data is

limited, we cannot claim that the presented competitors represent the current state of research. Nevertheless, the325

achieved global accuracy is close to the 80-90% that are commonly achieved on similar data.

Because this method requires more data compared to other methods, it will be necessary to verify if similar

results can be obtained on other datasets. As it is difficult to collect large amounts of EEG data in the exact same

environment, possibilities to combine datasets and extract generalized features, which are not dependent on the

equipment, have to be explored. It is reasonable to assume that, given enough data, a complex enough model will330

be able to reject equipment-dependent features that are not related to MI activity. Given the flexible architecture

of the model, application to other datasets with different channel configurations or sample frequencies would not

require major changes to the architecture.

We have also shown in section 5.2, that the presented model can be adapted to single subjects, which in most

cases improves the performance. This presents another argument for finding a global model that represents an335

acceptable fit for a large part of the data, but which can be adapted to single subjects, and possibly also equipment

setups or environments, using minimal effort and requiring less data than the complete training process.

In section 5.3, applying the model in a simulated online setting revealed a possible issue with a drop in the

accuracy after movement onset. It hints at a general imperfection of the model’s architecture, which has to be

resolved if the method is to be applied as a real-time classifier.340
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results. The same channel configurations (amount and location) as in the reference works were used for comparison.

Work NEEG Training Max. acc. Methods

(Park et al., 2014b) 58 global 72.37% SUT-CCSP

SVM

(Handiru & Prasad, 2016) 16 global 63.62% FB-CSP

SVM classifier

(Kim et al., 2016b) 14 subject 80.05% SUT-CCSP

Random forest

(Loboda et al., 2014) 9 global 71.55% Phase information

(Tolic & Jovic, 2013) 3 subject 68.21% Wavelet transform

DNN

This work

64
global 80.38%

CNN

subject 86.49%

58
global 80.32%

subject 85.55%

16
global 78.03%

subject 83.55%

14
global 76.66%

subject 82.66%

9
global 75.85%

subject 81.82%

3
global 73.20%

subject 79.20%

19



ACCEPTED MANUSCRIPT

ACCEPTED M
ANUSCRIP

T

As there exists no algorithms or fixed guidelines on how to devise an optimal neural network architecture, the

presented model can most likely be improved to also improve the results even further. It is worth investigating

possibilities of using recurrent neural networks like LSTMs for the sequence classification. These types do not

require a fixed input length, which appears more suitable for real-time application with online feedback.

This study has also shown that the predictor draws most relevant information from the beginning and the end345

of the imagined movement rather than the period in between. A recurrent or other further developed models may

be constructed in a way so it can use the presence of a probable movement onset to increase its prediction certainty

for the following part of the recording as the movement type never changes abruptly in the given experimental

paradigm.

7. Conclusion350

The results from these extensive studies indicate that DL can also be applied on EEG signals to create BCI

systems for rehabilitative therapy. The applied model was derived from related work, where a similar architecture

yielded convincing results. As a novel approach to improve the per-subject performance, it was shown that this

model is also adaptable to single subjects through transfer learning. Furthermore, we provided an analysis of the

trained parameters in an attempt to understand the decision-making process of the model.355

Considering the adaptability of the model and the end-to-end nature that does not require expert knowledge

or specialized tools, the approach offers several advantages over specialized methods that are now most commonly

used to classify MI-EEG signals.

The classification performance of up to 86.13% in a binary classification task outperformed the best method

known to us by around 6%, and remained ahead by more than 2.5% when using the exact same EEG channel360

configuration for comparison. Future research has to focus on confirming these results across different datasets.

The training process of the model features that it can both be used as a subject-independent classifier, as well

as a classifier adapted to a single subject. While showing a good global performance, adapting the model yielded

an average improvement of 6-9% in terms of classification accuracy. Adapting the model only requires little data,

as it builds upon the previous training results of the global classifier.365

We conclude that given enough suitable data and further development towards a good network architecture,

deep neural networks could ultimately outperform and substitute the current standard algorithms.
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