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Abstract

We investigate experimentally and numerically the influence of the processing conditions on the cross-section of a strand printed by material extrusion additive manufacturing. The parts manufactured by this method generally suffer from a poor surface finish and low dimensional accuracy, coming from the lack of control over the shape of the printed strands. Using optical microscopy, we have measured the cross-sections of the extruded strands, for different layer heights and printing speeds. Depending on the processing conditions, the cross-section of the strand can vary from being almost circular to an elongated rectangular shape with rounded edges. For the first time, we have compared the measurements of strands’ cross-sections to the numerical results of a three-dimensional computational fluid dynamics model of the deposition flow. The proposed numerical model shows good agreement with the experimental results and is able to capture the changes of the strand morphology observed for the different processing conditions.
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1. Introduction

In material extrusion Additive Manufacturing (AM), also known as fused filament fabrication or fused deposition modeling, a semi-liquid material is extruded through a nozzle and selectively deposited in the form of a strand, to create the layers of a sliced three-dimensional object. The parts manufactured by material extrusion AM used to be primarily employed for prototyping and rapid tooling; however, their areas of application as finished components have broadened every year as the process more frequently meet the stringent requirements to deliver end-use products [1, 2]. The most common material extrusion AM machines use thermoplastics, where the feedstock is a solid filament fed into a liquefier that melts the material before the extrusion [3]. The extruded strands bond to the previously deposited material by the mean of a temperature-driven diffusion process [4].

The material extrusion AM process is often more economical than other AM techniques [3] and easier to use as the popular build materials are non-toxic [5]. AM technologies are especially attractive in applications with low volumes of production and complex geometries, e.g. unmanned aerial vehicles [6]. However, the components produced by material extrusion AM have anisotropic mechanical properties that are affected by the build orientation of the part [7] and the tool path calculated by the slicing software. The mechanical properties of the components can be improved by using a feedstock material reinforced with fibers and metallic/ceramics particles [8, 9, 10]. Another inherent feature of the layered-based manufacturing methods is that the finished parts have rough surfaces, which are more difficult to post-process in the case of thermoplastics than for metals [3]. Therefore, the processing conditions must be well controlled for an optimal rendering of the surfaces [11, 12, 13].

The fabrication time and the manufacturing resolution depend on the size and the shape of the extruded strands, which relate themselves to the processing conditions. The strand shape was idealized with mathematical expressions in [11, 14] in order to predict the dimensional accuracy and the surface roughness of the parts. The cross-section of the strand is also an important parameter for the bonding strength between the layers, as it determines the width of the bonding area [4, 15, 16]. Moreover, the
strand profile affects the cooling rate of the part via heat conduction between the adjacent strands and layers [17, 18, 19]. Furthermore, knowledge about the strand shape allows better control of the part porosity [15] and its mechanical properties [7, 20]. A literature review on the statistical relations between the extrusion conditions and the properties of the final parts was made in [21]. It was found that the mechanical properties are strongly correlated to the layer thickness [17, 22], the build orientation [17, 7, 23, 24], and the infill density of the parts [17, 25, 26]. The surface roughness is significantly influenced by the layer thickness [27] and the build orientation [28].

Numerical modelling has been widely used to acquire knowledge about processes [29], for example in ceramics tape casting [30, 31], or in the production of sand molds [32, 33], to cite a few. In the field of material extrusion AM, numerical models have been developed to simulate the temperature distribution and the cooling rate of the extruded material [34, 35, 36, 18, 37]. Some of the thermal models have also been coupled to thermomechanical finite-element analysis to predict the deformation of the part due to the development of thermal stresses [38, 39], and the locations of crack initiation [40]. Numerical models have also been developed to predict the crystallization of semi-crystalline polymers during material extrusion additive manufacturing [41, 42].

Bellini conducted a comprehensive numerical study of the deposition of ceramic pastes using two-dimensional numerical simulations [43]. The pressure drop inside the liquefier was investigated using Computational Fluid Dynamics (CFD) simulations [44, 45, 46]. A three-dimensional computational thermo-fluid dynamics simulation of the material deposition was performed by Dabiri et al. [47] and the model was extended in [48] to include a shear- and temperature-dependent viscosity function of the polymer melt. In [49], the research was further expanded to simulate the thermal expansion of the material, the development of the thermal stresses, and the physical presence of the extrusion nozzle. Du et al. [50] also presented a thermo-fluid numerical model of the polymer melt deposition in laser-assisted material extrusion AM. Their focus was on the improvement of the bonding quality between the strands, resulting from the heat source of a laser. Heller et al. [51] proposed a CFD numerical model to predict the effects of the nozzle geometry and the extrude swell on the fiber orientation within a fiber-reinforced polymeric feedstock. The deformation and relaxation of the polymer chains during the material deposition was investigated by McIlroy and Olmsted [52], who assumed that the deposited strand has an elliptic cross-section. Comminal et al. [53] developed a simplified two-dimensional isothermal model of the deposition flow. The viscoelastic effects of the polymer melt were included in the two-dimensional thermo-fluid model of Liu et al. [54], developed in OpenFOAM, to investigate the impact of the printing speed and the external geometry of the nozzle on the deposition flow. A three-dimensional isothermal CFD model of the strand deposition was presented by Comminal et al. [55], who investigated the effects of the printing conditions on the strand shape, under the assumptions of a Newtonian fluid. It was notably found that the strand shape varies significantly with the layer height and the printing speed. This model was further expanded by Serdeczny et al. [56] who included a pseudo-plastic constitutive behavior; however, it was found to have a negligible influence on the strand shape. Despite the recent interest in the modeling of the deposition flow in material extrusion AM, most of the numerical models lack experimental validation.

In this paper, we use an experimental procedure to validate the predictions of the strand morphology obtained by CFD simulations. We compare the simulated strand cross-sections to experimental measurements, for different printing conditions. The influence of the layer height and the printing speed on the cross-sectional profile of the extruded strand is experimentally verified. The numerical model simulates an isothermal deposition flow of a Newtonian fluid and reveals the first-order effects of the influence of printing conditions on the strand morphology. An overview of the experimental setup and the numerical model is given in Section 2. The numerical predictions and the experimental measurements of the strand cross sections are quantitatively compared in Section 3. We conclude and summarize the results of our study in Section 4.

2. Methodology

2.1. Experimental measurements

The experiments were conducted using an open-source desktop 3D-printer (BQ Hephestos 2) with a nozzle diameter of 0.4 mm, see Figure 1. We used a polylactic acid (PLA) feedstock filament and the extrusion temperature of 200 °C. Even though the extrusion temperature has an effect on the viscosity of molten thermoplastics, it was not varied in this study, since a previous numerical study [56] has shown that changes in the dynamic viscosity have negligible impact on the strand shape. The strands were printed directly on a planar substrate that was at room temperature. For the sake of comparison, we investigated the same range of printing conditions as in [55]. The values of the printing parameters are provided in Table 1. All the toolpaths of the printing head were written manually in the G-code. Each printed strand was cut through their cross-sections, perpendicular to the printing direction. The cross-sections were grinded on a rotating machine using an abrasive disk with granulation 4000 and were examined under an optical microscope with a magnification of 200x. The contours of the strands’ cross-sections were extracted from the micrographs by image analysis with MATLAB. The measurement accuracy was about 5 μm. However, the main sources of errors
in the experiments came from the uncertainty in the positioning of the printing head and in the control of the filament feeding rate. Therefore, we established a calibration procedure to correct systematic errors in the filament feeding rate and in the vertical position of the printing head, as described below.

Table 1. Printing parameters in the experiments.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Symbol</th>
<th>Unit</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gap height (nozzle position above the substrate)*</td>
<td>g</td>
<td>mm</td>
<td>0.48, 0.40, 0.32, 0.24, 0.16</td>
</tr>
<tr>
<td>Nozzle diameter</td>
<td>D</td>
<td>mm</td>
<td>0.4</td>
</tr>
<tr>
<td>Normalized gap height</td>
<td>g/D</td>
<td>-</td>
<td>1.2, 1.0, 0.8, 0.6, 0.4</td>
</tr>
<tr>
<td>Extrusion volumetric flux (average velocity inside the nozzle)*</td>
<td>U</td>
<td>mm/s</td>
<td>20</td>
</tr>
<tr>
<td>Printing head velocity</td>
<td>V</td>
<td>mm/s</td>
<td>20, 15, 10</td>
</tr>
<tr>
<td>Normalized printing head velocity</td>
<td>V/U</td>
<td>-</td>
<td>1.0, 0.75, 0.5</td>
</tr>
<tr>
<td>Feedstock filament diameter</td>
<td>D_f</td>
<td>mm</td>
<td>1.75 ± 0.05</td>
</tr>
<tr>
<td>Extrusion temperature</td>
<td>T</td>
<td>°C</td>
<td>200</td>
</tr>
</tbody>
</table>

*Values after the calibration procedure

\[
U\frac{\pi D^2}{4} = C_f \cdot V_f \frac{\pi D_f^2}{4} \tag{1}
\]

where \(D\) and \(D_f\) are the internal diameter of the nozzle and the diameter of the feeding filament, respectively; and \(C_f\) is a calibration factor that we wished to determine. The calibration factor amends the volume conservation to compensate for the lumped effect of the thermal expansion inside the nozzle, as well as other sources of errors in the filament feeding rate, due to the uncertainty in the effective radius of the feeding gears (see Figure 1c), and the possible slippage of filament [58]. Furthermore, the nominal area of the strand cross-section \(A\) relates to the extrusion volumetric flux and the printing head velocity \(V\) as

\[
VA = U\frac{\pi D^2}{4} \tag{2}
\]

Figure 1. Assembly model of the BQ Hephestos 2 3D-printer (a), close-up view of the printing head (b), and feeding mechanism of the filament (c). The assembly CAD model is available at [57].
The comparison of the measured cross-sectional areas of printed strands with the expected nominal values yielded a calibration factor that varied from 1.01 to 1.33. The average value was 1.18 for all the printing conditions, and it was used in all the subsequent extrusions.

In the second stage of the calibration procedure, the vertical position of the printing head was corrected. For that purpose, a single strand was printed with a varying gap height between the nozzle and a stationary substrate, as depicted in Figure 2. The printing head was moving along a straight line with a constant velocity $V = 15 \text{ mm/s}$, while continuously descending towards the substrate. The gap height was set in the G-code to vary from $2.5D$, at the beginning of the strand, to $0.6D$, at the end of the strand. The strand was printed along a total length of 190 mm, resulting in a very small angle between the trajectory of the printing head and the substrate, such that the material deposition was close to the steady printing conditions. Subsequently, the printed strand was sliced every 10 mm to examine the cross-sections at different positions, thereby different gap heights. Figure 3 shows the measured strand heights (normalized by the nozzle diameter) versus the position along the strand, together with the uncorrected gap height set in the G-code (also normalized). We notice that the strand height was abnormally low compared to the gap setting. Moreover, the strand height varied with a lower slope along the printing direction than what we would expect from the prescribed gap height. These observations revealed an error in the parallelism of the X-axis of the machine with the planar substrate. As a result, we measured a variable offset of the vertical position (Z-axis) of the printing head along the X-axis. The offset was corrected at one reference point by adding a constant correction to the prescribed position of the printing head in the G-code. The reference point of the calibration was chosen at the location where the measured strand height $H$ equaled 0.8$D$ because the ratio $g/D = 0.8$ corresponded to the middle value of the gap height in our investigations. The value of the offset correction at that reference point is given by the difference between the specified gap height and the measured strand height, as shown in Figure 3. Our experiments did not require further corrections, as all the subsequent measurements of the strand cross-sections were realized at the same reference point. After the calibration, the strands were printed for all the combinations of the gap heights and the printing speeds specified in Table 1. To ensure repeatability of the process, three strands were extruded individually for each printing condition.

![Figure 2](image1.png)  
**Figure 2.** Printing of a strand with a varying gap height for the calibration of the vertical position of the printing head.

![Figure 3](image2.png)  
**Figure 3.** Measured normalized strand heights in the different cutting planes, and uncorrected normalized gap height specified along the printing direction.

### 2.2. Numerical simulations

The CFD model used in this paper is based on the previous work of Comminal et al. [55]. The material deposition was simulated with the CFD software ANSYS® Fluent R18.2 [59]. The numerical model simulated the flow of a molten material in the region between the nozzle and substrate. For simplicity, we modelled the extrusion nozzle as a cylinder with diameter $D$ (see Figure 4), which is slightly different than in the experiment (see Figure 1b). The nozzle was kept stationary while the substrate moved with the constant velocity $V$. In a steady extrusion, the two opposite configurations, where the nozzle moves and the substrate is fixed, and vice versa, are equivalent. The vertical gap between the nozzle orifice and the planar substrate was denoted $g$ and can be also understood as the layer height. Only half of the physical domain was simulated, as the flow was symmetrical with respect to
the plane cutting through the middle of the nozzle in the direction of printing. A no-slip boundary condition was applied on the substrate and at the walls of the nozzle. All the remaining boundaries of the model were prescribed outlet boundary conditions, where the material was free to exit. As the model focuses on capturing the first order effects of the deposition flow conditions (the gap height and the velocity ratio) on the strand shape, we have simplified the physics with the following assumptions:

- The deposition flow was considered isothermal, as we assumed that the density dependency on the fluid temperature (e.g. due to thermal shrinkage) has a secondary effect on the strand shape.
- Inertial effects were negligible, which means that the material extrusion was in the creeping flow regime (the Reynolds number was below 1). For such flow, the actual values of the density $\rho$ and viscosity $\mu$ did not affect the results of the simulations (they were set to 1000 kg/m$^3$ and 1000 Pa·s, respectively; and with those values, the Reynolds number had a magnitude of $10^{-5}$).
- We modelled the fluid with a constant viscosity, as a previous numerical study has shown that including the shear thinning behavior in the material extrusion process has no significant influence on the strand cross-sectional shape, in a creeping flow regime [56]. Likewise, the dependency of the dynamic viscosity on the temperature was assumed to have a negligible effect on the strand shape.

Providing these assumptions were fulfilled, the deposition flow was fully determined by the geometrical ratio $g/D$ and the velocity ratio $V/U$ of the model's boundary conditions, where $U$ was the average velocity specified at the inlet of the nozzle (i.e. the extrusion volumetric flux). The geometrical ratio $g/D$ characterized the gap between the extrusion nozzle and the substrate with respect to the nozzle diameter. The velocity ratio $V/U$ characterized the relation of the printing speed to the extrusion volumetric flux. Consequently, the results of the numerical simulations are representative for many of the materials commonly used in material extrusion AM (for instance PLA and ABS). After the extrusion, the material was subjected only to the gravitational force, which was too small to cause any further deformations of the strand shape.

![Figure 4. Geometry of the numerical model [55].](image)

The geometry was meshed with tetrahedral elements with a maximum normalized edge length of $\delta l / D = 0.03$, which refined the results previously published in [55]. The coupled pressure-velocity solver with the implicit time-marching discretization was chosen to solve the governing equations of the flow (i.e. the conservation of mass and momentum). The free surface of the extruded material was computed with the coupled volume-of-fluid/level-set method. More information about the volume-of-fluid and the level-set methods can be found in [60, 61, 62, 63]. The transient simulations were run until the solutions had reached a steady state. Further details about the numerical model used in this work can be found in [55].

3. Results and discussions

In this section, the measured cross-sections of the strands for the different printing conditions are compared with the results of the numerical simulations. Figure 5 represents perspective views of the extruded strand simulated for two different printing conditions. We can see that the numerical simulations predict different morphologies of the deposited strand, depending on the gap height and the extrusion flow rate. Figures 6, 7, and 8 show the cross-sectional shapes of the strands for all the normalized gap heights and the velocity ratios specified in Table 1. The first column in the figures show the cross-sectional profiles captured at the outlet boundary of the numerical simulations. The next three columns show micrographs of the strand cross-sections,
measured on three independent extrusions with the same printing conditions. We can see that the experimental observations are repeatable.

**Figure 5.** Perspective views of the simulated strand deposition, for a large normalized gap height $g/D = 1.2$ and a high velocity ratio $V/U = 1$ (left); and a small normalized gap height $g/D = 0.6$ at a low velocity ratio $V/U = 0.5$ (right). (For the sake of visualization, the simulation domain is mirrored along the symmetry plane.)

**Figure 6.** Simulated and measured cross-sectional shapes of the strand for $V/U = 1$. The black lines represent the geometry and the position of the extrusion nozzle, behind the observation plane.
For all the measurements, decreasing the gap height deforms the strand and changes its shape from an oval (for a large gap height), to a flat cuboid with rounded corners (for a small gap height). For the large normalized gap height ($g/D = 1.2$) and the high substrate velocity ratio ($V/U = 1$), the extruded material is not affected by the presence of the nozzle. A slight flattening of the shape is observed, due to the change of the flow direction, from vertical when it leaves the nozzle, to horizontal when it is deposited on the substrate. For $g/D < 1$, decreasing the gap height enhances the side flow and forces the extruded strand to change its shape in order to keep a constant cross-sectional area (due to mass conservation). This underlines the fact that, for some process parameters, the approximation of a circular or elliptic strand cross-section may not be accurate, as also suggested in [55]. Decreasing the velocity ratio leads to an increase in the cross-sectional area of the strand as more material is deposited per unit distance of the strand (the extrusion volumetric flux is constant). Generally, the numerical simulations capture well the first order effect of this flattening of the strand due to the change of processing conditions. Slight differences between the simulations and the measurements occur for the very small normalized gap height and the low velocity ratio ($g/D = 0.4$ and $V/U \leq 0.75$), which is attributed to the differences in the external shape of the nozzle between the simulations and experiment (see Figure 1b and Figure 4). The external conic shape of the nozzle (in the experiments) allows more upward flow of the extruded material as compared to the cylindrical nozzle with a flat bottom face (in the numerical model). Nevertheless, this combination of parameters ($g/D = 0.4$ and $V/U \leq 0.75$) is outside the typical range of the processing parameters used in material extrusion AM.

![Figure 7](image.png)

**Figure 7.** Simulated and measured cross-sectional shapes of the strand for $V/U = 0.75$. The black lines represent the geometry and the position of the extrusion nozzle, behind the observation plane.
The quantitative comparison of the dimensions of the strand cross-sections measured in the experiments and in the simulations is presented in Figure 9. The graphs represent the heights $H$ and widths $W$ of the strands, normalized by the diameter of the nozzle. The influence of the printing conditions (i.e. the ratios $V/U$ and $g/D$) on the strand dimensions follows the trends of the numerical predictions. Discrepancies between the simulations and the experiments are mainly observed for the small normalized gap height and the low velocity ratio, as mentioned earlier. The comparison of the aspect ratio $W/H$ and the compactness of the strand cross-sections (defined as the area of the strand cross-section $A$ divided by $W\cdot H$) are also represented in Figure 10. The numerical model provides good predictions of the strand aspect ratio and the compactness in the common range of the gap height, $0.6 \leq g/D \leq 0.8$. A slight discrepancy is observed for the normalized gap height $g/D = 1.0$, at the velocity ratios $V/U = 1.0$ and $V/U = 0.75$. Those deviations come from a small peak on the top of the cross-section shape, seen in the simulations, which is artificially caused by the contact of the extruded material with the bottom surface of the nozzle.

For the sake of comparison, an idealized approximation of the strand cross-section based on the volume conservation is also represented in Figures 9 and 10. The idealized approximation assumes an elliptic cross-section with the strand height equal to the gap height, if the resulting aspect ratio $W/H$ is below 1, otherwise it assumes a circular cross-section [55]. Overall, it can be seen that the numerical model predicts the strand height and width more accurately than the idealized solution. The simulations give also more accurate predictions of the strand aspect ratio and compactness. Finally, both the simulations and experiments show that for the common velocity ratio, i.e. $V/U = 1.0$, the choice of the normalized gap height $g/D = 0.6$ is preferable to maximize the compactness of the strand.

Figure 8. Simulated and measured cross-sectional shapes of the strand for $V/U = 0.5$. The black lines represent the geometry and the position of the extrusion nozzle, behind the observation plane.
Figure 9. Comparison of the simulated and measured height (top) and width (bottom) of the strand cross-sections.

Figure 10. Comparison of the simulated and measured aspect ratio (top) and compactness (bottom) of the strand cross-sections.
4. Conclusions

For the first time, we have validated experimentally a numerical model, which predicts the strand cross-section in material extrusion AM. The 3D printer had to be calibrated for a proper control over the printing conditions during the experiments. The cross-sections of printed strands were measured by optical microscopy. The CFD simulations resolve the three-dimensional flow of the material extruded from the nozzle and deposited on a planar surface. The numerical simulations capture well the changes in the strand shape for the different printing conditions (i.e. the velocity ratio and the normalized gap height), despite the fact that the model does not include the viscoelastic effect and the temperature-dependent material properties of the thermoplastic feedstock. The cross-section of the strand changes from being almost circular to an elongated rectangular shape with rounded edges, when the gap height is reduced or when the velocity ratio is decreased. Slight discrepancies between the measurements and the simulations were found for the very small normalized gap height \(g/D = 0.4\) and the small velocity ratio \(V/U \leq 0.75\), where the external geometry of the nozzle influences the side flow of the extruded material. However, these printing conditions are very rarely used in practice. On the other hand, in the common window of the process parameters \(0.6 < g/D < 0.8\) and \(V/U = 1.0\), the numerical model provides better predictions of the strand shape than the idealized elliptical cross-section. Therefore, the proposed CFD model is a good candidate for further developments of high-fidelity numerical simulations of the material deposition in material extrusion AM.
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