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Abstract—An essential aspect that contributes to the resilience of radial electrical distribution systems (EDS) is the deployment of efficient and fast service restoration methods. In the presence of a permanent fault, the service restoration minimizes the amount of de-energized consumers by reducing the area that needs to be disconnected to isolate the faulty section of the network. To do so, the service restoration algorithm can make use of automated switching devices and dispatchable energy resources allocated throughout the network to transfer loads among feeders, considering the system’s operational constraints. Depending on the size of the system and the complexity of the telecommunication infrastructure, the application of centralized restoration systems may neither be practical nor flexible. Thus, in this paper, a distributed service restoration method is proposed, using the alternating direction method of multipliers (ADMM) algorithm to solve the optimization problem. As such, the original service restoration model is distributed among the nodes and branches of the system that exchange limited information with neighboring nodes and branches. Radiality constraint is also distributed by the proposed ADMM algorithm. A 44-node test system was used to conduct case studies. Results demonstrate that the proposed method efficiently solves the service restoration in active EDS without using a centralized intelligence.

Index Terms—Alternating direction method of multipliers, electrical distribution systems, radiality constraint, service restoration.

I. INTRODUCTION

A keystone of the planning and operation of modern electrical distribution systems (EDSs) is the quest for flexibility and resilience [1]. Flexible EDSs incorporate and exploit the capabilities of distributed automation (DA) technologies, such as switching devices and dispatchable distributed generation (DG) resources, to optimize the grid’s performance. Resilient EDSs efficiently react against fortuitous situations that threaten the continuous operation of the grid. In both objectives, either flexibility and resilience, the application of optimal service restoration methods is found to be essential [2].

Since the early nineties, multiple centralized approaches for the optimal service restoration have been proposed in the specialized literature [3], many of which consider step-by-step procedures [4]–[6], fuzzy logic [7], modern heuristics [8], graph theory [9] and mathematical programming [10]–[12], among others. In most of the previous works, the objective function minimizes the total unsupplied demand, while guaranteeing the electrical and topological constraints of the network. Centralized methods can be very efficient, but they require a complex and bulky communication infrastructure, and their performance is highly sensitive to the size of the EDS. More recently, some works have proposed decentralized service restoration approaches using different adaptations of multi-agent systems [13]–[16]. Despite its straightforwardness and modular characteristics, multi-agent system are not based on mathematical programming. Thus, optimality of multi-agent systems in terms of minimal unsupplied demand and its feasibility is not guaranteed.

Given the previous context, this paper develops and presents a new distributed service restoration algorithm. Initially, the optimal restoration problem of active EDS is presented as a mixed-integer linear programming (MILP) problem in which the faulty section of the network is isolated while minimizing the impact of the permanent outage, i.e., the unsupplied demand after the restoration process. The decision variables are the status (open or closed) of the switching devices and the operation of the dispatchable DG units, installed throughout the network. Then, the alternating direction method of multipliers (ADMM) is used to distribute the service restoration problem among the nodes and branches of the network. Electrical constraints, such as flow and generation capacities are guaranteed by the solution and, more importantly, the radiality topology of the restored portion of the network is also considered and distributed by the proposed method.

The contributions of the proposed approach are twofold:

• A MILP model for the optimal restoration of active EDS, considering a decomposable radiality constraint.
• An adaptation of the ADMM algorithm to solve the service restoration of radial EDS in a distributed fashion.

The rest of the paper is organized as follows: Section II introduces the MILP model for the optimal restoration of active EDS considering a decomposable radiality constraint. Section III presents the adaptation of the ADMM algorithm to distribute the service restoration problem. Section IV presents the tests and results obtained using a 44-node test system. Finally, conclusions are given in Section V.
II. Optimal Service Restoration Model

In this paper, the optimal service restoration model of active EDS is represented by the MILP model in (1)–(6), where \( N \) is the set of nodes and \( B \) is the set of switchable branches.

\[
\min \sum_{i \in N} \left[ c_S P_i^S + c_D^D P_i^D + c_{ENS} (1 - z_i) \right] \quad (1)
\]

Subject to:

\[
P_i^S + \sum_{l \in B(j \rightarrow i)} P_l - \sum_{l \in B(i \rightarrow j)} P_l = P_i^D z_i - P_i^D \quad \forall i \in N \quad (2)
\]

\[
P_l w_l \leq P_l \leq T_l w_l \quad \forall l \in B \quad (3)
\]

\[
0 \leq P_i^D \leq P_i^D \quad \forall i \in N \quad (4)
\]

\[
0 \leq P_i^S \leq P_i^S \quad \forall i \in N \quad (5)
\]

\[
z_i, w_l \in [0, 1] \quad \forall i \in N, l \in B \quad (6)
\]

The objective function in (1) minimizes the total cost of production at the different sources, i.e., the cost of energy \( c_S^i \) at each source multiplied by its production \( P_i^S \), and the cost of each DG unit \( c_D^i \) multiplied by its production \( P_i^D \). The last term of the objective function penalizes the binary decision variable \( z_i \) that represents the status of each node using a constant cost of energy not supplied (ENS) \( c_{ENS} \). Thus, if a node is de-energized (i.e., if \( z_i = 0 \)), a penalty will be added; otherwise, if \( z_i = 1 \), there will be no cost of ENS at node \( i \) in \( N \). Other objectives, such as number of switching actions, can be easily added or removed from the objective function, as long as convexity is not compromised.

Equality constraint in (2) represents the active power balance equation at each node. For the sake of simplicity, losses and reactive power flow are disregarded from this formulation, but they will be regarded in future works. In (2), \( P_l \) represents the flow at branch \( l \in B \), in which the initial and final nodes do not need to follow a specific numbering scheme, hence, the distinction between \( B(j \rightarrow i) \) and \( B(i \rightarrow j) \). Function \( B(j \rightarrow i) \) fetches the branches whose final node is \( i \), whereas function \( B(i \rightarrow j) \) fetches the branches whose initial node is \( i \). Power flows through branches are limited by (3), considering the upper (\( T_l \)) and lower (\( P_l \)) limits, and the binary decision variable \( z_i \) that determines the status of each switchable branch \( l \), i.e., open or closed. Production of DG units in (4) is limited by \( P_i^D \), considering that DGs can only operate if the nodes are energized, as dictated by the status of \( z_i \). Production limits are given by (5), assuming \( P_i^S = 0 \) for load nodes, i.e., for \( n_i = "\text{load}" \), in which parameter \( n_i \) determines the type of node \( i \), either "load" or "source". Finally, the binary nature of decision variables \( z_i \) and \( w_l \) are given by (6).

A. Decomposable Radiality Constraint

In order to complement the service restoration model in (1)–(6), radiality must be guaranteed at the energized portion of the network. To do so, a set of additional constraints given by (7)–(10) are required.

\[
\beta_{ij} + \beta_{ji} = w_l \quad \forall l \in B \quad (7)
\]

\[
\sum_{l \in B(i \rightarrow j)} \beta_{ij} = z_i \quad \forall i \in N \quad (8)
\]

\[
\beta_{ij} = 0 \quad \forall i \in N | n_i = "\text{source}" \quad (9)
\]

\[
\beta_{ij}, \beta_{ji} \in \{0, 1\} \quad \forall l \in B \quad (10)
\]

The set of equations in (7)–(10) are called spanning tree constraints [17], and together with (2), they guarantee a final radial topology of the energized portion of the network.

A unique aspect about the overall service restoration model in (1)–(10) is that each constraint is either defined for each node or each branch of the network. Thus, this decomposable structure can be exploited by distributed optimization algorithms, such as ADMM, as explained in the following section.

III. ADMM-Based Algorithm

The ADMM algorithm is used to decompose convex optimization problems and solve them through a two-step iterative process, in which a set of variables is optimized first (\( x \)-update), and then another set is optimized in the second step (\( y \)-update), exchanging updated primal and dual data among both sub-problems [18]. An interesting aspect about ADMM is that it can be adapted to formulate and solve distributed instances of optimal power flows, as in [19], [20].

In this section, an adaptation of the ADMM algorithm is used to solve the service restoration problem in (1)–(10). First, the augmented Lagrangian method is applied, and the nodal \( x \)-update and the branch \( y \)-update sub-problems are introduced. Then, the updating of the dual variables and the stopping criterion are shown. Finally, the mechanism used to exchange information among nodes and branches is illustrated.

A. Augmented Lagrangian

Consider a set of auxiliary variables and equality constraints given by \( P_{ij} = P_i, P_{ji} = P_i, \alpha_{ij} = \beta_{ij}, \alpha_{ji} = \beta_{ji}; \forall l \in B \). Thus, adding the former redundant constraints to the original problem in (1)–(10) can be done through the augmented Lagrangian method as follows:

\[
\min \left\{ \left[ c_S^i P_i^S + c_D^i P_i^D + c_{ENS} (1 - z_i) \right] + \right. \]

\[+ \sum_{l \in B} \left[ \mu_{ij} (P_{ij} - P_l) + \frac{1}{2} \rho (P_{ij} - P_l)^2 + \right. \]

\[+ \mu_{ji} (P_{ji} - P_l) + \frac{1}{2} \rho (P_{ji} - P_l)^2 + \]

\[+ \pi_{ij} (\beta_{ij} - \alpha_{ij}) + \frac{1}{2} \rho (\beta_{ij} - \alpha_{ij})^2 + \]

\[+ \pi_{ji} (\beta_{ji} - \alpha_{ji}) + \frac{1}{2} \rho (\beta_{ji} - \alpha_{ji})^2 \} \right\} \quad (11)
\]

Subject to: (2)–(10).

Where \( \mu_{ij}, \mu_{ji}, \pi_{ij} \) and \( \pi_{ji} \) are the dual variables associated to the additional set of equality constraints. Thus, using the method proposed in [18], the MILP model in (11) can be decomposed in two sub-problems: nodal \( x \)-update and branch \( y \)-update, as explained in the following subsections.
B. Nodal x-update

The x-update sub-problem is given by (12)–(18). Superscript x and y are given to the variables that are optimized at each instance of the ADMM algorithm. Thus, for the x-update sub-problem in (12)–(18), only the variables with superscript x are optimized and the rest are considered as parameters of the MILP model.

\[
\min \left\{ \left[ \delta_x P_{x_i}^S + c_{i}^{DG} P_{x_i}^{DG} + c_{i}^{ENS} (1 - z_i^x) \right] + \sum_{l \in B(i \rightarrow j)} \left[ \mu_{ij}^x P_{x_j}^S + \frac{1}{2} \rho \left( P_{x_j}^S - P_{y_i}^l \right)^2 + \pi_{ij}^x \beta_{ij} \right] \right\} + \frac{1}{2} \rho \left( \beta_{ij}^x - \alpha_{ij}^x \right)^2
\]

Subject to:

\[
P_{x_i}^S + \sum_{l \in B(j \rightarrow i)} P_{x_j}^S - \sum_{l \in B(i \rightarrow j)} P_{x_j}^S = P_{x_i}^{DG, S} - P_{x_i}^{DG, x} \quad \forall i \in N (13)
\]

\[
0 \leq P_{x_i}^{DG, x} \leq \bar{P}_{x_i}^{DG} \quad \forall i \in N (14)
\]

\[
0 \leq P_{x_i}^S \leq \bar{P}_{x_i} \quad \forall i \in N (15)
\]

\[
\sum_{l \in B(i \rightarrow j)} \beta_{ij} = 0 \quad \forall i \in N \quad (16)
\]

Note that the x-update sub-problem in (12)–(18) can be solved for each node at the time. Thus, an independent instance of (12)–(18) is calculated for each node of the process. The objective function in (12) is the augmented Lagrangian of the x-update sub-problem, considering the equivalent auxiliary variables \( P_{x_i}^S, P_{x_i}^{DG, S}, P_{x_i}^{DG, x} \). The superscript \( k \) at the dual variables \( \mu_{ij}, \pi_{ij}, \alpha_{ij} \); associated to each equivalent auxiliary variable, indicates the current iteration of the convergence process. The binary nature of \( \beta \) is relaxed.

C. Branch y-update

Once the x-update process has finished, the y-update sub-problem in (19)–(22) can be solved for each switchable branch of the EDS. In this case, only the variables with superscript y are optimized and the rest are considered as parameters of the MILP model. The binary nature of \( \alpha \) is relaxed.

\[
\min \left\{ \sum_{l \in B} \left[ - \left( \mu_{ij}^l + \mu_{ij}^k \right) P_{y_i}^l + \frac{1}{2} \rho \left( P_{y_j}^l - P_{y_i}^l \right)^2 \right] + \frac{1}{2} \rho \left( P_{y_j}^l - P_{y_i}^l \right)^2 - \pi_{ij}^l \alpha_{ij} \right\} (19)
\]

Subject to:

\[
P_{y_i}^l \leq P_{y_i}^l \leq \bar{P}_{y_i}^l \quad \forall l \in B (20)
\]

\[
\alpha_{ij} + \alpha_{ji} = w_i^y \quad \forall l \in B (21)
\]

\[
w_i^y, \alpha_{ij}, \alpha_{ji} \in \{0, 1\} \quad \forall l \in B (22)
\]

D. Dual variables update

Once the y-update process has finished, the dual variables can also be updated in the branches through (23)–(26).

\[
\mu_{ij}^{k+1} = \mu_{ij}^k + \rho \left( P_{y_j}^l - P_{y_i}^l \right) \quad \forall l \in B (23)
\]

\[
\mu_{ji}^{k+1} = \mu_{ji}^k + \rho \left( P_{y_j}^l - P_{y_i}^l \right) \quad \forall l \in B (24)
\]

\[
\pi_{ij}^{k+1} = \pi_{ij}^k + \rho \left( \beta_{ij}^x - \alpha_{ij}^x \right) \quad \forall l \in B (25)
\]

\[
\pi_{ji}^{k+1} = \pi_{ji}^k + \rho \left( \beta_{ij}^x - \alpha_{ij}^x \right) \quad \forall l \in B (26)
\]

E. Stopping criterion

As shown in (27), the convergence process stops when the aggregated differences between the exchanged variables is below a given tolerance \( \epsilon \).

\[
\sum_{l \in B} \left( |P_{y_j}^l - P_{y_i}^l| + |P_{y_j}^l - P_{y_i}^l| \right) + |\beta_{ij}^x - \alpha_{ij}^x| \leq \epsilon (27)
\]

F. Data exchange

As shown in Fig. 1, during the x-update, the nodes are activated and they solve the nodal MILP model in (12)–(18). To do so, both nodes, \( i \) and \( j \), receive the primal and dual information from the switchable branch \( l \) that interconnects them. Then, in the y-update process, the branch \( l \) is activated to solve the branch MILP model in (19)–(22), after receiving the primal and dual parameters from the nodes \( i \) and \( j \), respectively. The exchange of information shown in Fig. 1 can be done in a distributed fashion, following the paths that communicate the nodes and the branches of the EDS.
Table I

<table>
<thead>
<tr>
<th>Node [i]</th>
<th>$P_D^I$ [kW]</th>
<th>$P_D^{DG}$ [kW]</th>
<th>Line [l]</th>
<th>$P_l$ [kW]</th>
</tr>
</thead>
<tbody>
<tr>
<td>3</td>
<td>100</td>
<td>-</td>
<td>1-2</td>
<td>2000</td>
</tr>
<tr>
<td>6</td>
<td>100</td>
<td>-</td>
<td>5-6</td>
<td>1000</td>
</tr>
<tr>
<td>7</td>
<td>100</td>
<td>30</td>
<td>8-10</td>
<td>1000</td>
</tr>
<tr>
<td>9</td>
<td>100</td>
<td>-</td>
<td>4-17</td>
<td>1000</td>
</tr>
<tr>
<td>11</td>
<td>100</td>
<td>-</td>
<td>9-24</td>
<td>1000</td>
</tr>
<tr>
<td>13</td>
<td>100</td>
<td>-</td>
<td>14-31</td>
<td>1000</td>
</tr>
<tr>
<td>15</td>
<td>100</td>
<td>-</td>
<td>15-16</td>
<td>2000</td>
</tr>
<tr>
<td>22</td>
<td>100</td>
<td>-</td>
<td>19-21</td>
<td>1000</td>
</tr>
<tr>
<td>25</td>
<td>100</td>
<td>-</td>
<td>22-25</td>
<td>1000</td>
</tr>
<tr>
<td>28</td>
<td>-</td>
<td>30</td>
<td>18-34</td>
<td>1000</td>
</tr>
<tr>
<td>29</td>
<td>100</td>
<td>-</td>
<td>23-39</td>
<td>1000</td>
</tr>
<tr>
<td>33</td>
<td>100</td>
<td>-</td>
<td>30-44</td>
<td>1000</td>
</tr>
<tr>
<td>38</td>
<td>200</td>
<td>-</td>
<td>32-33</td>
<td>2000</td>
</tr>
<tr>
<td>41</td>
<td>200</td>
<td>-</td>
<td>35-37</td>
<td>1000</td>
</tr>
<tr>
<td>43</td>
<td>200</td>
<td>-</td>
<td>38-40</td>
<td>1000</td>
</tr>
</tbody>
</table>

IV. TESTS AND RESULTS

In order to validate the efficiency of the proposed ADMM-based algorithm, three case studies were conducted with the 44-node test system in Fig. 2. The system comprises three separated feeders: blue, red and green. There are nine zones and two DG units connected at zones 2 and 6, respectively. Open switches are represented as white-colored boxes, and closed switches are represented as gray-colored boxes. Table I shows the detailed load data (nodes with no active demands are not shown), DG units, and line flow capacities. In the service restoration model, the cost of ENS $\epsilon_{ENS}$ is set to be 100 m.u. (monetary units) to maximize the number of energized zones. The cost of energy $\eta^S$ of each source node is set as 5 m.u./kW. The cost of production $\eta^{DG}$ at each DG unit is set as 2 m.u./kW. The stopping criterion $\epsilon$ is $10^{-4}$, and $\rho$ is 2.

A. Case 1

In this case, the effectiveness of the proposed ADMM-based algorithm is validated. It is assumed that a permanent fault occurs in zone 8, and the ADMM-based algorithm is used to solve the optimal service restoration model. After convergence, the restored topology of the test system is shown in Fig. 3. Note that the faulty zone (zone 8) was isolated by opening the switch between nodes 35 and 37 and the switch between nodes 38 and 40. The switch between nodes 30 and 44 was closed to supply the load at zone 9. It is worth noting that the switch between nodes 22 and 25 was also opened and the switch between nodes 14 and 31 was closed to transfer zones 6 to the blue feeder. This happens because the minimization of the number of switching actions is not considered in the objective function. Thus, the proposed method prioritized the minimization of the unsupplied demand and the power production. The power outputs of both DG units are listed in Table II. It can be seen that both DG units use their maximum capacities because they have lower energy production costs than the main sources.

The convergence process of the ADMM-based algorithm is shown in Fig. 4 and the number of iterations is listed in Table III. It took 763 iterations to converge. As observed from the iterative curve in Fig. 4, there are oscillations during the initial stages of the convergence process, which may be caused by the presence of binary variables in each sub-problem.
B. Case 2

In this case, the influence of parameter \( \rho \) on the convergence of the ADMM-based algorithm is studied. Here, we conducted three simulations by using three different values for \( \rho \), i.e., \( \rho_1 = 1.0, \rho_2 = 2.0, \rho_3 = 4.0 \). The numbers of iterations with three different \( \rho \) are listed in Table III and the comparison between three iteration processes is shown in Fig. 5.

All solutions were the same as in Case 1. However, parameter \( \rho \) has a big effect on the convergence of the proposed ADMM-based algorithm. Using \( \rho = 2 \), it took the least number of iterations to reach convergence. Therefore, it is very important to choose an appropriate value for parameter \( \rho \).

C. Case 3

In this case, we consider a large cost of production for DG unit 2 and perform the ADMM-based algorithm again. The number of iterations is listed in Table III. The power outputs of two DGs units are shown in Table II. It can been seen that the active power output of DG unit 2 became zero because it is too expensive, and DG unit 1 used its maximum output due to its low cost of production. In this case, more demands were supplied by the source nodes.

V. CONCLUSIONS

This paper proposes a MILP model for the optimal restoration problem considering the decomposable radiality constraints. Then, the proposed MILP model is decomposed and distributed using an adaptation of the ADMM algorithm. The optimal solution of the MILP model is obtained by iteratively solving the nodal \( x \)-update sub-problem and the branch \( y \)-update sub-problem. Primal and dual values are exchange between neighbor nodes and branches. The simulation results demonstrate that the proposed ADMM algorithm can effectively solve the optimal restoration service problem in a distributed manner.
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