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Machine learning assisted Fiber Bragg Grating based temperature sensing.
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Abstract—This paper proposes an alternative approach to the signal processing of temperature measurements based on Fiber Bragg Gratings (FBG) using the machine learning tool Gaussian Process Regression (GPR). Experimental results show that for a majority of the cases under consideration the reported technique provides a more accurate calculation of the temperature than the conventional methods. Furthermore, the GPR can give the uncertainty of an estimate together with the estimate itself, which for example is useful when it is important to know the worst case scenario of a measurand. GPR also has the potential to improve the measurement speed of FBG based temperature sensing compared to current standards.

Index Terms—Machine learning, Gaussian processes, Optical fiber sensors, Bragg gratings

I. INTRODUCTION

Fiber Bragg gratings (FBG) are known for their uses for sensing measurands such as strain, temperature, vibration and chemical effects [1], [2]. This popularity is due to them being passive sensors, having high immunity to electrical interference and the ability to multiplex several sensors in the same fiber, which makes them attractive for several applications. Like temperature monitoring of power plants and turbines where the electrical interference is a problem [3].

In order to realize a practical sensing system using this technology, the small shift in Bragg wavelength caused by the measurand has to be detected. Most of the conventional ways of doing this uses peak tracking methods [4]. These methods can be categorized into the [4]:

- Direct method, where the peak is found without processing the shape of the reflection spectrum.
- Curve fitting method, where the FBG spectrum is interpolated with some function.
- Correlation-based method, where the correlation between the measurement and a reference gives the shift directly.
- Transform-based method, where the analysis is moved from the original domain to an alternative domain.
- Optimization-based technique, where a model is optimized to the data.

Some interesting properties of these methods are that the direct and curve fitting methods work well for fast interrogation, and the correlation-based methods are very robust to noise [4]. However, the detection accuracy of these methods is limited especially where the FBG spectrum has few sample points. This regime is useful to make faster interrogation as the measurement takes less time. Other signal processing methods, e.g., Karhunen-Loeve transform based algorithms [5], have been proposed to improve the detection accuracy in this regime, but these methods are intrinsically limited to a small spectral range, computational intensive and have low tolerance to spectral deformations of the FBG [4].

This paper is an extension of [6] in which more data has been acquired to create a plot of the prediction error as a function of resolution for the different examined methods. Furthermore, the methods were tested for a setup using a spectrometer instead of an optical spectrum analyzer to achieve a significantly reduced number of sample points.

In this paper, we introduce the optimization-based supervised machine learning technique Gaussian Process Regression (GPR) to be used as a tool to identify the temperature from the reflection spectrum of a FBG. A significant advantage of the proposed method is that a direct mapping between the FBG spectrum and the temperature is learned, and the number of sample points should therefore to a certain extent be inconsequential. Finally, the method does not only provide an estimate but also the uncertainty of the estimate, which is a unique property of the method itself [7].

Fig. 1. Overview of the GPR method that shows how the data, in the form of multiple spectra, is given to the GPR and the temperature T for each spectrum is predicted from a model trained from example data. The orange bar is used to emphasize the shift of the spectrum, and the * signify predicted values.

II. FIBER BRAGG GRATING BASED SENSORS

FBGs are structures that reflect only specific wavelengths of light while transmitting the rest of the spectrum. The center of the reflected wavelengths is called the Bragg wavelength and is for a uniform structure determined by the Bragg condition [1], [2]:

\[ \lambda_B = 2n_{eff} \Lambda \] (1)

where \( n_{eff} \) is the effective index and \( \Lambda \) is the period of the grating. These structures can be used as sensors due to the center wavelength’s dependency on temperature, which causes a shift in the center wavelength that to a linear approximation is given by [1]–[3], [8]:

\[ \Delta \lambda_B = \lambda_B (\alpha + \eta) \Delta T \] (2)
where $\Delta T$ is the temperature change, $\alpha$ is the thermal expansion coefficient, $\eta$ is the thermo-optic coefficient and $\Delta \lambda_B$ is the shift in Bragg wavelength. The shift is also related to other effects such as strain, which in this case is assumed unchanged. This way if two spectra from a FBG are compared, the temperature change can be derived from the shift in the Bragg wavelength. In this work, steps are taken to minimize the strain changes.

### III. GAUSSIAN PROCESS PRINCIPLE OF OPERATION

GPR is a supervised machine learning method, which can be thought of as an alternative method of fitting a function. However, whereas other fitting methods require choosing a particular function class (e.g. polynomials) to fit after, the GPR does not [7]. Instead, the GPR mapping focuses on the relation that points have with each other through a measure of similarity called the kernel. The kernel is concretely an analytical expression that assigns a value to the Euclidean distance between two inputs, which can be vectors [7].

The procedure of using a GPR model starts with the acquisition of a training data set, which in the considered case is the reflection spectra and temperatures as shown in Figure 1. This set should be organized into a collection of input values and the corresponding outputs or targets. For the considered case, the inputs would be reflection spectra, and the targets would be measured temperatures. An expression for the kernel is chosen to express the similarity between different inputs. This choice depends on the data, but one of the commonly used ones are the squared-exponential, which is used due to its universal approximation capabilities [7].

$$k(x_i, x_j) = \exp\left(-\frac{|x_i - x_j|^2}{2\beta^2}\right)$$  \hspace{1cm} (3)

Here $x_{i,j}$ are two reflection spectra and $\beta$ and $\theta$ are hyperparameters of the kernel, which is optimized to each data set. However to do this, predictions need to be made. The objective of a prediction is to calculate the target value from the inputs, in this case the temperatures from the reflection spectra. The process of making a prediction first calculates the four covariance matrices, which describes how the points in the training set are related to each other, using the chosen kernel:

$$K = k(x_{1:N}, x_{1:N}) \quad K_* = k(x_{1:N}, x_*)$$
$$K^T_* = k(x_*, x_{1:N}) \quad K^{**} = k(x_*, x_*)$$ \hspace{1cm} (4)

where $x_{1:N}$ is the inputs of the training data and $x_*$ is the inputs of the target, that is to be predicted. Using the matrices, a prediction can be calculated:

$$y_* = K_*^T(K + \sigma^2 I)^{-1}y$$
$$\text{Var} = K^{**} - K_*^T(K + \sigma^2 I)^{-1}K_*$$ \hspace{1cm} (5)

Here $y_*$ is the predicted target (temperature), $y$ is the training data targets, $\text{Var}$ is the variance of $y_*$ representing the uncertainty, $\sigma$ is a hyperparameter related to the noise in the data and $I$ is the identity matrix. For more details see [7].

The prediction can then be used to optimize the hyperparameters in this case $\theta$, $\beta$ and $\sigma$ by minimizing the prediction error on the training data i.e. the error between the predicted temperatures and the measured ones. The optimization can for example be done using a grid search where different values of the hyperparameters are attempted, and the ones that minimizes the prediction error on the training data most are used. After the optimization of the hyperparameters, the best ones are used, and the same procedure can be used to predict/calculate the temperatures for given reflection spectra. This process is summarized in Figure 1.

Finally, to see how well the created GPR model generalizes the mapping and make sure it does not overfit [9] to the training data a test is made. The process is to use test data from the modelled process, which has not been used for training, and predict the targets. The test error can be found in the same way as the training error except for using the test data. If this error is sufficiently low, then a satisfactory model has been made. Afterwards, it can be used as any other fitted model but with the additional information about the uncertainty of the estimated value, which is useful when the worst case scenario of a measurement is important.

### IV. DATA COLLECTION

The setup used for temperature measurements is shown in Figure 2. The optical path goes from an Erbium-Doped Fiber Amplifier (EDFA) connected to the first arm of a three armed circulator whose second arm is connected to the Device Under Test (DUT). The DUT contained two FBGs and was looped to control the temperature of both FBGs at the same time. The last arm of the circulator is connected to an Optical Spectrum Analyzer (OSA) that measures the light reflected from the FBGs. The temperature was changed using a Thermo-Electric Controller (TC) connected to Peltier modules placed between a heat sink and a holder wherein the FBGs were placed. This holder consisted of a bottom plate of aluminium to facilitate thermal contact with the Peltier modules. The top part consisted of a rubber plate attached to an aluminium plate that could be screwed on top of the fiber. The rubber plate was supposed to budge to prevent the strain of the FBG from changing too much, but could not prevent strain changes completely.

![Fig. 2. Sketch of the experimental setup used to acquire data for the temperature measurements.](image)
in the same fiber. FBG 1 had a Bragg wavelength around 1536.6 nm and FBG 2 around 1540.6 nm at 25 °C. The spectrum measurements obtained are the data sets that are used to perform the training and testing of the GPR as shown in Figure 1.

These measurements were taken with the resolution of the OSA set to 0.01, 0.02, 0.05, 0.10, 0.20, 0.50 and 1.00 nm. The amount of sample points for each of these resolutions were 500, 250, 100, 50, 33, 33, 33 points/nm for the ANDO AQ6317 used. The measurements were also made using a spectrometer instead of the OSA to see if the method works for even fewer points. This changes the amount of sample points from around 33 to around 6 points/nm. The spectrometer used was the Ibsen Photonics I-MON 512 USB with an optical resolution of 0.31 nm.

V. DATA PROCESSING

As for the data processing, the goal is to learn the direct mapping between the spectrum of a FBG and the temperature as shown in Figure 1. The first step was to take the spectra extracted from the OSA and cut off a part of each to focus on a single FBG. They were then normalized to their peak value to remove the effects of differences in amplitude.

The training data inputs were the resulting spectra for 9 measurements for each temperature between 10 and 80 °C. For the training of the GPR and neural network, these were used with training targets of the temperature measured by the TC. For the centroid, the Gaussian fit and the correlation the spectra was used to find the shifts between the data and a reference. These were then used together with the measured temperature to find the slope of the temperature/shift relation. As a note here, this means that if there are strain changes that are linear with the temperature change these will be included in this slope, which can misrepresent these methods.

For the test data, the last unused reflection spectrum for each temperature integer between 20 and 70 °C of the same FBG were used as the inputs to get the methods to predict the temperature. The temperature range was limited for the test due to temperature instabilities near the edges of the range.

The standardized mean squared error (SMSE), which is the mean squared error \( \frac{1}{N} \sum_{i=1}^{N} \left( \frac{|y_{\text{true}, i} - y_{\text{predict}, i}|^2}{\text{variance of targets}} \right) \) of the targets divided by the variance of the targets, was also calculated for each set of test data and used as a quality measure for the model. Here \( y_{\text{true}, i} \) and \( y_{\text{predict}, i} \) are the measured and predicted temperature.

VI. RESULTS AND DISCUSSION

The results of the OSA measurements are shown for FBG 1 for a resolution of 0.01 nm in Figure 3 and 4. Here the results from the GPR method, the centroid, the Gaussian fit, the correlation and a feedforward neural network with 1 hidden layer of 4 nodes are compared to show how well the proposed method performs. These specific methods are chosen as they each represent different common modelling techniques used in FBG spectrum analysis [4]. It should be mentioned that for the neural network 1 hidden layer with up to 20 nodes was tested with no improvement in performance. The SMSE for each method is stated by the plots. For each method the measured (Red) and predicted (Blue) values are plotted as a function of the measured values. This means that the red curve is the ideal, and the blue is the actual predictions from the corresponding model. The gray area in Figure 4 is the uncertainty of the estimated value, which is only available for the GPR method.

Figure 3 and 4 show that the Gaussian process can learn the direct mapping between the spectra and temperature, and it has a performance comparable to the conventional methods. It can also be seen that the centroid, the Gaussian fit and the correlation has very similar performances while the neural network and GPR method performs better. The reason for the low error of the "data-driven" methods is probably that the training and test data are very similar. This shows that because these methods do not follow a physical model like the other methods, they do get to ignore some error sources that other methods have to deal with. This can be an advantage for end-users, who do not care about the model itself. Another interesting observation is the confidence interval that can vaguely be seen in the GPR results. More quantitative results are found by investigating the effect the resolution has on the results.

This investigation is done using the OSA at different resolutions, repeating the earlier mentioned modellings and collecting the SMSE from each FBG, for each temperature and for each of the 10 measurements of the spectra. The median of the collected SMSEs with the standard deviation is plotted as a function of resolution for the different methods.
on a logarithmic scaled graph. This is shown in Figure 5. Here a low error with a low standard deviation would be the best result.

The results of the resolution investigation in Figure 5 show that the GPR and neural network method have the lowest error. It can also be seen that the error of these methods is going down with a coarser resolution, which is possibly due to noise going down as the aperture in the OSA is opened. An advantage of the GPR is that standard deviation in most cases are lower than the neural network. Therefore, in general the GPR method handles resolution better than the other methods as seen by comparing the SMSE plots. This is a promising feature of the method, but the lowest number of sample points using the OSA is 33 points/nm so an instrument with even fewer sample points was used.

These results for FBG 1, using a spectrometer which has 6 points/nm, is shown in Figure 6 and 7. These are found using the same methods as for Figure 3 and 4.

Figure 6 and 7 show that the GPR method performs the best with a low SMSE. So the GPR method also works when the amount of sample points are very low. This regime is interesting as it allows for fewer restrictions on the interrogator, which could make the system cheaper and allows for faster measurements. For example, a measurement with the range 1510 to 1590 nm takes 175.6 s with the OSA but only 11.3 s with the spectrometer. The duration of the algorithms for both training and testing with a 639x3001 training set and 71x3001 test set are GPR 1.14 s, centroid 0.03 s, Gaussian fit 19.61 s, correlation 0.24 s and neural network 1028.23 s. So the GPR does not add a lot of extra time compared to the other methods.

VII. CONCLUSION

It has been shown, that the GPR can learn the direct mapping between the reflected spectra and temperature, and in most of the cases under consideration it even outperforms conventional methods with a lower error and a higher detection accuracy. Furthermore, the GPR can give the uncertainty of an estimate together with the estimate itself, which for example is useful when it is important to know the worst case scenario of a measurand. Finally, the GPR method has the potential to be used with only very few samples per spectrum allowing for faster measurements.

REFERENCES


