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Abstract—Sound zones are valuable in scenarios where multiple people are present in the same room but want to listen to individual audio content without wearing headphones. The purpose of sound zone methods is to minimize the acoustic leakage between the zones by controlling multiple loudspeakers. This requires knowledge of how the loudspeakers interact with the room and radiate sound to the zones. That interaction is characterized by the transfer functions between the loudspeakers and microphones sampling the sound field in the zones. In this paper, the effect on the acoustic separation due to inherent noise in in-situ transfer function measurements is investigated. The attainable separation is analyzed in the frequency range 20-300 Hz by means of the eigenfunctions of a rectangular room. The concept of observable degrees of freedom is introduced to indicate the number of active eigenfunctions which are different within the zones at a given frequency. Likewise, controllable degrees of freedom indicate whether each source can excite the active eigenfunctions independently. It is argued that high separation can be achieved when the observable degrees of freedom are fewer than the controllable, and the target sound field can be described by the observable degrees of freedom. However, to attain this high separation it is a requirement that the details in the transfer functions associated with these degrees of freedom can be resolved in the presence of the measurement noise. For both simulated and experimental conditions the transfer functions are estimated using Bayesian inference and the uncertainty in the estimates is used to automatically regularize the sound field control. This regularization is seen to improve the performance when the measurement noise is correlated between the microphones and have little effect when the noise is uncorrelated.

Index Terms—Sound zones, personal audio, sound field control.

I. INTRODUCTION

Imagine a group of people sitting in a room, each listening to individual audio content without disturbing each other. The occupants of the room are not wearing headphones and are able to freely communicate with one another. This is the goal of sound zones systems [1], [2], where loudspeakers distributed throughout the room are used to control sound reproduction to the occupants. Limiting the spatial extent where audio is reproduced is desirable in various applications and has been investigated in environments such as: aircraft seats [3], automotive cabins [4]–[7], domestic rooms [8]–[11], and open air concerts [12].

The concept behind sound zones is to divide the space into three regions: a region where the desired sound should be reproduced, a region where it should be suppressed, and the remainder of the environment where the sound is not explicitly controlled. The region where the sound is desired is referred to as the bright zone, and the region where it should be suppressed is referred to as the dark zone [13]. Reproducing individual audio for two listeners (content A and B) is achieved by superimposing two sound zones solutions, where the bright zone with respect to audio content A is the dark zone with respect to content B and vice versa. Perceptual studies indicate that 25 to 29 dB loudness difference\(^1\) between the target and interfering audio is sufficient for not being distracted by the interfering audio [14].

In this paper, the frequency range of interest is 20-300 Hz, where sound can be reduced in the dark zone through destructive interference [3], [13], [15]. This low frequency control should be considered as part of a composite solution covering the audible frequency range. Higher frequencies could for instance be reproduced using beamforming [16], [17] as suggested in [1]. Controlling the sound field at low frequencies in a room requires knowledge of the transfer functions between loudspeakers and zones which are measured in-situ. The question of interest is how the room response combined with the accuracy of the measurements affect the achievable acoustic separation. Two categories of sound zone methods are investigated here: acoustic contrast control (ACC) and pressure matching (PM). ACC maximizes the ratio of squared sound pressures in the bright and dark zone [3], [13] whereas PM minimizes the mean square error of the reproduced sound field in the zones relative to a predefined target [15], [18].

Typically, sound zones are implemented as feed-forward control systems based on measured transfer functions. From the measurements, a finite impulse response (FIR) filter is determined to prefilter the audio signal for each loudspeaker.

\(^1\) Loudness levels depend on both the frequency content of the reproduced audio signals and the frequency response of the reproduction system, which in audio reproduction systems is a design choice. To evaluate the results without dependence on the input audio signals and spectral emphasis of the reproduction system, the results in this paper are reported in terms of relative pressure levels in the zones assuming the input signal to be a sum of pure tones with equal amplitude.
Thus, it is assumed that a loudspeaker in a room behaves as a linear time-invariant system. In reality, there is a number of violations of this assumption. For one thing, the ambient temperature might change which in turn changes the transfer functions and degrades the sound field control as seen in [7], where a temperature change between $-2^\circ$C and $22.8^\circ$C yielded a reduction in acoustic separation between two zones from $30 \text{ dB}$ to $10 \text{ dB}$. Moreover, loudspeakers become non-linear at high excursions which reduces the separation between the zones, as seen in [19] where the separation is reduced from $41 \text{ dB}$ to $27 \text{ dB}$ due to changes at high excursion levels. Lastly, it is assumed that the measured transfer functions are accurate representations of the physical system during reproduction.

However, as measurements are never noise-free, the control is based on estimated transfer functions which inherently include uncertainty.

To ensure robust performance, it is of interest to determine the consequences to the acoustic separation when the transfer functions deviate from the estimates. In [20], Park et al. investigated the sensitivity of the ACC method relative to the variance of perturbations in the transfer functions for a line-array in free field. It was observed that the sensitivity decreased with denser microphone grids sampling the transfer functions in space. A common approach to decrease the sensitivity to general changes in the transfer functions is to add regularization when determining the filters. The relationship between Tikhonov regularization and a change in speed of sound of $10 \text{ m/s}$ or a loudspeaker displacement of $10 \text{ mm}$ was investigated for the PM and ACC methods, using a circular loudspeaker array under free field conditions, in [21]. The results showed higher sensitivity to the position mismatch than the speed of sound change, and that robustness increases with the introduced regularization. However, increasing the regularization also reduces the separation between the zones, and a careful choice of the regularization parameter is required. Elliott et al. showed in [22] that the separation achieved by a line array with filters designed for free field transfer functions decreases when the transfer functions are changed due to adding reverberation from a room as a diffuse contribution. It was seen that given knowledge of the energy contained in the diffuse contribution the sensitivity to the contribution could be reduced. These results were experimentally validated in [8]. In [23]–[25], Zhu et al. investigated the robustness of sound zones using an arced loudspeaker array, in free field and in an acoustically treated recording studio, with transfer functions which are uncertain characterizations of the contribution from each loudspeaker to the sound field in the zones. It was shown that given the loudspeaker and microphone positions and a rough knowledge of the deviation from the transfer functions, it is possible to determine a regularization parameter which makes the sound field control robust to this deviation. The underlying premise in these investigations is that the transfer functions are known, and that regularization is added to compensate for the expected deviations. Furthermore, the typical environment is either acoustically treated or free field simulations and the loudspeaker arrangements are limited to line or arc arrays at mid and high frequencies. Under such conditions, the sound zone problem resembles super directive beamforming. In the present study, only the estimated transfer functions are known and the uncertainty in the estimates is used to regularize the solution. The sensitivity is investigated at low frequencies where the interaction between room and loudspeakers is poorly modeled by the free field radiation model with a diffuse sound contribution [26]. Instead, the sensitivity is investigated using Green’s function in a rectangular room and experimental measurements in a room with a reverberation time ($T_{20}$) of 0.6 s in the frequency range of concern.

The application assumed in this paper is a domestic room. As rooms are different and loudspeaker placement depends on interior decoration, it is necessary to measure the transfer functions in-situ. In that scenario, it is of interest to consider the amount of background noise which might be present during the transfer function measurements. In Denmark, the Environmental Protection Agency recommends A-weighted low frequency (10 - 160 Hz) noise limits of $L_{p,A,LF} \leq 25 \text{ dB}$ in domestic spaces during day time [27]. This A-weighting heavily attenuates low frequency sound, thus, significant low frequency noise can be present in a domestic setting without exceeding this recommendation as seen in Fig. 1. Assuming the maximal sound pressure level produced by the loudspeakers is limited due to non-linear distortion, the signal to noise ratio (SNR) of the transfer function measurements can be significantly reduced due to this limitation on the measurement level.

The influence of background noise during the transfer function measurements has previously been considered in [28] where an experimental study was presented. The purpose of the study was to investigate the variability in sound zone performance over repeated transfer function measurements with and without regularization based on the sample variance. In this paper, the challenges associated with the sound zones problem are related to the eigenfunction expansion of sound fields in rooms and the accuracy of the estimated transfer functions. To quantify this accuracy, marginal probability distributions for the estimates are determined using Bayesian inference. It is shown how these distributions can be used to automatically determine a regularization parameter for the PM and ACC methods under both simulated and measured conditions.

The rest of the paper is structured as follows: in section II
the signal model and the sound zones problem are introduced. The properties of the pressure matching problem are analyzed in section III, before simulation and experimental results are introduced in sections IV and V. The results are discussed in section VI and concluding remarks are presented in section VII. The Bayesian inference procedure used to estimate the transfer functions is described in the appendix.

II. FORMULATING THE PROBLEM

The scenario treated in this paper is controlling the sound field in two zones: one bright and one dark as depicted in Fig. 2. The first step is to define the sound pressure observed at the $m$th microphone at discrete time $n$ due to the sum of filtered responses from $L$ loudspeakers. This can be expressed as

$$\tilde{p}_m[n] = \sum_{\ell=1}^{L} \sum_{k=0}^{K-1} \sum_{i=0}^{L-1} \tilde{w}_\ell[k] \tilde{h}_{m\ell}[i] \tilde{s}[n-k-i],$$

(1)

where $\tilde{\cdot}$ denotes variables in the time-domain, $\tilde{w}_\ell = [\tilde{w}_\ell[0], \ldots, \tilde{w}_\ell[K-1]]^T$ is the FIR input filter for the $\ell$th loudspeaker, $\tilde{h}_{m\ell} = [\tilde{h}_{m\ell}[0], \ldots, \tilde{h}_{m\ell}[I-1]]^T$ is the room impulse response from the input of the $\ell$th loudspeaker to the output of the $m$th microphone, and $\tilde{s}[n]$ is the $n$th sample of the input audio signal. To determine the filters $\tilde{w} = [\tilde{w}_1^T, \ldots, \tilde{w}_L^T]^T$, estimates of the room impulse responses are required. The typical approach in sound zone applications is to estimate the response from each loudspeaker independently [4], [9], [10]. Hereby, the problem can be divided into two stages: first, the room impulse response or the equivalent transfer functions are estimated at the microphone positions, and, secondly, these estimates are used to determine the filters $\tilde{w}$.

To estimate a transfer function, the sound field generated by a loudspeaker is measured at a given microphone position. The measurement is usually repeated to suppress noise in the estimate. Assuming the observed pressure at microphone $m$ due to loudspeaker $\ell$ to be a length $N$ periodic sequence, the measured pressure samples for one period can be written as

$$\tilde{p}_{m\ell}^{(r)} = \tilde{H}_{m\ell} \tilde{e}_{m\ell}^{(r)} + \tilde{e}_{m\ell}^{(r)},$$

(2)

where $(r)$ indicates the $r$th repetition of the measurement, $\tilde{H}_{m\ell}$ is the room impulse response represented as a convolutional matrix, $\tilde{e}_{m\ell}^{(r)}$ is the noise present in the measurement, and $\tilde{s}$ is a length $N$ deterministic input sequence. To avoid aliasing in the convolutional matrix, it is assumed that $N$ is longer than the impulse response of the room. With the assumption of a periodic input signal, $\tilde{H}_{m\ell}$ is circulant and the pressure samples can be written as [29]

$$\tilde{p}_{m\ell}^{(r)} = N^{-1} \tilde{F}^H \text{diag}(\tilde{F} \tilde{H}_{m\ell}) \tilde{F} \tilde{s} + \tilde{e}_{m\ell}^{(r)}. $$

(3)

In the above, $\tilde{F}$ is the $N$-by-$N$ discrete Fourier transform (DFT) matrix as defined in [29] \((\tilde{F}_{n,m} = \exp^{-j(n-1)(m-1)(-2\pi j/N)})\) and $(\cdot)^H$ denotes the Hermitian transpose. Recognizing $\text{diag}(\tilde{F} \tilde{H}_{m\ell}) \tilde{F}$ as an entry wise multiplication between the vectors $\tilde{F} \tilde{H}_{m\ell}$ and $\tilde{F} \tilde{s}$, their ordering can be reversed to obtain

$$\tilde{p}_{m\ell}^{(r)} = N^{-1} \tilde{F}^H \text{diag}(\tilde{F} \tilde{s}) \tilde{H}_{m\ell} + \tilde{e}_{m\ell}^{(r)}. $$

(4)

By multiplying both sides of the equation with the DFT matrix, the pressure samples are expressed in terms of the DFT coefficients

$$\tilde{F} \tilde{p}_{m\ell}^{(r)} = \text{diag}(\tilde{F} \tilde{s}) \tilde{H}_{m\ell} + \tilde{F} \tilde{e}_{m\ell}^{(r)}. $$

(5)

It is assumed that the samples in the noise sequence $\tilde{e}_{m\ell}^{(r)}$ are drawn from a colored Gaussian distribution

$$\tilde{e}_{m\ell}^{(r)} \sim \mathcal{N}(0, \tilde{C}). $$

(6)

Multiplication with the DFT matrix is a linear transformation, hence, the transformed sequence is distributed as

$$\tilde{F} \tilde{e}_{m\ell}^{(r)} \sim \mathcal{CN}(0, \Lambda), $$

(7)

where $\mathcal{CN}(\cdot, \cdot)$ denotes the complex Gaussian distribution. If we assume $N$ is much larger than the effective auto-correlation time of the noise sequence, the covariance matrix $\Lambda$ is asymptotically diagonal and related to $\tilde{C}$ as $\Lambda = \tilde{F}^H \tilde{C} \tilde{F} / N$ [30]. From the linear properties of (5), the pressure observations are distributed as

$$\tilde{F} \tilde{p}_{m\ell}^{(r)} \sim \mathcal{CN}(\text{diag}(\tilde{F} \tilde{s}) \tilde{H}_{m\ell}, \Lambda). $$

(8)

As the individual DFT coefficients are independent under these assumptions, a single element of (5) is expressed in the more compact form

$$p_{m\ell}^{(r)}(f_n) = s(f_n) h_{m\ell}(f_n) + e_{m\ell}^{(r)}(f_n), $$

(9)

where $f_n = n/N$ is the normalized frequency associated with each DFT coefficient. Now, assume the excitation signal consists of $N_p$ pure-tones with frequencies on the DFT grid. If the DFT coefficients of interest are extracted and concatenated in a vector, we can write

$$p_{m\ell}^{(r)} = \mathbf{S} h_{m\ell} + e_{m\ell}^{(r)}, $$

(10)

with

$$p_{m\ell}^{(r)} = \begin{bmatrix} p_{m\ell}^{(r)}(f_1) & \cdots & p_{m\ell}^{(r)}(f_{N_p}) \end{bmatrix}^T, $$

(11)

$$\mathbf{S} = \text{diag}(s), \quad s = \begin{bmatrix} s(f_1) & \cdots & s(f_{N_p}) \end{bmatrix}^T, $$

(12)

$$e_{m\ell}^{(r)} = \begin{bmatrix} e_{m\ell}^{(r)}(f_1) & \cdots & e_{m\ell}^{(r)}(f_{N_p}) \end{bmatrix}^T. $$

(13)
The DFT coefficients of interest for a single measurement repetition are distributed as

$$p_{mℓ}^{(r)} \sim \mathcal{C}\mathcal{N}(\mathbf{Sh}_{mℓ}, \Sigma_e),$$  \hspace{1cm} (14)

where $\Sigma_e = \text{diag}(\sigma_e^2)$ are the corresponding $N_p$ diagonal entries of $\Lambda$.

Given $R$ repeated measurements $p_{mℓ} = [p_{mℓ}^{(1)}, \ldots, p_{mℓ}^{(R)}]^T$, the following approach was previously used in [28] to determine the transfer function as

$$\hat{h}_{mℓ}(f_n) = \frac{s^*(f_n)}{H[s(f_n)]} \sum_{r=1}^{R} p_{mℓ}^{(r)}(f_n),$$  \hspace{1cm} (15)

where $\cdot^*$ denotes complex conjugation and $\cdot$ highlights that $\hat{h}_{mℓ}(f_n)$ is an estimate of the noise-free $h_{mℓ}(f_n)$. However, in the presented work it is of interest to determine a probability distribution for each $\hat{h}_{mℓ}(f_n)$ to utilize the uncertainty inherently described in the distribution for regularizing the sound field control problem. In the appendix, it is shown how the probability distribution $g(\hat{h}_{mℓ})$ can be determined using variational Bayesian inference. This is used in sec. II-B, where the estimated probability distributions are included in the control problem to account for the uncertainty of the estimated transfer functions.

A. Reference Sound Field Control

For the reference sound field control, it is assumed that the estimated transfer functions are noise-free. Using estimates like (15), the reproduced sound pressure at the microphones is the summation of the filtered responses from the $L$ loudspeakers and can be expressed as

$$p_i(f_n) = \hat{H}(f_n)w(f_n),$$  \hspace{1cm} (16)

$$p_i(f_n) = [p_{i,1}(f_n), \ldots, p_{i,M}(f_n)]^T,$$  \hspace{1cm} (17)

$$\hat{H}(f_n) = \begin{bmatrix} \hat{h}_{11}(f_n) & \cdots & \hat{h}_{1L}(f_n) \\ \vdots & \ddots & \vdots \\ \hat{h}_{M1}(f_n) & \cdots & \hat{h}_{ML}(f_n) \end{bmatrix},$$  \hspace{1cm} (18)

$$w(f_n) = [w_1(f_n), \ldots, w_L(f_n)]^T.$$

(19)

Sound zones can be created by optimizing cost functions consisting of different metrics related to this reproduced pressure. In the sound zones literature, two common metrics are the acoustic contrast and the reproduction error. The reproduction error for a given set of filters is

$$J_{pm,e}(w(f_n)) = \|p_i(f_n) - \hat{H}(f_n)w(f_n)\|_2^2,$$  \hspace{1cm} (20)

where $p_i(f_n) = [p_{i,1}(f_n), \ldots, p_{i,M}(f_n)]^T$ denotes a target sound field at the $M$ microphone positions. The pressure matching solution is attained when minimizing $J_{pm,e}(w(f_n))$ [15]. The acoustic contrast as an evaluation metric is defined as

$$\text{contrast}(f_n) = \frac{M_B^{-1}\sum_{m=1}^{M_B}|p_{\text{t},m}(f_n)|^2}{M_D^{-1}\sum_{m=1}^{M_D}|p_{\text{t},m}(f_n)|^2},$$  \hspace{1cm} (21)

where the subscripts $(\cdot)_B$ and $(\cdot)_D$ denote the bright and dark zone respectively. The acoustic contrast control solution is obtained by maximizing the cost-function

$$J_{acc,e}(w(f_n)) = \frac{\|\hat{H}_B(f_n)w(f_n)\|_2^2}{\|\hat{H}_D(f_n)w(f_n)\|_2^2},$$  \hspace{1cm} (22)

as described in e.g. [13]. Minimizing (20) and maximizing (21) yields the reference PM and ACC filters [13, 15]

$$w_{pm,e}(f_n) = \left(\hat{H}(f_n)^H\hat{H}(f_n)\right)^{-1}\hat{H}(f_n)^Hp_i(f_n)$$  \hspace{1cm} (23)

$$w_{acc,e}(f_n) = \Theta\left(\left(\hat{H}_D(f_n)^H\hat{H}_D(f_n)\right)^{-1}\hat{H}_B(f_n)^H\hat{H}_B(f_n)\right)$$  \hspace{1cm} (24)

with $\Theta(\cdot)$ denoting a function returning the eigenvector of its argument corresponding to the maximal eigenvalue.

B. Proposed Sound Field Control

If information about the marginal distribution of the transfer functions is available from (51), it can be incorporated in the cost functions. Let $G(f_n)$ denote a matrix where all the entries are independent random variables, distributed according to (51). A common way to utilize the knowledge of the transfer function distributions is to augment the sound field control problems to optimize the expected objective [23]. Optimizing the expectation of the two sound field control problems, the cost-functions are rewritten as

$$J_{pm,e}(w(f_n)) = \mathbb{E}\left\{\|p_i(f_n) - G(f_n)w(f_n)\|_2^2\right\},$$  \hspace{1cm} (25)

$$J_{acc,e}(w(f_n)) = \mathbb{E}\left\{\|G_B(f_n)w(f_n)\|_2^2\right\}.$$  \hspace{1cm} (26)

Minimizing the expectation in (25), a closed-form solution can be found as

$$w_{pm,e}(f_n) = \left(G^H\hat{G} + \sum_{m=1}^{M}\Sigma_m\right)^{-1}G^H\hat{p}_i(f_n),$$  \hspace{1cm} (27)

with $\hat{G}$ being a matrix containing the expected value of each random variable in the entries of $G(f_n)$, and $\sigma_{m}^2$ being the corresponding variance from (53) used in

$$\Sigma_m = \text{diag}\left(\sigma_m^2 \cdots \sigma_m^2\right).$$  \hspace{1cm} (28)

As the numerator and denominator in (26) are independent in terms of the variance of the estimates, the expectation is taken separately. Thereby, it can be shown that (26) is maximized by

$$w_{acc,e}(f_n) =$$

$$\Theta\left(\left(G_B^H\hat{G}_D + \sum_{m=1}^{M_B}\Sigma_m\right)^{-1}\left(G_B^H\hat{G}_B + \sum_{m=1}^{M_D}\Sigma_m\right)\right).$$  \hspace{1cm} (29)

The main difference between the proposed and reference solutions is the diagonal loadings introduced by the variances of the marginal distributions of the transfer function estimates. The diagonal loadings arise from the uncertainty in the measurements and thus automatically regularize the problems relative to the accuracy of the transfer function estimates.
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III. ANALYSIS OF THE PRESSURE MATCHING PROBLEM

To understand the challenge associated with creating sound zones at low frequencies in a room, we will here briefly look into the properties of the pressure matching problem. In this section, the sound field and transfer functions arise from solutions to partial differential equations and are expressed as continuous functions of space and the harmonic excitation frequency $\omega$. Assuming noise-free transfer functions the PM problem is expressed from (20) as

$$\min_{F(\tilde{w})} \|p(\tilde{w}_M, \omega) - H(\tilde{x}_M, \tilde{x}_L, \omega) F(\tilde{w})\|_2^2. \quad (30)$$

where $\tilde{x}_M$ denotes the $M$ points where the sound field is observed, $\tilde{x}_L$ denotes the $L$ point source locations and $F(\tilde{w})$ denotes the discrete-time Fourier transform of the filters, evaluated at $\omega$. The properties of this problem depend on $H(\tilde{x}_M, \tilde{x}_L, \omega)$, which is here related to the eigenfunctions of a room. At low frequencies, the sound field in a room due to harmonic excitation can be described in terms of eigenfunctions (or room modes), each of which must satisfy the homogeneous Helmholtz equation [31]. The pressure at position $x$ given a point source at $x_0$ is

$$p(\tilde{x}_M, x, \omega) = j\omega \rho G(x|x_0, \omega)q(x_0, \omega), \quad (31)$$

where $j = \sqrt{-1}$, $q(x_0)$ is the volume velocity emitted by the point source, and $\rho$ is the density of air. Green’s function, $G(x|x_0, \omega)$, relates a normalized volume velocity point source at $x_0$ to the complex pressure at $x$ and can be written as an eigenfunction expansion [31]

$$G(x|x_0, \omega) = \sum_{\mu=0}^{\infty} \mu_\omega(\omega) \psi_\omega(x) \psi_\omega(x_0) \quad (32)$$

with

$$\mu_\omega(\omega) = \frac{1}{(\kappa_\omega^2 - \omega^2/c^2)}. \quad (33)$$

Here, $c$ is the speed of sound and $\psi_\omega(x)$ is the $\mu$th eigenfunction of the room$^2$ with eigenvalue $\kappa_\omega^2$ evaluated at point $x$ in space. The sound pressure at $x$ is the contribution from all point sources in the room,

$$p(x, \omega) = j\omega \rho \int_{\Omega} G(x|x_0, \omega)q(x_0, \omega)dx_0, \quad (34)$$

where the integral is taken over the domain of the room $\Omega$.

For sound field control in a room, the sound field is generated by $L$ point sources with individual volume velocities modified by the filters $\tilde{w}$. Hence, (34) can be written as

$$p(x, \omega) = j\omega \rho \int_{\Omega} G(x|x_0, \omega) \sum_{\ell=1}^{L} F(\tilde{w}_\ell)\omega) \delta(x_0 - x_\ell) dx_0, \quad (35)$$

with $\delta(\cdot)$ being the Dirac delta and $x_\ell$ the position of the $\ell$th point source. Assuming the microphone is not co-located with the point sources ($x \neq x_\ell$), that boundaries are not lossless, and that the amplitudes of the filters at $\omega$ are finite, the integrand is absolute integrable for each $\ell$. Thereby, the order of integration and summation can be interchanged, and by substitution of (32) we obtain

$$p(x, \omega) = j\omega \rho \sum_{\ell=1}^{L} F(\tilde{w}_\ell)\omega) \sum_{\mu=0}^{\infty} \mu_\omega(\omega) \psi_\omega(x) \psi_\omega(x_\ell). \quad (36)$$

From (36), it is seen that $\mu_\omega(\omega)$ reduce the influence of the eigenfunctions when the difference between $\omega^2$ and $c^2\kappa_\omega^2$ is large. As such, the eigenfunctions are denoted as active when $\mu_\omega(\omega)$ is large (when the excitation frequency is close to the characteristic frequency of the eigenfunction).

In the pressure matching problem (30), the objective is to control the sound field in the room at $M$ specific microphone positions. It is assumed that these positions represent the sound field within the zones and that it is not desired to explicitly control the sound field outside the zones. With the eigenfunction expansion of the sound field, the transfer function matrix in (30) can be written

$$H(\tilde{x}_M, \tilde{x}_L, \omega) = j\omega \rho \Psi^H(\tilde{x}_M) \text{diag}(\mu(\omega)) \Psi(\tilde{x}_L), \quad (37)$$

where

$$\Psi^H(\tilde{x}_M) = \begin{bmatrix} \psi_1(x_1) & \cdots & \psi_\infty(x_1) \\ \vdots & \ddots & \vdots \\ \psi_1(x_M) & \cdots & \psi_\infty(x_M) \end{bmatrix} \quad (38)$$

$$\mu(\omega) = \begin{bmatrix} \mu_1(\omega) & \cdots & \mu_\infty(\omega) \end{bmatrix}^T \quad (39)$$

$$\Psi(\tilde{x}_L) = \begin{bmatrix} \psi_1(x_1) & \cdots & \psi_\infty(x_1) \\ \vdots & \ddots & \vdots \\ \psi_1(x_L) & \cdots & \psi_\infty(x_L) \end{bmatrix}. \quad (40)$$

It is well known that the sensitivity of least-squares problems like (30) to perturbations in the target sound field and the transfer function matrix depends on the properties of $H(\tilde{x}_M, \tilde{x}_L, \omega)$ [32]. The sensitivity is often evaluated in terms of the condition number of $H^H(\tilde{x}_M, \tilde{x}_L, \omega)H(\tilde{x}_M, \tilde{x}_L, \omega)$, but if the eigenfunctions of the room are known it is possible to gain more insight into the problem. This is demonstrated with the following simulation example, where transfer functions from eight point sources are observed at 75 microphone positions in each of the two zones in a rectangular room, as sketched in Fig. 2. The eigenfunctions with characteristic frequency below 400 Hz are determined using the analytic expressions for Green’s function as found in [26]. Further description of the simulated setup is given in section IV.

For the simulated noise-free scenario, the condition number $H^H(\tilde{x}_M, \tilde{x}_L, \omega)H(\tilde{x}_M, \tilde{x}_L, \omega)$ is plotted in Fig. 3. The eigenfunctions with characteristic frequency below 400 Hz are determined using the analytic expressions for Green’s function as found in [26]. Further description of the simulated setup is given in section IV. For the simulated noise-free scenario, the condition number $H^H(\tilde{x}_M, \tilde{x}_L, \omega)H(\tilde{x}_M, \tilde{x}_L, \omega)$ is plotted in Fig. 3. The condition number is high, especially at low frequencies, when compared against the suggested rule-of-thumb stating it should be in the interval 1000 to 5000 [33]. This generally indicates that the inverse problem (30) is sensitive to perturbations.

A more detailed understanding of the problem can be attained by analyzing how the microphone and source positions sample the active eigenfunctions. In the current example the number of microphones exceeds the number of sources, hence, the least-squares problem is overdetermined and thus no exact solution exists in general. However, closer examination reveals that the problem is almost underdetermined at low frequencies, which is the cause for the high condition number.
in Fig. 3. By observing that $\Psi_V^H(\vec{x}_M)$ and $\Psi_V(\vec{x}_L)$ are the eigenfunctions of the room evaluated at the microphone and source positions respectively, it is possible to analyze their corresponding to $H(\vec{x}_M, \vec{x}_L, \omega)$ independently. By truncating the number of eigenfunctions to $V$ and separating $\text{diag} (\mu(\omega))$ in two diagonal matrices, (37) can be written as

$$H(\vec{x}_M, \vec{x}_L, \omega) = j \omega \rho \Psi_V^H(\vec{x}_M) \text{diag} \left( \sqrt{\mu_V(\omega)} \right) \text{diag} \left( \sqrt{\mu_V(\omega)} \right) \Psi_V(\vec{x}_L),$$

where the subscript $V$ indicates truncation of (38)-(40) to order $V$. With this separation it is of interest to investigate the degree to which the active eigenfunctions are different when observed by the microphones in the zones, at a given excitation frequency. Similarly, it is of interest to investigate whether each source can excite the active eigenfunctions differently from the other sources. The effective number of active eigenfunctions within the zones will be referred to as the observable degrees of freedom (DOF). In the same way, the effective number of active eigenfunctions which can be independently excited by the sources will be referred to as the controllable degrees of freedom. A mathematical definition of these DOF will follow after a brief motivation for this interpretation. In general, the eigenfunctions which are active at low frequencies change slowly as functions of the position in the room. As the frequency increases other eigenfunctions are active and these change more rapidly with the position in the room. The observable DOF might, therefore, be lower than the number of microphones in the room at low frequencies. As an example, consider two microphones sufficiently close together in the room. The pressure observed at each of the microphones would be nearly identical. Thus, only one DOF is observed not two. Here, sufficiently close depends on both the physical distance and the active eigenfunctions. The interest in the observable and controllable DOF stems from the insight it provides to the properties of $H(\vec{x}_M, \vec{x}_L, \omega)$, as will be discussed shortly.

The chosen method for analyzing the observable and controllable DOF is through the singular value decomposition (SVD) of $\Psi_V^H(\vec{x}_M)\text{diag}(\sqrt{\mu_V(\omega)})$ and $\text{diag}(\sqrt{\mu_V(\omega)})\Psi_V(\vec{x}_L)$, independently. Both matrices can be approximated by a truncated SVD using the singular values and vectors corresponding to the first $k$ singular values. By the Eckhart-Young theorem, the error of the rank-$k$ truncated SVD approximation to a matrix $A$ is $\| A - A_k \|_2 = s_{k+1}$, where $s_{k+1}$ denotes the $(k + 1)^{\text{th}}$ singular value of $A$ [29]. The observable DOF is defined as the lowest rank of the truncated SVD of $\Psi_V^H(\vec{x}_M)\text{diag}(\sqrt{\mu_V(\omega)})$ required to attain an approximation error below an application-specific threshold, relative to the maximal singular value of $\Psi_V^H(\vec{x}_M)\text{diag}(\sqrt{\mu_V(\omega)})$. The controllable DOF are similarly defined for the matrix $\text{diag}(\sqrt{\mu_V(\omega)})\Psi_V(\vec{x}_L)$.

The normalized singular values of $\Psi_V^H(\vec{x}_M)\text{diag}(\sqrt{\mu_V(\omega)})$ and $\text{diag}(\sqrt{\mu_V(\omega)})\Psi_V(\vec{x}_L)$ are plotted in Fig. 4. If the application-specific threshold for observable and controllable DOF is set to a normalized approximation error of 0.1 (the dashed line in Fig. 4), it is seen that all the normalized singular values of $\text{diag}(\sqrt{\mu_V(\omega)})\Psi_V(\vec{x}_L)$ are larger than 0.1. Thus, the controllable DOF are equal to the number of sources. However, several of the normalized singular values of $\Psi_V^H(\vec{x}_M)\text{diag}(\sqrt{\mu_V(\omega)})$ are below 0.1, hence, the observable DOF are fewer than the number of microphones. Furthermore, it is seen that in the range 30-50 Hz the observable DOF are fewer than the controllable DOF. This is caused by few eigenfunctions being active in this frequency range, and the ones which are active change slowly throughout the room. Hence, as the microphones only evaluate the eigenfunctions in a small part of the room (see Fig. 2), it is reasonable that there are few observable DOF. The sources on the other hand are distributed throughout the entire room, and this spatial diversity increases the controllable DOF. As the frequency increases, a larger number of eigenfunctions are active (the modal density of the room increases [31]), and the active eigenfunctions change more rapidly across distance in the room. The effect is that the observable and controllable DOF increases, as observed from Fig. 4.

From this analysis, it is seen that $\Psi_V^H(\vec{x}_M)\text{diag}(\sqrt{\mu_V(\omega)})$ is nearly rank-deficient at the lowest frequencies, which explains the ill-conditioning observed in Fig. 3. As this ill-conditioning is caused by having fewer observable DOF than controllable DOF, it is expected that regularization methods [32], would be effective to reduce the sensitivity caused by the ill-conditioning while retaining the ability to reproduce the target sound field in the zones, which can be described by the observable DOF. At higher frequencies, $H^H(\vec{x}_M, \vec{x}_L, \omega)H(\vec{x}_M, \vec{x}_L, \omega)$ becomes well-conditioned but not all the observable DOF can be controlled. The expected outcome is that the sound field can be less accurately controlled at higher frequencies in this noise-free scenario. In the following sections, results are presented to show the consequence of $H(\vec{x}_M, \vec{x}_L, \omega)$ being influenced by noise.

IV. SIMULATION RESULTS

The influence of noise in the transfer function estimates is investigated using simulations where the noise-free transfer

---

2The truncation is justified by the negligible contribution from the eigenfunctions when $\omega^2$ is far from $c^2/\pi^2$. The number of considered eigenfunctions is chosen to be larger than both the number of microphones and sources.

3A similar interpretation could be made for two sources in the room.
functions are known. Here a 5.5 m by 8.65 m by 2.7 m rectangular room with 0.6 s reverberation time (\(T_{60}\)) is simulated. The simulations are made using Green’s function for a point source in a rectangular room [26], [31]. To emulate the measurement scenario, the room transfer functions are calculated from 8 point sources to 75 microphone positions (a 5×5 planar array in three different heights with 10 cm spacing between microphones\(^5\)) in each zone, see the sketch in Fig. 2 for the layout. The corresponding room impulse responses (RIRs) are determined by the inverse DFT. The measurement procedure is emulated by convolving the RIRs with the excitation signal and adding uncorrelated white Gaussian noise. The excitation signal consists of multiple sinusoids with frequencies adjusted to be periodic with the measurement length \(N\), so they are exactly on the analyzed DFT grid. The measurements are repeated eight times, and the marginal distributions for each transfer function bin is determined from \((51)\) at convergence of the evidence lower bound (the relative change being below \(10^{-9}\)).

The volume velocities of the point sources in the simulations are scaled to produce 70 dB SPL at a distance of 1 m in free field. A 2\(^{nd}\)-order high-pass filter with cutoff frequency at 35 Hz is introduced to emulate the low frequency rolloff of a closed-box loudspeaker [34]. The noise added to the microphones is scaled to achieve a given SNR if the microphone had been positioned 1 m from the point source in free field and is denoted the free field SNR. The transfer functions of the room after the frequency response, hence, the SNR observed at the microphones is fluctuating with the response of the room. The average signal to noise ratio ± 1 standard deviation across all the 150×8 microphone to point source pairs is plotted in Fig. 5 for a free field SNR of 0 dB. As an example, the transfer function estimates, \((51)\) and \((15)\), based on eight 0.6 s measurements are plotted in Fig. 6 along with the noise-free transfer function. It is seen that the two estimates are almost identical, hence, the main difference is the uncertainty inherently described by the Bayesian estimate.

\(^5\)The microphone separation of 10 cm ensures the distance is less than 1/10 wavelength in the frequency range of interest.

A. Monte Carlo Results

The effect of noise in the transfer function estimation is investigated through Monte Carlo simulations. The transfer functions are estimated from 8 measurements at a given free field SNR. These transfer functions are then used to calculate the sound field control filters as \((23)\), \((24)\), \((27)\), and \((29)\). The target sound field used in \((27)\) and \((23)\) is silence in the dark zone and the estimated transfer functions from the nearest loudspeaker in the bright zone.\(^6\) The sound field control performance is evaluated as the contrast between the zones using the noise-free transfer functions. This procedure is repeated 100 times with new noise realizations, and the results are reported in terms of the average performance ± 1 standard deviation.

In Figs. 7 and 8, the contrast performance is shown for Monte Carlo simulations at free field SNR levels of 0 and 20 dB, respectively. Together with the average performance summarized in Table I, it is observed that the control based on the Bayesian estimates on average perform slightly worse than the reference methods but exhibits lower standard deviation.

\(^6\)This target is chosen to ensure the target sound field in the bright zone is in the range of the estimated transfer function matrix \((H_B(f_n), G_B)\). Choosing the target as e.g. a plane impinging wave would imply adding room response equalization (see e.g. [35]) on top of the sound zones problem.
This is expected as the white noise added to the simulated measurements is independent between microphones and sources. Thereby, the noise effectively regularizes the transfer function matrices in a similar manner as described in [22].

The contrast increases with the SNR, as expected from the estimated transfer function matrices becoming more accurate. It is also observed that at 0 dB free field SNR, the contrast performance from ACC is only slightly better than PM. However, at 20 dB free field SNR, the contrast performance using ACC is noticeably higher.

The efficiency of the methods can be compared based on the ℓ2-norm of the filters required to create an average pressure of 94 dB SPL in the bright zone. This indicates how much energy is injected in the loudspeakers and how much sound is introduced outside the controlled zones. In Figs. 9, 10 and Table I, the norms are shown for free field SNRs of 0 and 20 dB. It is observed that the regularization based on the Bayesian estimates reduces the filter norms. The norms are also seen to increase with SNR as the regularization due to both inherent noise in the estimates and the uncertainty-based regularization decrease. Hence, the increased contrast at 20 dB free field SNR is achieved at the expense of increased energy consumption. Finally, it is seen that PM requires higher filter norms than ACC to produce the same average pressure in the bright zone, as expected from the literature [21].

TABLE I

<table>
<thead>
<tr>
<th>Method</th>
<th>0 dB free field SNR</th>
<th>Filter norm</th>
</tr>
</thead>
<tbody>
<tr>
<td>w_{pm,f}</td>
<td>17.4 ± 0.8 dB</td>
<td>1.4 × 10^{-2} ± 7.3 × 10^{-3}</td>
</tr>
<tr>
<td>w_{pm,e}</td>
<td>16.2 ± 0.6 dB</td>
<td>1.1 × 10^{-1} ± 4.3 × 10^{-3}</td>
</tr>
<tr>
<td>w_{acc,f}</td>
<td>21.2 ± 0.8 dB</td>
<td>8.6 × 10^{-2} ± 3.5 × 10^{-3}</td>
</tr>
<tr>
<td>w_{acc,e}</td>
<td>19.6 ± 0.5 dB</td>
<td>7.7 × 10^{-2} ± 1.5 × 10^{-3}</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>20 dB free field SNR</th>
<th>Filter norm</th>
</tr>
</thead>
<tbody>
<tr>
<td>w_{pm,f}</td>
<td>25.3 ± 0.5 dB</td>
<td>2.3 × 10^{-2} ± 6.7 × 10^{-3}</td>
</tr>
<tr>
<td>w_{pm,e}</td>
<td>24.5 ± 0.4 dB</td>
<td>2.1 × 10^{-1} ± 3.6 × 10^{-3}</td>
</tr>
<tr>
<td>w_{acc,f}</td>
<td>34.2 ± 0.5 dB</td>
<td>1.4 × 10^{-1} ± 4.6 × 10^{-3}</td>
</tr>
<tr>
<td>w_{acc,e}</td>
<td>33.1 ± 0.4 dB</td>
<td>1.3 × 10^{-1} ± 2.2 × 10^{-3}</td>
</tr>
</tbody>
</table>

V. EXPERIMENTAL RESULTS

A series of in-situ measurements were conducted to validate the simulated results. The room was an office remodeled to resemble a living room. The shape of the room differs from the simulated rectangular room by having a raised ceiling, increasing the volume to 143 m³. The layout of the 10” closed box loudspeakers and the 1/4” electret microphones were identical to the simulated results. The average measured (T_{20}) reverberation time in the frequency range of interest...
was 0.6 s. RME MADIface XT and M-32 AD / DA sound cards were used to measure the responses at 48 kHz sampling frequency before the results were downsampled to 1.2 kHz for further processing. The transfer functions were estimated from measurements at two excitation signal levels: one low for determining the sound zones filters, and one high for evaluating the results with little noise influence. Each measurement consisted of 10 repetitions of the 0.6 s periodic measurement sequence, where the first and last repetition were excluded from the processing. Before the measurements were commenced, the background noise power spectra for each of the \( 5 \times 5 \) microphones in the planar array were estimated from 60 consecutive 0.6 s recordings of the noise. The average ratio of recorded signal power spectra to recorded background noise spectra is plotted in Fig. 11 for the measurements at low and high excitation signal levels. The evaluation measurements were conducted at 20 dB higher excitation level than the measurements used for calculating the filters, reaching maximum values of 82 dB SPL.

The contrast and filter norm results are plotted in Fig. 12 and summarized in Table I. As in the simulated results, the PM solutions provide reduced contrast at a higher filter norm. Contrary to the simulated results the contrast results for the expectation based cost-functions (27), (29) are slightly better than the reference solutions (23), (24). Furthermore, it is seen that the filter norms are significantly reduced by the explicit regularization.

**VI. DISCUSSION**

The slightly different relationship between proposed and reference methods in the experimental and simulated results suggests that the noise is different in the experimental results. One cause could be that the noise is partly correlated between microphones which is reasonable for acoustical noise at low frequencies. To support this argument, a Monte Carlo simulation was made where the added noise was perfectly correlated between the microphones. In Fig. 13 the contrast results are plotted for simulations with a free-field SNR of 20 dB. It is seen that the proposed and reference methods are
different below 100 Hz, especially in terms of the standard deviation of the contrast. It is seen that the perfectly correlated noise does not inherently regularize the problem, hence, the particular noise sequence which is generated in each iteration of the Monte Carlo simulations has a great impact on the resulting contrast. Compared to the results in Fig. 7, 8, and 12, a much greater impact effect of the proposed methods is observed in Fig. 13. The perceptual difference between the reference and proposed methods is likely to be small for the uncorrelated noise simulations and the given experiment, due to the differences in contrast being mainly above 20 dB, in small parts of the investigated frequency range. However, for the correlated noise, the ±1 standard deviation is clearly different between the reference and proposed methods. The added robustness increases the stability, and the lower range of the standard deviation are in some parts of the frequency range improved from below 10 dB to more than 20 dB. It is therefore argued, that the proposed methods have little negative effect when the noise is uncorrelated but can have a large positive effect when the noise is correlated, even though the noise is modeled as uncorrelated in the Bayesian inference of the transfer functions.

Comparing the contrast performance across frequency in Figs. 7, 8, and 12, it is seen that the measured results follow a different trend than the simulated results. This change is due to a difference in the SNRs across frequency in the simulations and the measurements. From Fig. 5 it is seen that the average SNR of the measurements has a slightly decreasing trend in the simulations. However, in Fig. 11 it is seen that the average SNR of the measured responses increases with frequency. Hereby, the accuracy of the estimated transfer functions over frequency is different for the simulated and measured results.

Besides the SNR, the frequency dependence of the contrast can be related to the eigenfunctions of the room. In Fig. 14 the singular values of the spatial correlation matrix of the Bayesian
estimates, \( G^H G \), are plotted together with the noise-free spatial correlation matrix, \( H(f_n)^H H(f_n) \), and the uncertainty based regularization for PM. It is seen that the added noise regularizes \( G^H G \) and that the uncertainty corresponds to the added noise. At the lowest frequencies, only the first two singular values are correctly identified. However, as seen from Fig. 4 and 7, only few degrees of freedom (DOF) are observable in the zones at low frequencies, hence, it is possible to achieve more than 20 dB of contrast regardless. As the frequency increases, so does the observable DOF, as seen from both Fig. 4 and the diminishing ratio between largest and smallest singular value in Fig. 14. Thus, more loudspeakers are required to achieve a large contrast as frequency increases. However, as seen from Fig. 14 and 7 the additional loudspeakers are not useful if their added contribution cannot be resolved from the transfer functions due to the measurement noise. Thus, as the frequency increases it becomes increasingly important to accurately estimate the transfer functions in order to utilize all eight available loudspeakers for attaining a high contrast.

The results presented in this paper are limited to one room with a reverberation time of 0.6 s and a given layout of loudspeakers and microphones. However, the analysis presented can be interpreted for various reverberation times. Decreasing the reverberation time of the room decreases the maximal frequency dependent gain of each eigenfunction \( \mu_n(\omega) \) and broadens the frequency span where it is active. This yields a greater frequency overlap between the eigenfunctions which increases both the observable and controllable DOF, as more eigenfunctions are relevant at any particular excitation frequency. At the same time, the decreased reverberation time also reduces the maximal amplification by the room. Thus, if the noise level is constant and the reverberation time is decreased, the maximal SNR (as plotted in Fig. 5) will decrease and the minimal SNR will increase. The result is that the contrast becomes more stable across frequency, as both the height of the peaks and the depth of the dips in the contrast performance decreases. On the other hand, if the reverberation time increases the opposite trend would be observed.

In this paper, the focus has been on introducing regularization based on the uncertainty in the estimated transfer functions. However, as can be inferred from Fig. 14, increasing the accuracy of the transfer functions also increases the condition number of the spatial correlation matrix. Therefore, having accurate measurements only improves the attainable contrast if the transfer functions do not change e.g. due to the temperature in the room changing. As the sound zones are assumed created with a feed-forward control system, the transfer functions are measured once and any later deviation from those estimates will degrade the contrast of the system. Thus, when the transfer function estimates become increasingly accurate, the sensitivity to other changes must be considered e.g. inspired by the procedure suggested in [23]. At the same time, even if the proposed method does not change the attained contrast significantly in the case of uncorrelated noise, it is valuable to know the uncertainty in the transfer functions as the inherent regularization in the noise reduces the sensitivity to other changes in the system.

VII. CONCLUSION

In this article, it was investigated how noise in in-situ transfer function estimates affects the achievable acoustic separation between sound zones in a room in the frequency range 20 - 300 Hz. By analyzing the way point sources radiate sound within a rectangular room the concepts of observable and controllable degrees of freedom were introduced. The conditioning of the transfer function matrix was related to the relationship between observable and controllable degrees of freedom. For the investigated setup, it was seen that when the controllable degrees of freedom exceed the observable degrees of freedom, it is possible to create more than 20 dB of separation even when the transfer functions are degraded by noise.

The automatic regularization based on the uncertainty of the Bayesian inference was shown to increase the robustness of the solution if the noise in the measurements is correlated between the microphones. If the noise at the microphones is uncorrelated, the influence of the regularization was shown to be small as the uncorrelated noise inherently regularizes the problem. Given high accuracy estimates of the transfer functions, further regularization might be required to increase the robustness towards e.g. time varying changes in the transfer functions.

APPENDIX A

BAYESIAN INFERENCE OF THE TRANSFER FUNCTION

With Bayesian inference it is possible to estimate the transfer functions and express the certainty of the estimate given the observed data. Throughout the appendix, the signal model from (10) - (14) is used, while the subscript \( (\cdot)_{\text{mf}} \) and the frequency dependence \( (f_n) \) are omitted for the ease of notation. The procedure for determining the marginal distribution for the transfer function is summarized in the end of the appendix.

It is assumed that the prior probability density function (pdf) of the transfer functions follows a complex Gaussian distribution with known mean and diagonal covariance matrix known up to a scalar, \( \gamma \),

\[
f(h | \gamma) = \mathcal{CN}(h; \mu_h, \gamma \Sigma_h).
\]

(42)

The scalar is introduced to represent a frequency independent scaling of the covariance matrix \( \Sigma_h \). For tractability, the scalar is assumed to follow an inverse Gamma distribution

\[
f(\gamma) = \mathcal{G}^{-1}(\gamma; a_\gamma, b_\gamma).
\]

(43)

As it was assumed that the DFT coefficients of the noise sequence are independent, we can express the prior distribution for the noise variance as

\[
f(\Sigma_e) = \prod_{n=1}^{N_p} \mathcal{G}^{-1}(\sigma_e^2; a_n, b_n).
\]

(44)

If the measurements are repeated \( R \) times, the data can be combined and used for estimating the transfer functions. The concatenation of the \( R \) observed data segments \( p = [p^{(1)^T}, \ldots, p^{(R)^T}]^T \) is distributed as

\[
f(p | h, \Sigma_e) = \mathcal{CN}(1_R \otimes Sh, I_R \otimes \Sigma_e),
\]

(45)
where $I_R = [1, \ldots, 1]^T \in \mathbb{R}^R$, $I_R \in \mathbb{R}^{R \times R}$ is the identity matrix, and $\otimes$ denotes the Kronecker product. From Bayes’ theorem, the posterior distribution of the latent variables is given as

$$f(h, \gamma, \Sigma_e|p) = \frac{f(p|h, \gamma, \Sigma_e)f(h|\gamma)f(\gamma)}{f(p)}.$$  \hfill (46)

Because the prior of the transfer functions is independent of the measurement noise, it is not possible to factor the joint distribution $f(p|h, \gamma, \Sigma_e)$ into independent components of noise variance $\sigma_e^2$ and variance of the transfer function prior $\sigma_h^2$. Therefore, we cannot analytically determine the marginal distribution of interest, $f(h|p)$. This can be overcome by enforcing a dependence through the g-prior [36], [37] or by directly estimating the properties of the marginal distribution through Markov chain Monte Carlo simulations [38]. In the presented work, however, the marginal distribution is approximated analytically through variational inference. In this framework, a family of pdfs is used to approximate the joint posterior distribution. Here, it is assumed that the joint probability can be factorized as

$$f(h, \gamma, \Sigma_e|p) \approx g(h, \gamma, \Sigma_e) = g_1(h)g_2(\Sigma_e)g_3(\gamma).$$  \hfill (47)

The approximation is optimized in terms of the Kullback-Leibler divergence between $g(h, \gamma, \Sigma_e)$ and $f(h, \gamma, \Sigma_e, p)$. In [38], it is shown that the optimal choices for $g_1(h)$, $g_2(\Sigma_e)$, and $g_3(\gamma)$ are

$$\ln(g_1(h)) = \mathbb{E}_{i \neq 1} \{\ln(f(h, \gamma, \Sigma_e, p))\} + \text{const.}$$

$$\ln(g_2(\Sigma_e)) = \mathbb{E}_{i \neq 2} \{\ln(f(h, \gamma, \Sigma_e, p))\} + \text{const.}$$

$$\ln(g_3(\gamma)) = \mathbb{E}_{i \neq 3} \{\ln(f(h, \gamma, \Sigma_e, p))\} + \text{const.},$$

where $\mathbb{E}_{i \neq 1} \{\}$ denotes the expectation with respect to the distributions different from $g_1(h)$, i.e. $g_2(\Sigma_e)$ and $g_3(\gamma)$. As the expression for $g_1(h)$ depends on the expectation with respect to $g_2(\Sigma_e)$ and $g_3(\gamma)$ and vice versa, a consensus estimate must be determined iteratively as shown in the procedure overview at the end of the appendix. It can be shown that

$$g_1(h) = C_N \left( h; \mu_{h|p}, \Sigma_{h|p} \right)$$

$$\Sigma_{h|p} = \text{diag} \left( \left[ \sigma_{h|p,1}^2, \ldots, \sigma_{h|p,N_p}^2 \right] \right)$$

$$\sigma_{h|p}^2 = \left( |s_n|^2 R E \{ \sigma_e^{-2} \} + E \{ \gamma^{-1} \} \sigma_h^{-2} \right)^{-1}$$

$$\mu_{h|p} = \Sigma_{h|p} \left( R S H \Sigma_e^{-1} S(p) + E \left( \gamma^{-1} \right) \Sigma_h^{-1} \mu_h \right),$$

$$g_2(\Sigma_e) = \prod_{n=1}^{N_p} \mathcal{G}^{-1}(\sigma_{e;n}^2; \alpha_n, \beta_n)$$

$$\alpha_n = a_n + R$$

$$\beta_n = b_n + R \left( |p_n|^2 + E \{ |h_n|^2 \} s_n^2 \right)$$

$$- E \{ h_n^* s_n^* \langle p_n \rangle - \langle p_n^* \rangle s_n E \{ h_n \} \},$$

$$g_3(\gamma) = \mathcal{G}^{-1}(\gamma; \alpha_{\gamma}, \beta_{\gamma})$$

$$\alpha_{\gamma} = a_{\gamma} + N$$

$$\beta_{\gamma} = b_{\gamma} + \sum_{n=1}^{N_p} \sigma_{h,n}^{-2} \left( |\mu_{h,n}|^2 + E \{ |h_n|^2 \} \right)$$

$$- E \{ h_n^* \mu_{h,n} - \mu_{h,n}^* E \{ h_n \} \}. \hfill (58)$$

The notation $\langle \cdot \rangle$ is used to indicate the average across the $R$ measurements.

From the properties of the inverse gamma distribution we have

$$E \{ \sigma_e^{-2} \} = \frac{\alpha_n}{\beta_n}$$

$$E \{ \gamma^{-1} \} = \frac{\alpha_{\gamma}}{\beta_{\gamma}}$$

and it can be shown that

$$E \{ |h_n|^2 \} = |\mu_h|_{p,n}^2 + \sigma_{h|p,n}^2. \hfill (63)$$

Hereby, it is possible to determine the distributions $g_1(h)$, $g_2(\Sigma_e)$, and $g_3(\gamma)$ by iteratively updating the estimates. The convergence is determined from the evidence lower bound [38]

$$\text{ELBO} = \sum_{g_1, g_2} \{ \ln(f(p|h, \Sigma_e)) + \ln(f(h|\gamma)) \}$$

$$+ E \{ \ln(f(\gamma)) \} + E \{ \ln(f(\Sigma_e)) \} + \mathbb{H}(g_1) + \mathbb{H}(g_2) + \mathbb{H}(g_3),$$

with $\mathbb{H}(g_1)$, $\mathbb{H}(g_2)$, and $\mathbb{H}(g_3)$ denoting the entropies of $g_1(h)$, $g_2(\Sigma_e)$, and $g_3(\gamma)$, respectively. The change in evidence lower bound can be evaluated between each cycle of updates and the iterations are stopped when the change is below a predefined threshold. The convergence is guaranteed because the ELBO is convex with respect to each of the factors $g_1(h)$, $g_2(\Sigma_e)$, and $g_3(\gamma)$ [38]. The components of (64) are given as

$$\sum_{g_1, g_2} \{ \ln(f(p|h, \Sigma_e)) \} = -RN_p \ln(\pi) - R \text{tr}(E \{ \ln(\Sigma_e) \})$$

$$- R \sum_{n=1}^{N_p} E \{ \sigma_e^{-2} \} \left( |\langle p_n \rangle|^2 + E \{ |h_n|^2 \} s_n^2 \right)$$

$$- E \{ h_n^* s_n^* \langle p_n \rangle - \langle p_n^* \rangle s_n \langle h_n \rangle \}$$

$$\sum_{g_1, g_2} \{ \ln(f(h|\gamma)) \} = -N_p \ln(\pi) - \text{tr}(E \{ \ln(\Sigma_h) \}) - N_p E \{ \ln(\gamma) \}$$

$$- E \{ \gamma^{-1} \} \sum_{n=1}^{N_p} \left( |\langle h_n \rangle|^2 + |\mu_{h,n}|^2 - E \{ h_n^* \mu_{h,n} - \mu_{h,n}^* \langle h_n \rangle \} \right). \hfill (66)$$
level are unknown prior to the measurements, hence
\[ \Gamma(\gamma) = \ln(\Gamma(\gamma)) \]
for estimating the marginal distribution for the transfer functions in

\[ g(\Sigma_e) \]

B. Procedure for Bayesian inference of transfer function

\[ \text{while } \Delta_{\text{ELBO}} > \text{tolerance do} \]
\[ \text{Update: } g_1(h) \text{ given } g_2(\Sigma_e) \text{ and } g_3(\gamma) \]
\[ \text{Update: } g_2(\Sigma_e) \text{ given } g_1(h) \text{ and } g_3(\gamma) \]
\[ \text{Update: } g_3(\gamma) \text{ given } g_1(h) \text{ and } g_2(\Sigma_e) \]
\[ \Delta_{\text{ELBO}} \leftarrow \| \text{ELBO}_{\text{prev}} - \text{ELBO} \| \]
\[ \text{ELBO}_{\text{prev}} \leftarrow \text{ELBO} \]
\[ \text{end while} \]
\[ \text{Return: } \mu_{h[i,p]} \Sigma_{h[i,p]} \text{ describing } g_1(h). \]

### Table II

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Min. value</th>
<th>Max. value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Length</td>
<td>3 m</td>
<td>10 m</td>
</tr>
<tr>
<td>Width</td>
<td>3 m</td>
<td>10 m</td>
</tr>
<tr>
<td>Height</td>
<td>2.5 m</td>
<td>3.5 m</td>
</tr>
<tr>
<td>Temperature</td>
<td>20°</td>
<td>30°</td>
</tr>
</tbody>
</table>

\[ E(\ln(f(\Sigma_e))) = \sum_{n=1}^{N_p} a_n \ln(b_n) - \ln(\Gamma(a_n)) + (a_n + 1) \]
\[ E(\ln(\Sigma_{e,n})) = b_n E(\sigma_{e,n}^2) \]
\[ H((\gamma)) = a_{\gamma} \ln(b_{\gamma}) - \ln(\Gamma(a_{\gamma})) + (a_{\gamma} + 1) \]
\[ H((\gamma)) = b_{\gamma} E(\gamma^{-1}) \]
\[ H((\gamma)) = \alpha_{\gamma} \ln(\beta_{\gamma} \Gamma(\alpha_{\gamma})) - (\alpha_{\gamma} + 1) F(\alpha_{\gamma}) \]
\[ H((\gamma)) = \alpha_{\gamma} \ln(\beta_{\gamma} \Gamma(\alpha_{\gamma})) - (\alpha_{\gamma} + 1) F(\alpha_{\gamma}) \]

In the above, \( \Gamma(\cdot) \) and \( F(\cdot) \) represent the gamma and digamma functions, respectively.

### A. Selection of Prior Hyperparameters

In the previous section, the hyper parameters \( \mu_{h,i} \Sigma_{h,i} \gamma_{h,i} \)
\[ h_{\gamma}, \gamma_{e,n}, \text{ and } b_{\gamma,e,n} \text{ were unspecified. The scalar } \gamma \text{ and the noise level are unknown prior to the measurements, hence } \gamma_{e,n}, \gamma_{e,n}, \text{ and } b_{\gamma,e,n} \text{ should be chosen to reflect this with a vague prior} \]
\[ (e.g. \gamma_e = \gamma_{e,n} = \gamma_{e,n} = 10^{-6}) \]
\[ \text{such that the observed data is weighted much higher than the prior knowledge.} \]

The prior distribution for the transfer function is assumed to be a complex Gaussian. To specify the hyperparameters of the distribution, it is assumed that the measurement will be made in a rectangular room, where the sound field adheres to the structure introduced in (31) for Green’s function in rectangular rooms [31]. In this case, a Monte Carlo simulation is performed for rectangular rooms of various dimensions, temperatures, source-microphone positions, and reverberation times. For each simulation, a value is drawn uniformly from each of the intervals listed in Table II. The prior distribution is then determined from the sample mean and variance of a Monte Carlo simulation of 100,000 iterations.

### B. Procedure for Bayesian inference of transfer function

With the equations and the hyper parameters defined, the procedure for estimating the marginal distribution for the transfer function \( g_1(h) \) is summarized as the following steps:

1: Measure pressure response \( R \) times to acquire \( p \)
2: Initialize hyper parameters: \( a_{\gamma}, b_{\gamma}, a_{e,n}, b_{e,n} \)
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